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Abstract. Almost every Internet communication is preceded by a trans-
lation of a DNS name to an IP address. Therefore monitoring of DNS
traffic can effectively extend capabilities of current methods for network
traffic anomaly detection. In order to effectively monitor this traffic, we
propose a new flow metering algorithm that saves resources of a flow ex-
porter. Next, to show benefits of the DNS traffic monitoring for anomaly
detection, we introduce novel detection methods using DNS extended
flows. The evaluation of these methods shows that our approach not
only reveals DNS anomalies but also scales well in a campus network.
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1 Introduction

The Domain Name System (DNS) provides fundamental functions in directing
Internet traffic today. Despite the fact that DNS concepts (RFC 1034, RFC 1035)
are more than three decades old, DNS remains of the utmost importance for
recent network technologies. Due to the wide use of DNS we can detect not only
attacks based on DNS protocol security flaws but also other attacks reflected in
the DNS traffic. Since the Internet has no borders, cyber-attacks which rely on
DNS or are reflected in DNS traffic may come from anywhere and at any time.

Our research is mainly motivated by valuable information carried by a DNS
protocol; there is high potential to use this information for network security
monitoring. In order to successfully use DNS information, it is important to find
out effective ways how to gather DNS data from monitored networks. In this
paper, we attempt to answer the following research questions: (i) How can DNS
traffic be effectively analysed in large networks? (i) What are the differences in
the analysis of DNS traffic using standard and extended flow records? (4ii) What
are the advantages of combinating DNS traffic information with flow records for
network anomaly detection?

The contribution of our work is twofold: (i) We proposed and evaluated
new algorithm to process flows with DNS information that can significantly
reduce the number of DNS flow cache entries in current flow exporters. (i) We
introduced novel anomaly detection methods which use extended DNS flows to
enhance the detection of network threats.



2. RELATED WORK

The paper is organized in five sections. Section 2 describes related work.
Section 3 contains a description of approaches used for flow-based DNS traffic
monitoring in large networks. Section 4 proposes new DNS traffic anomaly de-
tection methods using standard and extended flows. Finally, Section 5 concludes
the paper.

2 Related Work

To detect DNS traffic anomalies, it is important to determine where and how
the data are gathered. A query logging on DNS servers represents the simplest
way how to monitor DNS traffic without additional monitoring infrastructure.
The analysis of server logs was presented in [2,19] including the optimization
of this process for a large amount of logs. The main disadvantage of this ap-
proach is its inability to monitor traffic that does not pass through the monitored
servers. To avoid this problem it is necessary to use network-based monitoring
approaches [3,12,23] with probes installed in the network.

Methods for analysing DNS traffic collected from networks differ from the
purpose of this analysis. One of these purposes is the collection of domain char-
acteristics and their history. This information may be used for reverse lookups
with IP addresses for which no reverse DNS records exists [21], for malicious do-
mains detection [1,3,16,23] based on time-based features, answer-based features,
or abnormal TTL values. The disadvantage of this approach for large network
monitoring is its focus only on domains and not for the whole DNS traffic.

Network traffic statistics may be used to get general information about a DNS
network’s behaviour. These statistics can be created by tools such as dnstop [22],
dnsgraph [17], or DSCng [10] which aggregates DNS data from packets and rep-
resents them as tables or charts. With these statistics, it is possible to detect
misconfigured network devices or anomalies in traffic volume but the main draw-
back is the focus on the whole network and the inability to analyse the DNS
traffic of one specific device or domain.

To analyse behaviour of specific device, flow-based approach could be used.
Although flow records provide limited information about DNS traffic, some of
the DNS anomalies can be still detected. For example, [6] suggests a method
for DNS tunnelling detection using statistic tests or [8] presents the detection of
cache poisoning attacks.

To obtain more specific information about DNS traffic it is necessary to
store all important DNS packet fields such as source and destination addresses,
queried domain name, or response data. This approach is used by [4,11,12] for
the detection of botnets based on the same DNS behaviour of devices, abnormal
DNS traffic or malicious domain usage. This type of data can be also used
for an intrusion detection system based on DNS traffic monitoring which was
introduced in [18]. The drawback of monitoring only DNS traffic is that we
have no information about the other network communication of a device such as
information about visiting the queried domain.
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Another approach to detection is an analysis and correlation of DNS traffic
with other network data. This approach transforms captured packets and whole
traffic into events which are then processed by network anomaly detection meth-
ods. Such methods may be implemented, for instance, using The Bro Network
Security Monitor [15].

3 Flow-based DNS Traffic Monitoring

3.1 Standard Flow Monitoring

There are two basic requirements for monitoring large and high-speed networks
such as campuses or ISPs. First, monitoring tools must provide near real-time
data analysis and, second, the tools must not demand large storage space. To
fulfil these requirements, the concept of network flow is used. A flow is defined
in RFC 7011 as “a set of IP packets passing an observation point in the network
during a certain time interval, such that all packets belonging to a particular
flow have a set of common properties”. The standard flow record is a vector:

F= (IPS’I"C7 IPdst7 Psrca Pdst> PTOt; Tstarta Tdur7 Pth57 OCtS, Flags),

where the flow is defined by the source and destination IP addresses I P,,. and
I P, source and destination ports Ps.. and Pg, protocol Prot and the start
time Tgsqr¢ With duration Tgy,-. The fields Pckts and Octs represent the number
of transferred packets and octets, and Flags TCP flags.

The flow exporter aggregates packets with common properties into one flow
until the flow is terminated. This termination can be caused by the expiration of
flow cache entry (active time-out, idle time-out or resource constraints), natural
expiration based on packet flags indicating connection end, emergency expiration
or cache flush [7]. In networks with a large volume of traffic, it is necessary to
have sufficiently large and free flow cache to avoid emergency expiration or cache
flush, which may cause unwanted flow records split.

Flow acquisition can be done by common network devices that support flow
record export, such as routers, or by specialized network probes [7] which pro-
vides greater data accuracy and are able to effectively process a large volume
of traffic. Figure 1 depicts a monitored network with the probes installed at the
local network uplink and also inside the network. The probe aggregates packets
and export them as flow records to the flow collector that provides tools for basic
flow processing and analysis.

Although flow records do not contain information about application proto-
cols, it is still possible to use them for monitoring DNS traffic. A DNS flow can
be distinguished from others by port-based protocol identification that relies on
the fact that the TCP and UDP port number 53 is assigned to the DNS protocol
by TANA. This port number is by default used by DNS resolvers which listen
to this port. DNS monitoring using standard flow records can reveal anomalies
that affect the volume characteristics of transferred data. However, anomalies
connected to DNS application data remain undetected. Another disadvantage is
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Fig.1: Flow monitoring architecture with probes exporting (a) standard flow
and (b) extended DNS flow record.

that the port 53 can also be used by other applications or protocols which may
cause false positives. But this traffic usually forms only a small portion of the
whole network traffic on this port.

3.2 Flows Extended by Information from a DNS Traffic

To answer the question how can DNS traffic be effectively analysed in a large net-
works?; we performed several measurements in the campus network of Masaryk
University and in the Czech national research and education network, CESNET,
which connects 27 Czech universities.

At first, we examined whether the flow monitoring concept is suitable for DNS
traffic. Figure 2 shows the cumulative distribution function (CDF) of packets per
flows which were collected in both networks over one day. Chart 2a shows that
approximately 99 % of flows with the source or destination port 53 contain only
one packet. This indicates that aggregation is not used. The rest of the flows
carry DNS zone files, DNS tunnelling or other protocols. Through manual packet
analysis, we found that one of these protocols is the BitTorrent protocol which
exploits fact, that the traffic of port 53 is not restricted by network firewalls.
To verify our results, we compute the same statistics depicted in chart 2b for
CESNET. This network is primarily a transport network, therefore the traffic
associated with port 53 contains a greater portion of other protocols than DNS.
We also observed that a large amount of flows containing more than one packet
with the destination port 53 are caused by attempted DNS amplification attacks
which were performed almost constantly. To sum up, we observed that a typical
DNS conversation consists of one packet carrying the DNS query and one packet
carrying the DNS response.

Since the both DNS query and response are each represented by one flow
record, it is possible to extend the standard flow record by DNS application
data, such as queried domain name and type. This information does not dis-
rupt the flow record and also does not excessively increase the flow record size.
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Fig.2: CDF of DNS packets per flow observed in (a) the network of Masaryk
University and (b) the Czech national research and education network, CESNET.

As a result, we could analyse DNS traffic together with other flows that can re-
veal traffic anomalies which otherwise would only have been detectable by deep
packet inspection.

We identified that only four DNS packet fields are useful for most of the
DNS traffic analysing methods: queried domain name Qname, queried record
type Qtype, response return code Rcode and response itself Rdata. The others
may unnecessarily increase the size of the flow record. Therefore, a DNS flow
record contains the selected four fields:

Fpys = (Qname, Qtype, Rcode, Rdata)

Because the DNS response may contain more than one answer, we recommend
storing only the first answer with the same record type as a query or authoritative
nameserver. For instance, in the event of a DNS query for the A record type, the
flow record with DNS response will contain the address of the queried domain
in the Rdata field.

3.3 Flow cache optimization using DNS extended flows

For efficient flow-based DNS traffic monitoring, we modified the standard algo-
rithm of flow metering and export to fit the characteristics of DNS traffic. The
flow cache plays a vital role in flow monitoring, but the performance of current
implementations is constrained by its limited size. The translation of domain
name precedes most of the network connections so we believe that DNS traffic
represents a significant part of all collected flows. Storing DNS flow records in
the flow cache leads to its rapid exhaustion in a very short time so we propose
a modified algorithm that saves storage space in the flow cache by exporting
extended DNS flow records immediately after the packet is parsed.

The algorithm checks if the packet is coming to/from the port 53 and protocol
UDP. If these conditions are fulfilled, it is necessary to decide if the packet really
carries a DNS payload which could be distinguished by DNS header analysis.
If the packet carries a DNS payload then Fpyg is obtained and concatenated
with a standard flow record F generated at the beginning of the algorithm. The
resulting flow F.,; = F - Fpygs is immediately exported as an extended DNS
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flow record to the collector. Otherwise, the standard flow records are stored in
the flow cache.

In order to investigate the impact of the algorithm, we measured, in the
network of Masaryk University and CESNET, the portion of flows using port
53 in the whole traffic. We observed that approximately 20% and 15% of all
flows are flows possibly containing DNS traffic. In the proposed algorithm the
DNS flows are not stored in the flow cache, so the algorithm saves up to 20 % of
cache storage space. It can significantly help to prevent forced cache flush which
causes that flow records which were originally split are now in an one record.
Another advantage is that the flows extended by DNS data can be analysed in
real-time because there is no need to wait for exporting timeouts. This means it
is possible to detect some suspicious DNS traffic at the beginning and prevent
potential damage.

4 DNS Traffic Anomaly Detection

In this section, we present several methods for the detection of DNS traffic
anomalies. We first briefly discuss detection based on standard flows and then
provide more details about novel methods which employ DNS extended flows.
The methods were implemented as Perl scripts for an IPFIX collector and are
available at [20]. In our implementation was used DNS flow data acquired by [9)].

For a clear description of the proposed methods we will refer to Figure 3
which represents the general schema of our monitoring architecture, including
the roles of individual devices.

DNS S . Internet LAN B
= Personal
server E £
® ! computer D
. ®
Attacker E
®
Web -
server i /O
@D Flow probe (1)

Fig. 3: General network schema with device roles.

4.1 Anomaly Detection Using Standard Flows

Although standard flow records do not contain DNS application data, it is still
possible to detect some attacks targeting DNS infrastructure. The DNS ampli-
fication DDoS attack represents one of the most used network attacks involving
DNS infrastructure. This attack is characterised by a large amount of same
queries with spoofed IP address coming from attacker ® passing to a rogue open
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DNS resolver. This open resolver is a misconfigured DNS server @ or device
infected by malware @ that acts as a rogue DNS resolver. It responds to all
queries by an abnormally large packet payload that contains answers. Thus, an
increasing count of flows, with high bytes-per-packet ratio and the source port
53, may indicate this type of attack.

In well-maintained networks, we can use detection techniques based on access
control lists reflecting network security policy. Based on this knowledge, it is
possible to use flow-based methods which report every communication from or
to a DNS server out of the list. This communication may be caused by a malware-
infected device @ which operates as a rogue DNS resolver. Another example is
a malicious change of device settings which causes a local DNS resolver @ to be
replaced by another ® which returns incorrect answers referring to fraudulent
websites.

Since flows identified only by the usage of port 53 may contain different
application data than DNS, it is necessary to specify a threshold indicating
when suspicious traffic could be identified as anomaly to avoid false positives.
This may cause stealth DNS amplification DDoS attacks to not be detected.
In Masaryk university’s network we observed 8 examples of this kind of attack
during three months of testing. Detection using standard flows is difficult in large
and not well-maintained networks where it is hard to distinguish DNS servers
from clients. In such networks, the DNS server may be incorrectly identified as
open DNS resolver even if the server only correctly responds to the DNS query
that contains the local domain.

4.2 Anomaly Detection Using Extended Flows

Flow records extended by DNS information can be analysed as standard flows
using basic Top-N statistics of the entire local network or individual hosts. Statis-
tics related to DNS traffic may include queried record types, return codes or,
for example, most queried domain names. Any major change in these statistics
may indicate abnormal behaviour. For instance, an increasing number of DNS
error return codes can be caused by malfunctioning devices, or a large number
of MX record queries not originating from a local e-mail server can even indicate
malware-infected device that attempts to send spam.

The main advantage of using extended flow records for DNS monitoring is
that these data can be analysed together with other flow records. We can search
the corresponding communication in standard flows based on a returned IP
address in a DNS response and confirm the visitation of a queried domain.

The combination of DNS extended flows with standard flows can be also used
for tracing the originator of a query even though the DNS flow exporter @ is used
only at the network edge, i.e. all DNS queries have the same source address. It
is possible to use DNS responses containing the IP address of a queried domain
and check if a device started communication with this address. It is very likely
that it is the same device which performed the query. The disadvantage of the
presented method is that device must visit the queried domain, otherwise, it is
still impossible to trace the originator of the query.
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Using DNS extended flows does not enable only detection of a visit to the
queried domain or trace the device performing a query. DNS extended flows also
enable detection of advanced network attacks and anomalies which are hardly,
or not, detectable by standard flows. To show advanced examples and the ad-
vantages of combination DNS traffic information with flow records for network
anomaly detection, we proposed several novel detection methods focusing on
open resolvers, non-local DNS resolver usage, or malware domains queries. These
methods are independent of the version of the IP protocol and thus it is possible
to deploy them easy in IPv6 networks.

Method 1: Open DNS Resolvers Detection

Amplification DDoS attacks using open DNS resolvers are currently widely used
by attackers because they can generate small packets and easily make a service
inaccessible. The detection of this attack using standard flow requires a high
threshold to avoid false positives. We are able to reduce the threshold by detect-
ing the same queried domains using DNS extended flows but a threshold is still
required.

The detection of an open DNS resolver can be easily done in small and
documented networks by observing traffic of recognised DNS servers. In large
or not well-maintained networks a list of recognised DNS servers may not exist.
For this purpose, we propose a new detection method based on DNS extended
flows. The method is described in the Algorithm 1. The main challenge is to
distinguish an open DNS resolver ® from a regular DNS server @ which responds
to a query containing a local domain. For this purpose, the method analyses all
DNS responses observed at the network edge @ and checks if the domain is
assigned to the monitored network. This check is done by requesting the local
DNS resolver @ for ANY record type of this domain. If the result does not contain
at least one record with an IP address from the monitored network then the DNS
server is reported as an open DNS resolver, otherwise the domain is added to
the local domains list.

Algorithm 1 Open DNS Resolver Detection
. function GetOpenDNSResolver (W : local domains, L : local network, Fey¢ : analysed flows)
! Fresponses = {Feat | Feqt IPsyrc = L N Fegt IPgst 7 L N\ Fegt.Psre = 53 A Fegt.Past # 53 A
Fept.Qname # Wi A -+ A Fegr.Qname # Wy A Fegy.Rcode = 0}
aggregate Fresponses DY IPsrc and Qname to Fresolvers 3
for each Frcsotver in Fresolvers do
request all information about domain F,csoiver-@name by ANY query type;

[

if domain information contain IP address from L then
add Fresolver-Qname to W ;
else
return "Fcsoiver-I Psrc is open DNS resolver" ;
end if
. end for

oo Noutew
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The advantage of the presented method is that we are able to detect an open
DNS resolver by observing only one response. Over three months of testing in the
campus network of Masaryk university, we observed 207 IP addresses operating
as open DNS resolvers. In the same period, the Open Resolver Scanning Project!
reported 76 addresses for this network. The different amount of addresses is
caused by the fact that Open Resolver Scanning Project performs scans only
once per day. An interesting side effect of the method is that we discovered all
domains that are hosted in the campus network.

Method 2: External DNS Resolver Usage Detection

The use of an external DNS resolver ® instead of the local network DNS re-
solver @ may cause delay and also presents a security risk if the external DNS
resolver responds with fraudulent IP addresses. In large, not well-maintained
networks, it is necessary to distinguish between a client device @ and a local
DNS resolver @, which tries to resolve a queried domain. The proposed Algo-
rithm 2 utilizes the fact that the DNS resolver performs only queries and the
client visits the queried domain. The visit is checked by finding standard flows
with communication between the client and the queried domain @ , which starts
within approximately two seconds of the query. If the client did not visit first IV
selected domains then it is marked as a possible DNS server.

Algorithm 2 Ezxternal Resolver Usage Detection

1: function GetClientsUsingExternalDNS (N : number of checked domains, L : local network,
Fept : analysed flows)

2! Fresponses = {Fewt | Fewt IPsre # L A Fegt-IPast = L A Fet.Pspe =53 A Feat.Past # 53 A
Fegt.Rcode = 0N (Fegt.Qtype = AV Fegr.Qtype = AAAA)}

3: sort Fresponses by IPast t0 Fresponses sorted

4: for each Fresponse in Fresponsessorted do

5: Feom = {Fresponse ‘ Fegt IPsre = Fresponse~IPdst A Fegt IPgst = Fresponse~Rdata A
Fewt-Tstart > Fresponse-Tstart A Fext - Tstart < (Fresponse-Tstart +2 sec)} s

6: if number of flows F.om > 0 then

7. return "Frcsponse-I Pqst uses external resolver Fresponse-I Psre!" 3

8: end if

9: if Fresponse-IPast was seen N times then

10: go to the next Fresponse-IPast ;

11: end if

12: end for

During the evaluation of the method in Masaryk university’s network, we
found that the most used DNS resolvers are public DNS resolvers operated by
Google or OpenDNS. The rest were DNS resolvers of local network providers or
antivirus solutions, which offer DNS resolvers as a part of user protection. We
also found several malicious DNS resolvers which returned forged IP addresses
of popular web pages.

! https://dnsscan.shadowserver.org/
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Method 3: Malware Domains Query Detection

The detection of malware domains is one of the most used detection techniques
based on information from DNS traffic. The detection is based on testing whether
the queried domain is contained in a blacklist of known malware domains. Such
inspection may be very time consuming in networks with a large amount of traf-
fic. For these type of networks, we suggest shrinking number of checked domains
only to domains queried after a device starts up. We suppose that most mal-
ware is launched automatically at the device start and attempt to immediately
contact its command and control centres or download more malware.

Algorithm 3 Malware Domains Queries Detection

1: function GetMalwareAffectedDevices (N : number of checked domains, Fey : analysed flows)
2: Foueries = {Fext | Fext-Psre 7# 53 A Fegt.Pist = 53 A\ Fezt.Qname = dns.ms ftncsi.com A
(Fext-Qtype = AV Feyt.Qtype = AAAA)}

3: aggregate Fyueries by 1Psrc t0 Fatarts ;

4: for each Fsigrt in Fsiarts do

5: Fiomains = {Fstart | Fegt IPsrc = Fstart-IPsrc N Fegt-Psre # 53 A Fegt-Past = 53 A
Fewt - Tstart > Fstart-Tstart N Feat - Tstart < (Fext-Tstart + 5 minutes) A
Fezt.Qname # xwindowsupdate.com N Fezi.Qname # sms ftncsi.com A
Fegt.Qname # smicrosoft.com ;

6 select first N queried domains D from Fiomains ;

7 for all queried domains D do

8 exclude D.Qname contained in the Alexa top domains list ;

9 check if domain D.Qname is reported as malware domain ;

10: if D.Qname is marked as malware domain then

11: return "Fsiqrt.I Psrc queried malware domain D.Qname" ;

12 end if

13: end for

14: end for

The device start can not be easily detected using standard flows, but with the
DNS extended flows we discovered that the Windows operating systems @ im-
mediately query the domain dns.msftncsi.com to check if the configured DNS
resolver @ works. The proposed method of testing domains queried after the
device startup is described in the Algorithm 3. To avoid unnecessary checks,
we suggest excluding domains which are associated with Microsoft services and
also the most used domains from the Alexa Top Domains List?. The rest of the
domains are checked in our implementation whether they are listed on several
blacklists by the VirusTotal® service.

The evaluation of the method showed that the checked domain must occur
almost in 4 blacklists used by VirusTotal to avoid false positives because there
were several blacklists marked by users, which are unreliable. In our campus
network, we detected one device which was reported as infected by malware and
also operated as an open DNS resolver.

2 http://www.alexa.com /topsites
3 https://www.virustotal.com /#url

10
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5 Conclusion

We have presented an effective technique for DNS traffic monitoring in large
networks based on the extension of standard flows. For these DNS extended
flows we introduced examples of new anomaly detection techniques able to detect
anomalies that were previously hard to detect using standard flows. To conclude
our paper, we shall now summarize our research questions and answers to them.

As an answer to the research question how can DNS traffic be effectively anal-
ysed in a large networks?, we propose using a flow based monitoring approach.
We suggest extending standard flow by four new fields from DNS application
data. To gather these data we proposed a new flow exporting algorithm respect-
ing DNS traffic to be able to effectively save space in the flow cache which plays
vital role in the flow metering process. Our algorithm enables the analysis of
DNS data in real-time in contrast to standard flows.

To show differences in the analysis of DNS traffic using standard and extended
Sflow records, which was our second research question, we introduced novel meth-
ods of DNS traffic anomaly detection using standard and DNS extended flows.
The methods using standard flows are limited by the port identification and
allows only the analysis of basic flow characteristics. On the other hand, DNS
extended flows enable us to clearly identify DNS traffic and use DNS application
data as a basis for detections.

The DNS extended flows can be analysed together with standard flows which
allows us to make detection methods more accurate. To demonstrate the ad-
vantages of combinating DNS traffic information with flow records for network
anomaly detection, we introduced new detection methods utilizing the fact that
DNS query can be combined with flows containing communication with queried
domains. Thus, it is, for example, possible to check if a device really visited the
queried domain.

The presented paper shows that DNS extended flows are a suitable extension
of standard flows that may help in the detection of network traffic anomalies. In
future work, we plan to use DNS extended flows for detecting other DNS traffic
anomalies such as DNS tunnelling, or for advanced malware infected devices de-
tection. We also plan to examine drawbacks and potential backdoors of proposed
methods and provide appropriate solutions to them.

Acknowledgments. This material is based upon work supported by Cybernetic
Proving Ground project (VG20132015103) funded by the Ministry of the Interior
of the Czech Republic.
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