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ABSTRACT

In this short paper, we take a first step towards empirically assess-
ing Internet-wide malicious activities generated from and targeted
towards Internet-scale business sectors (i.e., financial, health, edu-
cation, etc.) and critical infrastructure (i.e., utilities, manufacturing,
government, etc.). Facilitated by an innovative and a collaborative
large-scale effort, we have conducted discussions with numerous
Internet entities to obtain rare and private information related to
allocated IP blocks pertaining to the aforementioned sectors and
critical infrastructure. To this end, we employ such information to
attribute Internet-scale maliciousness to such sectors and realms,
in an attempt to provide an in-depth analysis of the global cyber sit-
uational posture. We draw upon close to 16.8 TB of darknet data to
infer probing activities (typically generated by malicious/infected
hosts) and DDoS backscatter, from which we distill IP addresses of
victims. By executing week-long measurements, we observed an
alarming number of more than 11,000 probing machines and 300
DDoS attack victims hosted by critical sectors. We also generate
rare insights related to the maliciousness of various business sec-
tors, including financial, which typically do not report their hosted
and targeted illicit activities for reputation-preservation purposes.
While we treat the obtained results with strict confidence due to
obvious sensitivity reasons, we postulate that such generated cyber
threat intelligence could be shared with sector/critical infrastruc-
ture operators, backbone networks and Internet service providers
to contribute to the overall threat remediation objective.
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1 INTRODUCTION

In recent years, we have witnessed the large-scale adoption of In-
ternet connectivity in various sectors of industry and commerce.
The rise of paradigms such as the Internet of Things (IoT) and
Cyber-Physical Systems (CPS) illustrates that not only end users,
but almost any device/critical infrastructure is now connected to the
Internet. Consequently, a number of threats have abused such con-
nectivity nature and have been historically reported. For instance,
targeted malware that aimed at infecting critical infrastructure
include the notorious Stuxnet [8], Havex and Industroyer [22].
Along the same line of thought, contemporary malware such as
Mirai, Persirai, Hajime and BrickerBot have been exploiting
10T infrastructure to launch devastating attacks, threatening the
resiliency of the Internet at large. Indeed, even a commodity in-
fected device, such as a desktop, may cause significant harm when
deployed and operated in a critical infrastructure’s network, as ob-
served with the recent WannaCry ransomware as it targeted world-
wide health sectors [12].

Having noted the above, it is quite understandable that there
exists an utmost need (from researchers and practitioners) for cy-
ber threat intelligence and wide-area cyber situational awareness
addressing critical infrastructures [1]. Nevertheless, it is known
that it is very laborious (or even infeasible) to have access to traces
of network traffic or cyber attacks from various industries, not
to mention the limited coverage of such data (e.g., covering only
customers of Kaspersky [20]), in addition to the unwillingness of
certain sectors to share such information [30]. Given such hinder-
ing challenges, in this work, we explore unique and complementary
empirical data in an attempt to shed light on Internet-scale mali-
ciousness of critical sectors. However, the attribution of IP addresses
with a business/critical sector is non-trivial. To this end, we are
involved with a large-scale collaborative effort to obtain private
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and rare information related to allocated/operated IP blocks per In-
ternet business/industry; we hope that we can discuss the details of
this effort at the conference. Thus, we employ such information to
attribute Internet-scale maliciousness to various sectors. By gener-
ating such threat intelligence, we are capable of assessing the cyber
security posture of Internet-wide sectors, with a special focus on
critical infrastructures. We postulate that such information could be
distributed to the operators of such entities, computer emergency
response teams and Internet service providers to aid in the global
remediation objective.

In this context, we scope the contributions of this work by posing
the following research questions:

(1) Given the lack of empirical data that can be analyzed from
within various sectors, including critical infrastructure, in
addition to the complementary logistics and privacy issues,
how can one assess the Internet-scale cyber security posture
of such sectors?

(2) What insights and inferences can one generate by analyzing
and characterizing sector-related empirical data, which could
be used for effective cyber threat intelligence?

To answer the aforementioned research questions, we investigate
macroscopic data collected by darknets, which represent assigned,
routable yet unused IP address spaces, where mostly network scans,
backscatter, and misconfigured network traffic can be observed. We
identify network scanning activities, which typically indicate an
infected host (after filtering benign scanning activities from known
entities), and DoS attacks, for which we can infer victims’ IP ad-
dresses. Consequently, we attribute IP addresses of scanning hosts
and DDoS victims hosted at or targeting various business/critical
sectors. A metric of scan to DDoS ratio is also introduced to provide
further insights related to the cyber security posture of such realms.

This paper is organized as follows. Section 2 presents the related
work. Section 3 details our approach related to data collection and
analysis. The results of the executed empirical measurements are
presented and discussed in Section 4. Section 5 concludes the paper
and pinpoints few topics, which pave the way for future work.

2 RELATED WORK

Two main approaches can be used to identify and characterize
Internet-facing devices hosted in critical sectors, namely, active and
passive measurements.

In the area of active measurements for device characterization,
Cui and Stolfo [10] executed a large-scale active probing of the In-
ternet space to uncover close to half a million vulnerable embedded
devices. Further efforts backed by Internet-wide scanning led to
the development of specialized tools and databases, where findings
of such scans are stored. Databases backed by Internet-wide scan-
ning, such as Shodan [23] and Censys [11], can be used to search
for specific devices facing the Internet, including IoT and critical
infrastructure. Bodenheim et al. [4] evaluated Shodan’s ability to
scan and index Industrial Control Systems (ICS).

An alternative approach to characterizing network traffic, with
a special focus on cyber security, is based on passive measurements.
Internet background radiation [29], including network scanning [5],
backscatter [2], and misconfigured traffic, is a significant source of
cyber threat intelligence. Darknets (or network telescopes), as noted
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earlier, are routable, yet unpopulated segments of IP address space
specifically deployed to capture Internet background radiation. Any
network traffic targeting the darknet is, by nature, suspicious and
unsolicited. This includes network scans, that are typically per-
formed by infected devices trying to spread malware (or search
for vulnerabilities) [6], and backscatter, which is an accompany-
ing phenomenon of many DDoS attacks, studied by Balkanli and
Zincir-Heywood [2], Blenn et al. [3], and many others. Galluscio
et al. [18] were the first to empirically evaluate Internet-scale ex-
ploitations of IoT devices using data from darknets and correlating
them with data from Shodan. In a similar work, Fachkha et al. [16]
conducted passive measurements to analyze attackers’ intentions
when targeting protocols of Internet-facing CPS.

Apart from darknets, honeypots were also used in the analysis
of critical infrastructure exploitations and threat intelligence. For
example, Conpot [25] is a well-known ICS/SCADA honeypot that
is quite popular among researchers and practitioners. Conpot is
able to simulate various types of ICS and SCADA devices, that
attackers may interact with. A mobile ICS honeypot dubbed as
HosTaGe, as demonstrated by Vasilomanolakis et al. [28], is capa-
ble of emulating nuclear power plants, water distribution plants,
etc. It is not unusual to set up a large and detailed decoy infras-
tructure to attract attackers and generate attack signatures [27].
Similar research and development efforts were conducted in the
IoT realm. Honeypots, such as IoTPOT [24] were developed and
deployed to analyze IoT-specific threats and attacks. IoTPOT em-
ulates Telnet services of various IoT devices running on different
CPU architectures, which allows capturing and analyzing various
types of malware samples targeting IoT. Guarnizo et al. [19] pre-
sented the Scalable high-Interaction Honeypot (SIPHON) platform
for IoT devices. The authors were able to mimic various IoT de-
vices connected to the Internet to attract malicious network traffic,
leveraging worldwide wormholes and a few physical devices. Char-
acterization of the malicious network traffic, including employed
protocols, is also provided.

In this work, we employ a significant amount of macroscopic
darknet data to infer Internet-scale maliciousness, including activi-
ties generated from machines hosted by numerous business sectors
that typically would not be willing to share any information about
their networks or security breaches. Further, we employ the ob-
tained private data related to sector-allocated IP blocks to attribute
such misdemeanors to critical sectors.

3 PROPOSED APPROACH

In this section, we provide details on our approach for inferring
Internet-wide malicious activities related to critical sectors using
passive measurement data from network telescopes.

3.1 Collecting Darknet Data

Having an insight into the network traffic of various sectors is chal-
lenging. It is relatively infeasible to get visibility into the operational
networks of various sectors, especially those of critical nature. The
issue is not only technical, but such activities would also require the
approval of the network owners, who are in most cases unwilling
to disclose anything about their networks. Nevertheless, large-scale
assessment of malicious activities can be performed even without
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direct access to the networks of our interest. To this end, passive
measurements and analysis rendered by analyzing darknet data is
quite an effective methodology to achieve the latter objective; a
darknet [17] represents a partial view of the entire Internet address
space and often consists of numerous network sensors distributed
throughout the Internet.

For the purpose of this work, we leverage real-time darknet data
from a /8 network telescope through our collaboration with the
Center for Applied Internet Data Analysis (CAIDA) [7]. Such a large
darknet represents 1/256 of the total IP address range and, thus, pro-
vides a very thorough vantage point into Internet-wide unsolicited
network traffic, namely network scanning, DDoS backscatter, and
traffic from misconfigured devices.

To infer network scanning and DDoS backscatter, we exploit
flow-based parameters of anomalous network traffic. A darknet
flow is defined as a series of consecutive packets from the same
source IP address and sharing other selected parameters, such as
IP protocol, port numbers, and TCP flags. The number of packets
per flow is calculated within a certain time window. If a predefined
threshold of packets is exceeded, the flow is marked as either a
scan or a backscatter, depending on additional criteria. For example,
a flow of packets with TCP SYN flag, the same destination port,
and various destination IP addresses suggests horizontal network
scanning, while a flow of packets with TCP SYN ACK flags and the
same source port indicates a DDoS backscatter from a TCP SYN
flood. Other characteristics are used to detect vertical and strobe
scans, and ICMP backscatter from UDP floods. In this work, we set
the threshold to 64 packets borrowed from [21].

3.2 Identifying Critical Sectors

Once a set of suspicious IP addresses is identified by exploring
darknet data, we proceed with attributing the IP addresses to their
corresponding sectors/industry. Manual attribution would include
DNS and WHOIS querying, active probing, and interpretation of
the results, which would be too laborious and time-consuming. To
this end, as noted earlier, we are involved in a collaborative effort to
access and collect private information related to Internet-accessible
IP blocks. Using these information, we attribute the unsolicited and
inferred IP addresses with their hosting sectors.

Attributing IP addresses with commercial and industrial sectors
is only the first step in assessing the cyber security posture of critical
infrastructures. Indeed, there is a need to identify the sectors that
would be deemed as being critical. While this might appear trivial,
it is indeed challenging given that there is no commonly accepted
definition of Critical Infrastructures (CI) or Critical Information
Infrastructures (CII). For example, the United States Department
of Homeland Security (DHS) defines 16 sectors of industry that
together fold the CI sector [26]. The full list of critical infrastructure
is listed in Table 1.

Alternatively, the European Union (EU) perceives critical infras-
tructure as an asset or system which is essential for the maintenance
of vital societal functions [13]. The list of critical infrastructures
can be found in EU directives, such as the one provided by the
Council Directive 2008/114/EC [9]. The directive defines two sec-
tors, namely, the European Critical Infrastructure (ECI), and Energy
and Transport. The Energy sector covers Electricity, Oil, and Gas
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Table 1: Critical sectors as listed by DHS [26]

Chemical Financial Services
Commercial Facilities Food and Agriculture
Communications Government Facilities

Critical Manufacturing  Healthcare and Public Health

Dams Information Technology

Defense Industrial Base Nuclear Reactors, Materials, and Waste
Emergency Services Transportation Systems

Energy Water and Wastewater Systems

sub-sectors while the Transport sector covers Road, Rail, Air, and
Inland waterway transport, as well as Ocean and short-sea shipping
and ports.

Although we can find many examples of critical infrastructures
in the physical world following the above-mentioned definitions,
the attribution might not be as clear in cyberspace. Thus, at least in
the EU, the term CII has appeared to describe critical infrastructure
from the perspective of cyberspace and cyber security. Readers
are kindly referred to related documents by ENISA [14, 15] for
more information on the topic and we hope that we can discuss the
notion of CII attribution and labeling in the conference. To proceed
with data analysis, we carefully select those (critical) sectors, which
appear in either lists provided by DHS and EU.

3.3 Data Analysis

To analyze the data, apart from scanning and DDoS backscatter
inference, we introduce a metric to assess the differences in mali-
cious activities regarding the concerned sectors. The metric defines
the ratio of network scanning to DDoS attacks related to a given
sector, as perceived and computed from the share of a given sector’s
scans and DDoS attacks. Network scanning from a hosting sector
indicates infected hosts (and thus represent its global security pos-
ture/health), while targets of higher interest would presumably
attract more DDoS attacks. Thus, a below average scan to DDoS
ratio would suggest a sector with more infected hosts of less signif-
icance, while an above average ratio would suggest a sector with
hosts that are more prone to DDoS than to infections.

Using such metric, we are interested in the differences between
individual sectors, as well as between critical and other sectors.
Assuming the critical sectors would be more secured and well
maintained, there should be far less scans originating from such
networks. On the other hand, critical sectors host many systems
that are tempting targets for DDoS attacks. In contrary, end-user
networks, such as networks of Internet service providers, are as-
sumed to be more likely to be infected with malware, but not being
interesting for attracting DDoS attacks. Setting metrics for such
behavior would aid in characterizing such and other networks (for
which we might currently not know the corresponding sector be-
cause of lack of corresponding available IP block data).

4 EMPIRICAL EVALUATION

In this section, we employ the approach proposed in the previous
section to elaborate on the results of passive measurements and
analytics. The dataset is described first, followed by the results of
(critical) sector attribution and data analysis.



ARES 2018, August 27-30, 2018, Hamburg, Germany

M. Husék et al.

Table 2: Events and distinct IP addresses per day.

Day 2018-02-19 2018-02-20 2018-02-21 2018-02-22 2018-02-23 2018-02-24 2018-02-25
Network scanning 8,419,918 8,064,067 8,512,733 7,959,108 7,983,071 7,935,752 7,975,506
Distinct scanning IPs 1,795,788 1,787,678 1,896,957 1,780,817 1,784,485 1,767,198 1,787,251
DDoS attacks 52,030 29,404 184,921 32,711 32,285 29,581 29,437
Distinct DDoS victim IPs 6,782 4,810 92,290 8,058 7,160 5,190 5,054

4.1 Collected Data

For the empirical evaluation, we employed a dataset of approxi-
mately 16.8 TB of darknet data collected during one week at the end
of February 2018. Using the approach described in Section 3, we
were able to infer 57,240,254 events in total, around 8 million events
per day. Out of this number, a vast majority of entries were net-
work scanning events. The numbers of DDoS attacks observed via
backscatter were significantly lower. Table 2 provides a breakdown
of event types per day.

Please note that the number of distinct IP addresses is typically
several times lower than the number of inferred events. The IP ad-
dresses represent either scanning hosts or victims of DDoS attacks.
The reason behind this is that the events are repeated multiple times
per day or week at different times, which is not reflected by the
inference algorithm. However, the observation of such repetitions
provides additional information on scanners and DDoS attacks. For
instance, they might indicate aggressive or persistent scanners or
long-term DDoS campaigns against a specific victim. As we can
note in Table 2, only slightly above 20 % of events per day contains
a distinct IP address. Further, numerous IP addresses were observed
repeatedly in the consecutive days or during the whole week. For
the purpose of further analysis, we only focused on distinct IP
addresses.

4.2 Critical Sector Attribution

Having inferred network scanning and DDoS attacks from dark-
net data, we proceeded to attribute hosting sectors to scanning IP
addresses and DDoS victims.

The first task is to attribute the events and their correspond-
ing IP addresses with their hosting sector. Out of the 57,240,254
events related to 8,101,292 distinct IP addresses observed during
the measurement period, we were able to attribute a hosting sector
to 92.08 % of distinct IP addresses related to 86.73 % of the events.
Specifically, we observed 7,988,706 distinct scanning IP addresses
and 112,586 distinct targets of DDoS attacks. However, there is a
discrepancy between scanning IP addresses and DDoS targets at-
tributed with a sector. While only 13.14 % of scans were originated
from 7.72 % unattributed IP addresses, we were not able to retrieve
a hosting sector for victims of 31.70 % DDoS attacks against 22.51 %
of distinct targets.

As illustrated in Figure 1, the vast majority of inferred events
were attributed to the Telecommunications and Internet service
providers’ sectors. In addition, the third most frequently attributed
sector was that of Internet hosting services. These three sectors
pose a unique position on the Internet, and it is only natural that
they cover so many IP addresses, such as home Internet connections
and mobile devices.

The second task is to identify critical sectors and to filter the
events (scanning and DDoS attacks) associated with the given sec-
tors. However, in contrary to the previous task, we cannot automate
this process as, to the best of our knowledge, there are no available
machine-readable lists of critical sectors. We had to scrutinize the
lists provided by DHS [26] and EU [9] presented in Section 3 and
correlate these lists with the list of sectors assigned to IP address
blocks (which is available to us). The attribution of critical sectors
required numerous educated guesses due to several factors. The list
provided by DHS actually covers almost every sector of industry
and commerce; criticality often depends on additional parameters,
such as the number of users and/or people involved. For exam-
ple, DHS would consider a large hotel or a shopping center as a
critical infrastructure, as it attracts a lot of people. Further, it is
not clear which manufacturing is critical because we cannot dis-
tinguish between manufacturing types. On the contrary, the list
provided by EU is more narrow and can be directly mapped to the
Transportation and Utilities sectors.

In total, we observed 49 distinct sectors, out of which we identi-
fied 6 sectors as critical. The share of critical sectors in the context
of the inferred security events is, according to our findings, less
than 1 %. To be exact, critical sectors hosted 0.14 % scanning hosts
and 0.31 % of DDoS victims. A graphical breakdown, including the
critical sectors, is depicted in Figure 1. For the sake of simplicity, we
merged similar sectors, mostly non-critical and less frequent ones.
Notable exceptions are the Health sector, which consists of sectors
of Health and Hospitals, and the Financial sector, which consists
of sectors related to Banking, Finances, Insurance, and Real Estate.
Further, the Motor Vehicles sector was merged with the Transporta-
tion sector. In addition, the governmental sector appeared under
multiple labels, depending on the government level, i.e., municipal,
county, state, federal, and general. All the government levels were
merged into one sector.

4.3 Scan to DDoS Ratio

Herein, we present the results of data analysis of network scans
and DDoS attacks associated with various sectors of industry and
commerce. Table 3 shows the scan to DDoS ratios for selected
highly-frequented sectors. This metric allows us to see which sec-
tors are more prone to host infected devices or to host services that
attract DDoS attacks. Two representative examples may be found
in the sectors related to Telecommunications and Internet hosting
services. Telecommunications host large numbers of end-user de-
vices, which might be infected at large-scale, but are not interesting
targets of DDoS attacks. Therefore, the ratio is above average and is
highlighted in gray in Table 3. In contrary, Internet hosting services
host a number of services that are likely to be targeted by DDoS
attacks, while some level of security is assumed, which would imply
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Figure 1: Scanners and DDoS victims per sector; critical sectors are underlined.

a lower number of infected hosts and network scans. Therefore, the
ratio is below average and is highlighted in green in Table 3. The
sectors with around-average (+ 25 %) ratios are also summarized in
Table 3 but are not highlighted.

Critical sectors are assumed to follow characteristics similar to
Internet hosting services and, as we can see from the results, they
really do. We can infer that most clearly in the case of the Financial
sector, which includes banks, and also in sectors such as Manufac-
turing and Utilities. Further, we can also note this characteristic
when we combine all the critical sectors in one group.

However, Government, Health, and Transportation sectors have
only an around-average ratio, which would indicate worse situation
than, e.g., in the Financial sector. This is especially alarming in the
Health sector, that includes hospitals. On the other hand, no critical
sector have the ratio significantly higher than average.

An interesting observation is the somehow low ratio for events
associated with IP address ranges with an unknown sector. This
could indicate a presence of IP address ranges of sectors that are well
maintained and/or prone to DDoS attacks, possibly even critical
sectors. Regarding this information, further investigation into these
unknown IP ranges will be executed in the near future.

5 CONCLUSION AND FUTURE WORK

In this short paper, we employ macroscopic darknet data to infer
Internet-scale network scanning and DDoS events. We attribute IP
addresses of scanners and DDoS victims with their corresponding
hosting sectors, including critical sectors, to assess which sectors

Table 3: Scan to DDoS share ratio of selected sectors.

Top-10 non-critical sectors

Sector Scans (%) DDoS (%) Ratio
Telecommunications 47.668 33.049

Internet Service Provider 43.404 40.583 -
(unknown) 7.717 22.505 = 0.343
Private Service 0.224 0.134 -
Internet Colocation Services 0.157 0.292  0.538
Education 0.154 0.388 | 0.397
Internet Hosting Services 0.135 1.351 | 0.100
Other 0.137 0.341 | 0.402
Professional Service 0.059 0.314 | 0.187
ICT 0.053 0.085 0.623

Critical sectors

Sector Scans (%) DDoS (%) Ratio
Manufacturing 0.053 0.139 = 0.383
Government 0.044 0.064  0.693
Health 0.024 0.032  0.736
Finance 0.014 0.056 | 0.247
Transportation 0.004 0.005  0.684
Utilities 0.002 0.010 | 0.219
All critical sectors combined 0.140 0.306 = 0.460
Average ratio (all sectors) 0.681
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are prone to infections and/or DDoS attacks. In total, we were
able to assign 49 distinct sectors to more than 92 % of IP addresses
associated with scanning or DDoS activities. Out of those sectors,
6 were identified as critical, representing around 0.14 % of distinct
IP addresses. While such results represent only a small percentage,
they still indeed include over 11,000 distinct probing IP addresses
and over 300 distinct victims of DDoS attacks in only one week.
Our results show a potential metric for characterizing (critical)
sectors based on a ratio of inferred network scanning events to
DDoS attacks. Thus, we can observe which sector is more likely
to be infected and which is more tempting for DDoS attacks. It is
worth noting that our approach involves security events associated
with sectors that are usually not willing to disseminate information
about cyber attacks targeting them, e.g., due to brand damage as it
is common in the banking sector. Further, our approach is Internet-
wide and not limited to customers of a certain DDoS protection
service.

Indeed, this work renders a first attempt to execute Internet-
wide measurements and analysis of malicious activities in critical
infrastructures. In our future work, we endeavor to delve deeper in
the data to find characteristics of (critical) sectors, such as device
types and network services unique to a given sector, including the
share of IoT or ICS/SCADA devices. Long-term monitoring of such
presented and proposed characteristics would also be useful for
analyzing threat trends threatening individual sectors of interest.
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