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Introduction

This article is based on an empirical survey penfdt by the Research Centre for
Competitiveness of the Czech Economy in 2007. Tlennobject of the article is
competitiveness of companies. It is based on thlenige that competitiveness is a
qualitative property of a company, which is refettin its financial performance,
assuming that the more able a company is to comihetdoetter performance it reaches.

In defining competitiveness, we can start from boicroeconomic and microeconomic
interpretation of this concept. Both views, howewae interrelated, because it can be
claimed that competitiveness of individual firms.e. microeconomics - affects and
determines the competitiveness of the economy whde - i.e. macroeconomics (in
greater detail see SiSka, 2005). The concept ofpetitiveness has a microeconomic
character and therefore a competitive companylestabsucceed in competition with its
rivals (Slany, 2006). This general concept can kethér developed and so
competitiveness can be defined as a quality, whidbles an entrepreneurial subject to
succeed in competition with other entrepreneunidjects (Pitra, 2001). However, this
concept does not explain how a firm can succeethemmarket. It is obvious that if a
company is to succeed on the market then it muse ha certain advantage in
comparison with its rivals and must be capablexpiating this competitive advantage
to outperform its competitors. The question is hibvg ability to compete should be
rated.

In order to be able to enter the competitive retathip, a firm has to meet two basic
conditions: to have a competitive advantage andpetitive interest (must have drive to

compete) (Mikolas, 2005). When exploring compegitigss, it is necessary to focus not
only on the market analysis, or a firm’s positionthe market, but also on the analysis
of internal and external competitive capabilitiesl prerequisites (Mikolas, 2005).

Competitiveness of a firm is linked with its potaht the quality that could be
developed to make it successful. This potentialeserns a basis for outlining the firm's
vision and mission -that is what the firm plans achieve. On the vision hinges
corporate strategy which says how the firm is gamgttain this vision in order to fully
utilize its potential. Due to the fact that thenfis objectives, its vision and potential
must be expressible in financial terms, we offee thossibility to establish
competitiveness by financial tools

Competitiveness is a sort of image in the percepifocustomers, workers, suppliers etc.
(so-called stakeholders). Therefore it is closatkdd with the value of the company
(Mikolas, 2005). It is this value generated by apany that reflects its competitiveness
as a degree to which the vision is attained orrgiatieof the firm is exploited. In such a
way competitiveness is a precondition for finanpi@iformance and it holds true that if
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a firm is able to compete, it is also high-perfargui Performance is understood as the
value volume, which a firm generates over a cefpaiiod of time (SiSka, 2005).

It is assumed that a high-performing, efficient gamy will be qualitatively different
from a low-performing, inefficient one. In other g, it will have different parameters
(characteristic features) of researched qualitatargables. The characteristics are based
on the stakeholder model of the corporation use®dyaldson and Preston in which a
corporation can be characterized from the pointiefv of various interest groups.
Furthermore, it is assumed that the principal gsoame formed by owners, employees,
creditors (investors), general public (state), eomrs and suppliers, to name the
primary stakeholders (Donaldson, Preston, 199%)ividual groups are then analyzed
according to their specific and particularly quatite characteristics (see BlazZek,
Castek, 20009).

Based on the above statements, account data welected and then financial

performance of firms was determined, using a chasstnument of financial analysis.

Subsequently the firms in question were clustergdguthe method of cluster analysis
according to their financial performance. Then thualitative characteristic of factors
was ascertained by the questionnaire method. Tlestigunaire included the factors
which could influence competitiveness of the firared which were derived from the
stakeholder model.

The article shows the results of experiments #d to finding those characteristics (by
the questionnaire method) which distinguish lowf@ening firms (found by the
financial analysis and then identified by the ausinalysis) from other companies. In
order to quantify the characteristics of individuictors, their values must be
determined using crosstabs and comparison of m@éws. it can be established which
characteristics are typical for uncompetitive firasswell as what values they acquire.

The focus on uncompetitive firms is primarily detémed by the fact that they stood out
in the cluster analysis as a clearly identifiabld Aomogeneous group (see Fig. 1). The
aim of this article is to identify the factors atimbir characteristics, which are typical for
uncompetitive firms, and then to quantify them. $lieasible recommendations can be
proposed and discussed on the basis of the chastice which could help improve the
position of the uncompetitive firms within the framork of Czech companies.

The article is organized as follows: First sectibriefly summarizes method and
technique of basic statistical set constructiore $bcond section presents methodology
employed in our research — cluster analysis, talgpattern recognition and bivariate
statistics. Main results can be found in third isecand are discussed in forth part of the

paper.
Research sample
The population for the Centre’s survey includedimdustrial companies from various

regions in the CR. The basic set was then genebgtedducing the available set on the
basis of several limiting criteria:

* number of employees (higher than 50),
« availability of economic data,
» firm domicile is the CR,
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» legal form (joint stock company or limited liabjlitompany),

» turnover per employee (over CZK 1 million = aboWwtfRE 34 500),

» sector (industry without agriculture and fishinglustry, trade and services without
the public sector and activities of households).

It is a case of stratified sampling, in which thasic set was constituted by 2817

companies that met the above criteria. All compainiethe basic set were addressed by
the researchers but in the final phase data wetegal about 432 firms, i.e. 15,3% of

the basic set, using questionnaires. It includedsBQctured questions focused on

finding out firm’s characteristics. The charactécis were chosen in accordance with

the traditional stakeholder model (BlaZek, 2005).

Responses in the questionnaire are rather queditati their character and they were
completed by a quantitative description of the fibased on its financial statements
(balance sheets and profit and loss accounts).obfextive was to collect information
about some basic financial indicators of the finrmquestion from the past five years.
Because financial data of firms are published caatuisly, it was often necessary to use
several databases that contain balancing of bobkdzech companieSDespite the
procedure several firms were left with incompletéess of account data. Therefore the
missing values were modelled for further analyses Siska, 2008).

Methodology

The principal premise of our research was a relaedtification of factors causing
(un)competitiveness by using statistical methodssuch a manner, the results can be
based on the quantitative analysis of data and atointlude any value or a priori
judgments. The reason was an effort to be as dbgeas possible in describing the
current situation of Czech industrial comparfies.

Cluster analysis

The objective of the research was to divide thesehocompanies into efficient
(competitive) and inefficient (uncompetitive). Fttis purpose the cluster analysis
method was applied, because it classifies the companto certain (eligible) number
of disjunctive groups called clusters. Cluster gsial has been performed by the nearest
centres method (K-means cluster analysis), whieBsifies individual companies into
relatively homogeneous groups (clusters) as basdatleominimum intercluster distance
of the particular cluster members (minimum distaiscéerived from Euclidean metrics
and in fact it means a minimum sum of squares)sTthe resulting groups are made of
the companies, which show the best match. The Biakince identifies the smallest
scalar distance of given vectors. In order to emsaurfull comparability, individual
coordinates (indicators) must be standardized bgfooceeding to the cluster analysis.
So-called z-scores were applied to the standaridizémnore in Blazek et al., 2007, chap.
12).

! We have used mainly ALBERTINA database and the ceroial register of the Ministry of
Justice (www.justice.cz).

2 Since we classified concrete firms into groupsating to their performance, our database was
made strictly anonymous. Our goal was not to fimharete competitive or uncompetitive
companies but rather to find reasons for beingragiahe given group.
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Two indicators are chosen as explanatory variabl&OA and interannual growth of

assets — and they are computed for the period @2-22D06. In this part the results are
taken from the publication of Siska (Sika, 2008).two indicators are chosen, each
company can be defined by a vector having the gabfethese indicators (with 10

coordinates in total). At the same time the veiddhe basis of generated clusters.

Statistical pattern recognition method

In searching a vector of the variables that distisiges individual groups (clusters) of
companies, a unique method in the area of statigpattern recognition was applied,
which enables to take into account sophisticatetissital relations between studied
responses (in the questionnaire survey) in a bet@nner than the classic bivariate
analysis. As stated by the authors of this methodthodology of dimensionality
reduction in decision making of classification tyjpe the methodology of selecting the
most informative features) is so extensive and ema#tically demanding that its more
detailed explanation is beyond the scope of thigrdmution* (BlaZzek, 2008). For this
reason this article only summarizes basic prinsiptd this method without its
formalized mathematical description. Its principtesl the mode of application to our
task are presented by Pudil, Somol, 2008, in gredgtail Pudil, Somol, 2006. These
publications are also used for outlining the esaknescription of the method in the
following paragraphs.

The method developed by UTKAAV Praha (below referred to as the UTIA method) is
based on the method of forward floating selectiear. the purpose of our analysis, the
classifier K-Nearest NeighborgdkNN) was chosen, which is capable of solving the
compromises that must be taken into account: fitois-parametric (we do not include

additional assumptions, which is suitable for thipet of investigated data), easy to
implement and its decision-making capability makesne of the strongest available

classifier. Although it is computationally intensiand requires a big memory capacity,
it does not pose any problems, since no interacéisponse is required in this case. The
issue of generalization or classification of unkmowata does not cause serious
complications because of the task nature.

The principle of the kNN classifier can briefly semmarized as follows: let us suppose
that our objective is to classify a sample whenhage a training set of samples with
known assignments to appropriate classes. We dedlba distance (e.g. Euclidean) of
the test sample to all samples of the training @ad thus we find itsk nearest
neighbours. The test sample is then assigned t@l#ss to which the majority df
neighbours belong.

In our research the kNN classifier plays the rofeaccriterion functiofi estimating
informativity of the subset of features in the doling way: each sample (each company)
will be assigned to a class according tokitdosest neighbours for the tested subset of

! Here it must be noted that the choice of explayatariables entering the cluster analysis is by
no means self-evident. Classification of compani@® icompetitive and uncompetitive can
certainly be accomplished in several ways and wesoapose that the identified groups (clusters)
will differ. Discussion risks can be found in Sunbg, Spalek, 2008.

2 Usually one, three or five neighboursneighborssalected. Hence the method has three basic
variants — 1NN, 3NN, 5NN.
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features. Then we obtain a statistic on how manypsas have been classified correctly
or wrongly. The proportion of correctly (re)clagsdf samples, evaluated for the
currently tested subset of features, will be agplidile searching an algorithm for the
subsequent search. This will result in a subsdeafures yielding the most accurate
classification in this sense.

The objective of the UTIA method is to find suctset of factors which jointly cause

that the given group of companies will be distirsip@id from other groups (clusters).
What is critical about this method is the jointiantof the factors — established factors
(variables) need not necessarily act independe@tiythe contrary, only in combination

with other variables a company will be assignedne of the groups. As mentioned
above, the method was used for clarifying diffeemnbetween companies, which the
cluster analysis referred to as CC1 companies \{dnich are labelled as uncompetitive)
and other companies — see Fig. 1. In other words,target was to find such a set
(vector) of factor, whose suitable combination afues will rank a company amongst
less or more successful. Then these factors aggredfto as uncompetitiveness factors.

Software application, specially developed for tleeads of our research by UTIA, was
used for searching the vector of factors. The apptin enabled relatively extensive
experiments, where it was possible to vary not dhé/ number and structure of input
variables, but also the number of considered ctaseghbours (variants 1NN, 3NN,

5NN). Critical for the evaluation of experiment sass was the value of statistical
criterion measuring the degree to which the vaeanbetween clusters found by the
vector of variables (factors) are explained. Ineotlwords, if the criterion value is

0,9215, it means more than 92% of variance explamdtetween cluster CC1 and the
rest of the set, using the discovered vector ohtyeariables.

Bivariate statistical analysis of data

The method UTIA assumes that a found set of vaggahtts as a whole. Therefore only
a certain combinations of variables causes thaesoompany falls within a cluster of
companies or does not fall into the given clustecampanies. Although there is no
point in following a partial influence of individuavariablesper se the bivariate
analysis is a suitable starting point for seekihg typical combination of values in
identified variables. Only the concrete values denitified factors pointing to
uncompetitiveness can be used for the subsequtarpiiatation of results. Thus the
bivariate analysis renders the results of the UmMéthod more concrete and precise,
because it involves not only concrete factors af)¢ampetitiveness, but also their
values.

With regard to the character of used variables Wwhantered the method UTIA and
which were potential factors, we used mainly crasstfor the variables acquiring
discrete values (see Tables 2 - 4). Since the gdueeis not suitable for continuous
variables (or their average values) comparison @dms and the paired t-test (see Table
1).

Bivariate analysis was applied not only at the efidhis research but also at the
beginning. Before starting with the method devetbpg UTIA, the number of potential
factors was reduced. The reason was a low ratespfonse to some questions in the
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questionnaires. In order to narrow the resulting tier of potehtvariables, simple
statistical methods including the bivariate metheaate used (they included mainly the
univariate frequency analysis and correlation agig)y The selected procedure resulted
in the formulation of 37 potential factors, whidteh became input factors for the UTIA
method of statistical recognition of patterns.

Results

Cluster analysis

Fig. 1 shows the average value-weighted returnsseta and the assets growth rate for
each of 13 clusters of respondents in the last figears, where weight was the
diminishing significance of data towards the pas. (weight 1 for the year 2002 and
weight 5 for the year 2006). Size of the circlepioportional to the number of
respondents in the given typical cluster. The dadines in Fig. 1 show average values
of both criteria, which for ROA equal 9,0% and fbe assets growth rate 15,5% (Siska,
20009).

Together with axes the dashed lines partitioneditha of possible combinations of two
principal criteria levels into nine fields. We cleothe labelling of a typical cluster
according to the corresponding field it is locatedConcretely the structure of cluster
label is always determined by combination of thrkaracters (XYZ) — see Siska, 2009:

X — determines the category of return on assets

A= above average,

B= below average,

C= negative, or loss-making company

Y — analogically denotes categories A, B, C of tssgeowth

Z —is the cluster’s serial number in the givendfi€l means the most profitable cluster
in the given field).

Fig. 1: Average ROA and average asset growth ratef typical clusters
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! The reason for reducing the number of variableslired in the method was also the problem of
dimensionality. See Pudil, Somol, 2008.
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Source: Siska, 2009

Evidently the top-performing companies are plaaceclusters AAX, where there are
five clusters in total. Their opposite is clustea€L; which concentrates the loss-making
respondents with decreasing volume of assets. Rpagkrage performance is reached
by two clusters of companies in the field BB. Thek&teen clusters represent a
relatively large group that is difficult to clasgifit is obvious that companies C, or CC1
are among low performing, inefficient companiesisTtelatively compact group of
companies (that includes 42 companies, i.e. abdUt @f companies in the sample) is
the best candidate for comparison with other congsan

Method of statistical recognition of patterns (UTIA)

We have applied three variants of the method deeeldy UTIA to find the vector of
variables, which could be denoted as factors ofompetitiveness — factors, which
cause the assignment of a company to the groupssfdfficient ones. The best results
were yielded by using the method of three neightiowhere the criterion value is
0,9215. The resulting vector includes 20 variables.

Table 1 Found vector of variables (continuous variales)

Factor | Name of the variable Average value
Companies C | others

F3 Staff numbers per managerial level 81,26 85|56
F7 Total staff numbers in the company 235,76 28D,5
F8 Proportion of workers with tertiary education 1066 11,42%
F9 Proportion of technical-economic workers 25,2% 28,11
F11* Average proportion of variable component of

salary to basic salary 23,66% 29,82%
F12 Amount allocated to fringe benefits 6,340 5,48%
Fl4 Existing stability of customers (on average 3,81 ,823
F15 Existing stability of suppliers (on average) 3,84 ,843
F16 Average assessment of significance of critgria

selection for a new supplier (current state) 3,64 ,583
F20* Value added per employee 270 849 U708 468 CZK

* differences between tested groups of companiestatistically significantly different at the
levela = 0,05

Source: authors

As seen from Table 1, ten factors have the charasftecontinuous variables. The
variables either acquire absolute values, if they anits of numbers of employees
(factors 3 and 7) or they are expressed in findrteians (factor 20). Third group is
made up of relatively expressed variables in péar(factors 8, 9, 11, 12). Remaining

! Here we must confess that the result is not tighdst value of the criterion. The best
explanation of differences between cluster C andrést of the set is provided by the same
method 3NN but only for four variables. The resudt have selected, is in our opinion better for
characterization of possible factors, which coulohtdbute to the monitored differences.
Moreover, three out of four variables from thistheector occur in our selected vector.
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factors 14, 15 a 16 show average assessment osc#te from 1 (low stability or
importance) to 5 (high stability or importance).

Table 2 Comparison of relative frequencies of facts F1, F2 a F4
F1 Importance of creditors (as stakeholders) for @kompany

Variable value Relative frequency of variable occurrence (in %)
Companies C Others

1 20 21,22

2 17,5 17,77

3 27,5 36,07

4 20 16,98

5 15 7,958

F2 Importance of community in the surroundings (astakeholder)

Variable value Relative frequency of variable occurrence (in %)
Companies C Others

1 12,20 24,09

2 17,07 19,95

3 34,15 35,49

4 31,71 16,06

5 4,88 4,40

F4 Type of ownership structure

Variable value Relative frequency of variable occurrence (in %)
Companies C Others

1 23,81 21,82

2 21,43 15,06

3 9,52 18,18

4 16,67 28,05

5 28,57 16,88

Source: authors

Factors F1 and F2 listed in Table 2 were ratedhenstale from 1 (unimportant) to 5
(very important group). Factor F4 was rated witlyarel to the type of ownership
structure. Value 1 represents a company owned bypenson (natural person or legal
person), provided that the company is not a para dfolding. Value 2 represents a
company owned by one legal person where the comigaayart of a holding. Value 3
represents a company, owned by a majority ownedugalaor legal person) and several
minority owners while the company can but need bt part of a holding. Value 4
represents a company owned by several owners éhggersons) from the CR and the
company is not a part of a holding. Value 5 repntseother types of ownership
structures in the company.
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Table 3 Comparison of relative frequencies of facts F5, F6, F17 and F18

exceeds 5%)

F5* Members of top management are also owners (thgproportion

Variable value

Relative frequency of variable occurrence (%)

Companies C Others
Yes 57,89 37,36
No 42,11 62,64

F6* SW application - Modules SCM (supplier chain maagement)

Variable value

Relative frequency of variable occurrence (%)

Companies C Others
Yes 50 72,65
No 50 27,35

F17*1SO 14000

Variable value

Relative frequency of variable occurrence (%)

Companies C Others
Yes 18,42 46,70
No 81,58 53,30

F18* OHSAS 18001

Variable value

Relative frequency of variable occurrence ( %)

Companies C Others
Yes 5,56 18,71
No 94,44 81,29

* differences between tested groups of companiestatistically significantly different

at the leveb = 0,05

Source: authors

All factors indicated in Table 3 have a charactiediohotomy (they acquire the values
of yes, no). Results of all four factors were statally significant at the level = 0,05

Table 4 Comparison of relative frequencies of facts F10, F13 a F19

F10 Staff turnover

Variable value

Relative frequency of variable occurrence (%)

Companies C Others
1 16,67 26,18
2 61,90 62,57
3 21,43 11,26

F13 Company’s business strategy

Variable value

Relative frequency of variable occurrence (%)

Companies C

Others
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1 34,21 21,86
2 31,58 28,74
3 18,42 18,26
4 15,79 31,14

F19* Classification according to the industry (Indwstry/Construction
Industry)

Relative frequency of variable occurrence (%)
Companies C Others
Industry 97,62 78,97
Construction
industry 2,38 21,03

* differences between tested groups of companiestatistically significantly different at the
levela = 0,05

Source: authors

Factors included in Table 4 are rated in a differeay. Staff turnover (F10) not
exceeding 2% is rated 1, staff turnover 2-10% tisd& and staff turnover higher than
10% is rated 3. Firm’s business strategy (F13) naged on the scale of 1 to 5, with the
following meaning: 1 for a wide range of productiand customers and orientation on
low prices and costs, 2 for a wide range of praducand customers and orientation on
specific character of products with higher pricg$or a narrow range of production and
customers, orientation on low prices and costsifar a narrow range of production
and customers, orientation on specific charact@roflucts with higher prices. The last
factor (F19) was used to ascertain whether survegetpanies belong to some branch
of industry or to the construction industry.

Discussion

The results demonstrate that inefficient compahige a lower number of employees
per a managerial level (F3). It can be caused byfélst that the companies may be
smaller, and it makes them less stable both ecaradiyi and financially. This

corresponds with the number of employees in thepamy (F7), which is by about 50
persons lower in inefficient companies. Since thevey was focused mainly on large
and medium companies, it is obvious that chieflgime companies are uncompetitive.

Furthermore, inefficient companies are charactdrizg a lower percentage of workers
with higher education (F8), even if the differerfoem other companies is not so big
(7,5%). It is interesting to note that the samdrige about technical and economic
workers (F9), where the difference is even greé8r4%). This group of employees
also includes the management that does importahtskitied work (in management,
marketing, sales etc.), which cannot be performild the same quality by blue collars
or less skilled workers in low-performing companies

In inefficient companies the average proportiorthaf variable component to the basic
salary (F11) is also significantly lower (by nea2l$%6) than in other companies, which
can partly be linked with the wage policy in comiganto save labour costs and partly
with the financial situation of the company (lowdoeming companies do not have
sufficient funds to financially stimulate their elopees). In may also have an impact on
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the staff turnover (F10). This can be quite simitar the average in both low-
performing and other companies, but they diffemdigantly in a higher number of
low-performing companies, which report a high stafihover (by more than 10%), as
opposed to a lower number of inefficient compaied report a low staff turnover (by
about 10%). Totally, the staff turnover in ineféat companies can be evaluated as
higher. It cannot be changed by higher expensedringe benefits in inefficient
companies spend (by 13,6 % more) (F12). In compansith F11 we can infer that
employees are more interested in money in the fofnsalary than fringe benefits
provided by the company “free of charge”.

As far as the stability of customers and supplisrsoncerned (F14 a F15), there is
practically no difference between the two groupd aoth groups of companies rate
their significance slightly above average. The ¢joasarises to what extent they are
successful in keeping the stability. With respecthie results of other factor (especially
F3, F8, F9, F11 and F10) it can be deduced thdfidimmt companies are less
successful in this area even in spite of a slightfjher (by nearly 2%) average rating of
criteria for choosing a new supplier (F16) in loerprming companies.

Uncompetitiveness of companies in group C is peshegst captured by the value added
per employee (F20), which is by 46,7% lower than other companies. It is
undoubtedly one of the principal causes of ineffectess. Related to it is the business
strategy of the company (F13), which is relativalifferent in low-performing
companies and others. While the former are chaiaetbby a wide range of production
(nearly 65% of companies), the latter are well bedal in relation to a wide or narrow
range of production (50.7% and. 49,3% respectivébypatest differences exist in the
orientation on a wide range of production and ou&lis, low prices and low costs (by
36% more of inefficient companies) and alternagivible orientation on a narrow range
of production and customers including specific pred with a higher price (by roughly
50% fewer companies performing poorly).

Differences can also be seen in the significantaclad to creditors (F1) or the
community in the surroundings (F2). Both these peowre more important for
inefficient companies than for other companiedinéncial situation is tight then low-
performing companies are forced to get on well \liir creditors (e.g. to get bridging
loans etc.). The nearest community can be imporitast company tries to draw
attention (a kind of PR activity) with the aim taig the competitive advantage in future.
Because some funds must be spent on these agtivitlich can be profitable in the
long term, this may be one of the causes of a inadidial performance of the firm.

Companies also differ in the factor examining wkettop managers simultaneously
own at least 5% of the company (F5) as is the gaseost inefficient companies. The

situation appears to be projected into the typewhership structure (F4), because
inefficient companies are more often owned by omesgn (natural or legal) regardless
of the fact whether the company is a part of a ihgldn contrast to other companies,
which are predominantly owned by several ownergaéiess of their incorporation in

a holding).

Inefficient companies are also characterized lgweet utilization of the SCM (F6) and
a lower rate of ownership of the certificate IS®Q@ (F17) and OHSAS 180001 (F18).
We can only infer that both these factors are fily demanding and low-performing
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companies may not perceive any contribution inrtheguisition. Affiliation to either
industry or building industry could be associateithwitilization of the above module
and certificates (F19), since inefficient companae more often included in the
industrial sector (by 19%).

Conclusion

One of the most extensive statistical surveys ieoizRepublic, performed by the
Research Centre for Competitiveness of the Czeomdtay, analyzed a sample of 432
companies. The main objective of the survey waf@mmulate the factors which either
increase or decrease the probability that a givanpany will be rated as competitive.
The article is focused on the second aspect: Wlaatofs lead to reducing
competitiveness? The basic cluster analysis peddriy Siska (see Siska, 2008)
identified several typical clusters of companiese®f the most homogeneous groups
was the cluster of least efficient companies. Taeycharacterized by zero or negative
assets growth and zero or negative value of ROAh@gnpast five years). We used this
group of companies in an effort to find the factoshich bring about relatively lower
values of financial indicators.

We found 20 qualitative characteristics, which ¢enthe cause of this state using a
rgther sophisticated statistical method of pattegognition. It was developed at UTIA
CSAV and modified in a special way for the purpoteur research.

The established characteristics mainly relate tpleyees (factors F3, F7, F8, F9, F10,
F11, F12, F20), which proves that employees arenthst important stakeholders in the
company, or the stakeholders, who have the mosnhifisignt impact on
uncompetitiveness of the company.

On the other hand it is self-evident that uncontppetiess is influenced by a number of
characteristics typical for other stakeholders hie tompany. They include owners
(factors F4, F5, F6), customers (factors F13, F®tippliers (factors F15, F16),
creditors (F1) as well as the community relatethtocompany (factors F2, F17, F18).
Then the only stakeholder that does not distinguigtween uncompetitive and
competitive firms is the state, which is not reprdged by a single characteristic.

Moreover, factor F19 suggests that the above fogslabout contributory characteristics
causing uncompetitiveness should be limited maimindustrial companies.

The conclusions result in explicit recommendatitméhe companies, whose economic
results are in agreement with a given cluster. &li@mo doubt that the key to success
and competitiveness is the issue of employee cadeaawell balanced staff structure.

Nevertheless, this area must be linked with thisémfce of other important stakeholders
of the company, especially its owners. It is inséirg that uncompetitive companies

attach greater importance to the community in tinreosindings of the company than

other, more successful companies. The reason i®rthwell as the analysis of other
groups of companies will be the object of furthesaarch of the Centre.
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Abstract: This article is based on an empirical survey pentad by the Research
Centre for Competitiveness of the Czech Economg0@7. We analyzed a sample of
432 companies. The main objective of the articldoiformulate the factors which
decrease the probability that a given company bdl rated as competitive. Using
advanced statistical methods (particularly statidtimethod of pattern recognition
developed by UTIACSAV and modified in a special way for the purposeoar
research) we formulate 20 qualitative charactedsti which can cause
uncompetitiveness of the selected firm. These darniatics are then discussed and
basic recommendations are drawn.

Key words: Competitiveness, enterprise cluster analysis, btaker

Anotace: Clanek vychéazi z empirického #eni provedeného Centrem pro vyzkum
konkurenceschopnosti v roce 2007. Zakladem je kzdi@2 ¢eskych pimyslovych
podniki. Cilem grispévku je nalézt faktory, které snizuji konkuteh schopnost daného
podniku. Vychozim kritériem konkurenceschopnosti figanini Usgsnost daného
podniku, gicemz podniky jsou na zakladhlukové analyzy rozteny do dvou skupin.
S vyuzitim statistické metody rozpoznavani obdazgvinuté a speciath pro dany
vyzkum upravené pracov&h UTIA CSAV formulujeme 20 faktdr
nekonkurenceschopnosti. Tyto faktory déle diskuhge na jejich zakladvyvozujeme
doporieni progeské podniky.

Kli ¢éové slova:Konkurenceschopnost, podnik, shlukové analyzagesiaikler
Klasifikace JEL: G30, M21
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