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PREFACE

Dear readers,

It is my pleasure to introduce you a collection of papers from the 11th annual
international scientific conference The European Financial Systems 2014 organized
annually by Department of Finance of the Faculty of Economics and Administration,
Masaryk University in Brno, Czech Republic. This year's conference was focused
especially on the current issues related to the impacts of the financial crisis on financial
and non-financial institutions, new regulation rules and procedures on financial markets,
new accounting and tax challenges and trends and tendencies in banking and insurance
industry.

Because the collection of papers presents the latest scientific knowledge in this area, I
believe you will get a number of new insights usable both for your scientific, and
educational or practical activities. I would also like to express my conviction that we
meet each other in occasion of the 12th year of this conference held in 2015.

I wish you pleasant reading!

Petr Valouch

Chairman of the Program Committee
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Sovereign Credit Rating in Ordered Response Model Framework -
Case of Visegrad Four Countries

Martin Alexy, Marek Kacer

University of Economics in Bratislava
Faculty of National Economics, Department of Finance
Dolnozemska cesta 1, 852 35 Bratislava, Slovakia
E-mail: martin.alexy@euba.sk, marek.kacer@euba.sk

Abstract: The aim of this paper is to study the determinants of sovereign credit rating
from the four major agencies — Moody’s, S&P, Fitch and R&I. The dataset is formed by
the Visegrad Four countries in the period 1993-2012. The influence of EU and Eurozone
membership is analysed in addition to the macroeconomic and the socio-political
explanatory variables. Ordered probit model is used to estimate the parameters and to
identify the relevant determinants of sovereign rating. Country heterogeneity not
captured by the explanatory variables is modelled using fixed effects. The findings are
confronted with our previous research using linear model. Results suggest that the main
determinants are inflation, unemployment, import to export ratio, openness of the
economy, real effective exchange rate growth, government gross debt and voice and
accountability score (of World Bank Governance index). Both EU and EMU membership
dummy variables are also significant.

Keywords: sovereign rating, Visegrad Four countries, panel data, ordered probit
JEL codes: F30, G15, G24

1 Introduction

The sovereign credit rating assigned by credit rating agencies has become a very
influential measurement of creditworthiness of governments and significant signal for
investors in governmental bonds and debt. Since rating agencies have not been obliged
to provide detailed methodology and fully disclose their rating procedures, this area has
been an object of interest for researchers. Starting with seminal paper of Cantor and
Packer (1996) there were several studies focused on determinants of sovereign rating.

Since credit ratings of developed countries usually do not vary enough, developing
countries typically form the main part of dataset for analysis. This paper focuses on a
smaller group of countries from the same geographic region with several common
features one of them being the level of economic development. We selected four Central
European countries from Visegrad Four group. It is an alliance of four states: Czech
Republic, Slovakia, Hungary and Poland. In the last 25 years each of them went through
large economic and political transformation. Politically the system of one ruling party
changed into the democracy. Market economy was introduced instead of centrally
planned economy. They used to be members of Council for Mutual Economic Assistance
and Warsaw treaty. Following the change they became NATO members and later they all
joined European Union (EU) on 1 May 2004; one of them also became member of
Economic and Monetary Union (EMU).

There are two main approaches in academic research regarding the econometric
modelling of sovereign credit rating. The first approach, starting with Cantor and Packer
(1996), uses linear regression methods on a numerical representation of the ratings.
Their research utilized ordinary least squares (OLS) regressions to a linear representation
of the ratings, on a cross section of 45 countries. Similar methodology was later used by
Monfort and Mulder (2000), Afonso (2003), Butler and Fauver (2006) and Mora (2006).
Using OLS analysis on a numerical representation of the ratings is simple and allows for a
straightforward generalization to panel data by doing fixed or random effects estimation.
It has good fit and a good predictive power.
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The critique argues that the use of OLS technique assumes the rating (dependent
variables in the model) has been categorized into equally spaced discrete intervals rating
categories. This suggests that the risk differential between any category is the same (i.e.
risk difference between AAA and AA+ rating is the same as between BB- and B+). Using
OLS method is argued not to be the most suitable for some multinomial choice variables,
which are inherently ordered, such as ratings (Moon and Stotsky, 1993). There is an
assumption that sovereign ratings represent an ordinal ranking of creditworthiness.

The second approach in modelling uses ordered response models. These methods should
determine themselves the size of the differences between each category. Ordered probit
model had been used for example in works of Hu et al. (2002), Bissoondoyal-Bheenick et
al. (2006) and Depken et al. (2006).

In this paper we extend our previous research (Alexy et al., 2014) where we used the
OLS technique to model the sovereign credit rating of Visegrad Four countries. Our goal
is to verify whether using the ordered probit approach significantly changes the results of
the analysis and at the same time whether linear approach is warranted. The paper is
structured as follows: in the next, second part we briefly describe the ordered response
framework along with the data and the explanatory variables, in the third part the results
are presented and the last, fourth part summarizes and concludes the paper.

2 Methodology and Data
Ordered Response Models

The ordered response models are suitable for the modelling of the limited dependant
variable of the ordinal nature. The sovereign credit rating is in fact the attempt of the
respective credit rating agencies to rank the countries in terms of their credit worthiness.
The ordered response models assume the existence of the latent variable R;,,, of the
linear form:

Ripsr = 51 BiXje +vi + ey (1)

where R;.,; — transformation of the rating, g; - slope coefficients, X;;. - explanatory
variables, y; - country specific unobserved effects. The index /i denotes the country and
the index t time period.

The first note to make regarding this model is the transformation of the ratings. The
sovereign credit ratings are of ordinal nature and they need to be transformed firstly into
cardinal scale for them to be used in regression. Since the credit ratings assess the credit
risk, using a simple linear transformation assumes that one notch difference in the rating
reflects the same difference in the default probability along the whole rating scale. The
ordered probit method relaxes this assumption and allows for the flexible determination
of the “sizes” of rating categories.

The second note is about the model being predictive. The credit rating is supposed to be
the forward-looking assessment of the default probability and thus it makes sense to
explain the future ratings with the set of the contemporary predictors. From the
statistical point of view the explanatory variables lagged in the relation to the outcome
can be considered as exogenous. That is why the models estimated in this study are
forward-looking.

Then the model assumes the existence of the cut-off points forming the lower and upper
boundary for each rating category:

13 (Aa3,AA -) if R} 41 > cut,
12(A1,A+)  if cut; 2 R ;1 > cutg
Rics1 =111 (A2,4) if cutg = Rj.yq > cuts (2)

6 (Bal,BB +) if cut; = R 44
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There are two approaches possible in the framework of panel data - fixed and random
effects. We prefer the fixed effects since the number of cross-section units in our sample
does not allow for the meaningful estimation of random effects. At the same time there
exists no simple statistical test to reliably discern between the fixed and random effects
when using the odered probit approach for panel data. The usual assumption of the
normally distributed disturbances leads to the ordered probit model.

Data and Explanatory Variables

We model the sovereign credit ratings from the four credit rating agencies — Moody’s,
S&P, Fitch and R&I. Ratings used in this paper are: Moody’s and S&P Foreign Currency
Long Term Debt, Fitch Long Term Foreign Currency Issuer Default, R&I Foreign Currency
Issuer Rating. The sample consists of the V4 countries: Czech republic, Hungary, Poland
and Slovakia. Our data cover the years from 1993 to 2012 with not all of the data
available thus forming an unbalanced panel. We use the time series of the ratings
assigned as of the end of the June of the given year (middle of the year). This gives us 4
panels of dependent variables — one for each credit rating agency.

Based on our previous study (Alexy et al., 2014) we select the following variables as
potential sovereign credit rating determinants: real GDP growth, inflation (in natural
logarithm), unemployment, broad money to GDP ratio, import to export ratio, degree of
openness of the economy, real effective exchange rate growth, government consolidated
gross debt, primary balance, size of government, voice and accountability and dummy
variables capturing the membership in EU and EMU.

3 Results and Discussion

When considering the ordered response framework for modelling the sovereign credit
rating, the ordered probit was the preferred option of the majority of academic papers.
Following the literature we chose ordered probit, as well. We started with the set of 13
explanatory variables, using the general-to-specific approach. In final models we retained
only variables that were statistically significant. The results of preferred models are
reported in table 1.

Four variables from the initial set were not significant for any agency. They are GDP
growth, broad money to GDP, primary balance and size of the government. The GDP
growth did not appear in linear model results either and the other three variables
appeared in the results of linear models just for one out of four agencies. On the other
hand the variable REER growth is statistically significant predictor of just one agency
rating in ordered probit model. There are five variables significant for each agency -
inflation, unemployment, government gross debt, voice and accountability score and EU
dummy. Import to export ratio and EMU dummy are significant in three out of four
agencies. From this point of view the sets of predictors for the individual agencies are
overlapping.

The panel data setting allowed us to include the fixed effects as the proxy for the
countries’ unobservable time-invariant characteristics. However, based on the formal
statistical test of their joint significance using the fixed effects was warranted only in the
case of R&I. Since we chose Slovakia to be the reference country the results suggest that
the actual ratings of Czech republic are somewhat lower than those of Slovakia
(everything else equal). On the other hand, Hungary and Poland have the ratings higher.

When modelling the rating, the argument for the ordered response models is that the
distances between the respective rating borders are not equal. The results of the formal
test reported in table 1 lead us to reject the hypothesis of equal difference between
notches for all agencies. This suggests that from this point of view one should prefer
ordered probit to linear approach. The question arises whether there are regularities in
the sizes of rating categories as reported in Afonso et al. (2011). However, the brief look
at the figure 1 showing the explicitly the differences between the cut-off points does not
confirm the idea, at all.
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Table 1 Ordered probit estimation results (preferred models)

. (1) (2) (3) (4)
Variable Moody's S&P Fitch R&I
. -2.950%** -0.517%* -0.506** -0.942%**
Inflation CPI (-6.89) (-2.28) (-2.27) (-2.76)
Unemployment -0.167%** -0.150%** -0.168*** -0.918%***
(-3.62) (-4.40) (-3.86) (-3.58)
Import to Export -0.0904** -0.0791**x* -0.322%**
(-2.28) (-3.08) (-3.57)
Openness 0.0195**x* 0.0134**x*
(3.53) (2.78)
7.380**
REER growth (2.39)
0.296*** 0.122***
Gov. gross debt (3.76) (2.66)
Gov. gross debt squared -0.00409*** -0.00116*** -0.00248*** -0.00319***
(-4.45) (-6.57) (-4.95) (-3.91)
. - 14.71**x* 7.683*** 9.307*** 19.44**x*
Voice & accountability (6.20) (4.60) (5.15) (3.69)
; 2.415%** 7.065*** 12.13%*x*
EMU membership (3.99) (15.20) (6.58)
EU membership 2.236*** 1.840*** 2.634*** 2.780***
(3.50) (4.96) (4.95) (3.24)
Fixed effects
Czech Republic -2.393
Hungary 1.045
Poland 3.135
Slovakia 0.000
Cut point 1 0.258 0.852 -5.441%* -46.80***
(0.06) (0.48) (-1.91) (-3.61)
Cut point 2 1.392 2.833 -4.656 -41.35%**
(0.33) (1.58) (-1.61) (-3.41)
Cut point 3 1.639 3.305* -2.763 -38.40%**
(0.39) (1.81) (-0.93) (-3.25)
Cut point 4 5.148 4.705%* -0.256 -33.31%%*
(1.13) (2.56) (-0.09) (-3.04)
Cut point 5 6.350 7.460*** 2.077 -23.59%**
(1.42) (3.82) (0.68) (-2.40)
. 8.881** 9.120*** 3.271
Cut point 6 (1.98) (4.49) (1.07)
. 9.993***
Cut point 7 4.67)
Observations 60 64 64 54
McFadden R? 0.637 0.455 0.556 0.799
Cut - equal differences * 0.0001 0.0013 0.0068 0.0095

z-statistics in parentheses * p<0.1, ** p<0.05, *** p<0.01
*p-values of the formal test of equal differences between cut points, the null hypothesis is that all
distances between cut points are equal
Source: authors’ calculations
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Figure 1 Sizes of the respective rating categories

Moody's S&P

Baa3 Baa2 Baat A3 A2 BBB- BBB BBB+ A- A A+

Fitch R&l

BBB- BBB BBB+ A- A BBB- BBB BBB+ A-

Note: the sizes are calculated as the differences between the adjacent cut-off points

The magnitudes of the effect for each variable are displayed in table 2. Firstly we
compare the effect of the given explanatory variable between various agencies and
secondly we analyse the relative importance of explanatory variable within the same
model. The comparison between the agencies is performed by calculation of the score
change if the given explanatory variable changes its value form the 10" to the 90
percentile and dividing by the average rating category size. This way we get the average
rating change for the given explanatory variable capturing the variability of in the dataset
at the same time. Then we analyse the relative importance of the explanatory variables
within each rating agency. We do it looking at the relative weights using the formula:

|Bilchange;
RWi =m0 : L
Zj=1|ﬁj|changej

(3)

where RW; is the relative weight of the i-th explanatory variable, B, is its estimated
coefficient, change; is the difference between the 90th and the 10th percentile of its
sample distribution and m is the number of significant explanatory variables in the model
(for dummy variables the change is equal to one).

Now let us turn our attention to the magnitudes of the calculated effects of individual
variables. Regarding the domestic macro-economic performance two variables are
significant and influential - inflation and unemployment. Inflation has clearly negative
impact on rating. It is used in the form of natural logarithm to effectively eliminate the
outliers. In ordered probit it has by far the greatest weight in Moody’s model, nearly
25%; in other agencies its impact is only marginal. Unemployment influence the ratings
in an inverse way as well and it is in the R&I model where its weight exceeds 21%, more
than double comparing to other agencies. As a sum, these two variables have the
greatest relative weight in Moody’s model, over 33% and the smallest in Fitch, exactly
14%.

In the external sector three variables proved to be significant rating predictors - import
to export ratio, trade openness of the economy and real effective exchange rate growth.
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All of them are significant in Moody’s model, cumulatively having the relative weight of
more than 20%. In S&P it is the openness and in the other two agencies import to export
ratio that are the only significant rating predictors from the area of external trade. The
weight of these variables is between 7 to 13%, see table 2 for details.

Table 2 Absolute and relative impact of the explanatory variables

Moody's S&P Fitch R&I

notches | relative | notches | relative | notches | relative | notches | relative
Inflation CPI -3.39 24.67% -0.67 6.63% -0.58 4.55% -0.32 3.49%
Unemployment -1.20 8.74% -1.22 12.03% -1.20 9.45% -1.96 21.27%
Import to Export -1.12 8.11% -0.97 7.64% -1.18 12.80%
Openness 1.15 8.40% 0.90 8.85%
REER Growth 0.62 4.49%
Gov. gross debt -1.90 13.81% -2.75 27.07% -2.42 19.13% -1.98 21.51%
Voice &
accountability 3.07 22.34% 1.82 17.89% 1.92 15.21% 1.21 13.08%
EU membership 1.30 9.43% 1.21 11.90% 1.51 11.95% 0.48 5.19%
EMU membership 1.59 15.62% 4.05 32.06% 2.09 22.66%

Source: authors’ calculations

In linear model it was the gross government debt that was of greatest importance. Here,
in ordered probit it also appears, quite expectedly, in each agency. And at the same time
it has non-linear effect on rating since it is its squared term that proved to be significant
in all models. But its relative weight differs substantially, reaching about 13% in Moody's
model, whereas in Fitch and R&lI it is about 20%. Its impact is the highest in S&P model,
slightly over 27%.

Voice and accountability is yet another explanatory variable from the initial set that is
statistically and economically significant in all models. Again, it is something that is to be
expected considering the fact that rating agencies must take into account the general
socio-political situation in the country, as well. It is, of course not just voice and
accountability that the agencies are looking at, but this variable is the representative of
all other proxies for governance because of their high mutual correlation. Regarding the
magnitude of its effect, its influence seems to be balanced in all rating agencies, ranging
from 13% in R&I to over 22% in Moody's.

Lastly looking at the real impact of the dummy variables capturing the impact of EU and
EMU membership on rating, the former one appears in all the agencies while the latter in
three them. Their cumulative influence is highly unbalanced across the agencies — while
in Moody’s it is does not reach 10%, in Fitch it is over 44%. All in all we can say that
even though the rating agencies are looking very much at the same set of explanatory
variables, they give them different weights.

4 Conclusions

In this paper we used ordered probit approach to identify the sovereign credit rating
determinants. The sample covered Visegrad Four countries in the period 1993 to 2012
and the rating from four rating agencies - Moody’s, S&P, Fitch and R&I. Concerning the
rating determinants, the ordered probit approach does not significantly change the
results of the linear model. GDP growth, unlike in the majority of empirical studies on
rating determinants, did not prove to be the significant rating determinant. There were
five variables important in each model - inflation, unemployment, government debt,
voice and accountability score and EU dummy. Regarding the weights of the respective
variables, the results differed, sometimes significantly, from the linear model. The
inclusion of fixed effects was warranted just in the case of R&I. The signs and values of
these effects corresponded to the results of linear model.

The significant difference from the linear model is that the ordered probit approach
relaxes the assumption of equal rating categories’ size (but does not exclude this
possibility either). We tested it using the formal statistical test but this hypothesis was
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rejected in all agencies suggesting the ordered probit to be the preferred option to the
linear model from this viewpoint. At the same time we did not detect any pattern there.
However, there are other important facts to consider when deciding between the two
techniques. Technically, the ordered probit model requires the fulfilment of the parallel
regressions assumption. This assumption cannot be tested in out dataset because of the
insufficient number of observations in some of the rating categories. At the same time
the small sample properties of ordered probit is often discussed in the literature. Thus
even though from some points of view the ordered probit seems to be more attractive
than the linear model approach and at the same time it is an important way to confirm
the results of the linear model, in our dataset we consider the linear model to be the
generally more appropriate.
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Abstract: The question of predicting the corporate financial distress has critical
importance for all stakeholders. It is one of reasons, why the widespread attention in
financial disciplines for this topic has been paid. Uncertainty and specificity of the current
business environment in agriculture sector, as well as the rising criticism of well-known
techniques, caused a tendency to test new approaches in corporate failure prediction.
This paper focuses on a relatively new approach Data Envelopment Analysis (DEA), which
is typically used to assess the efficiency of decision-making units. The main purpose of
this paper is to employ alternative DEA approach for corporate failure prediction. Analysis
is applied on financial data for Slovak enterprises from the agriculture sector. The
selection of appropriate financial ratios is based on the relevant literature and refers to
the key ratios of bankruptcy models specified for agriculture enterprises. Our findings
demonstrate aspects of application alternative DEA approach as a corporate prediction
tool, and the ways of identification enterprises with high chance of potential bankruptcy.
The article also offers several potential areas for the further analysis.

Keywords: agricultural enterprises, corporate distress, DEA, prediction
JEL codes: C02, Ci4, G30

1 Introduction

Historically, the oldest company’s objective is the profit maximization. The trend of
increasing orientation to individual interest groups of business entity caused a continual
transition from profit maximization objective to long-term value creation for the owners,
and consequently also for other stakeholders. Regardless the choice of company’s
primary objective, its meeting is conditioned by achieving prosperity and financial health
of the company. Responses of the global economic crisis, dynamics and uncertainty of
the economic environment, globalization of trade and liberalization policies, combined
with Common Agriculture Policy implementation resulted into special requirements on the
management of agricultural companies in terms of ensuring adequate financial situation.
Therefore, the need for quality and permanent evaluation of the financial health of farms
has been emphasized, as well as the need to develop models indicating symptoms of
financial distress of agricultural entities.

Tool for evaluation and prediction of the financial situation of companies provide
quantitative methods that offer a wide range of instruments. Historical background in
predicting bankruptcy of company, based on the quantitative methods, represent
statistical methods discriminant analysis and logistic regression. With the use of the
discriminant analysis were constructed several accepted models such as Altman Z-score
model, Taffler model and others. One of the first authors who dealt with the application
of logistic regression in evaluation of the company ’s financial health was James Ohlson.
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The innovator, in creation the integrated model for agricultural sector, which forecasts
the development of financial situation of agriculture company using multivariate
discriminant analysis, has become Chrastinova (1998). Model, which allows differentiate
the agricultural companies into prosperous and unprosperous was introduced by Gurcik
(2002). The G-index construction resulted from the previous works of the Altman Z-
score, Bonity Index and CH-index. The discussion about the correctness of the use of
classical statistical methods to predict the financial distress of the company can be found
in the papers of Kamenikovad (2005) and Uradni¢ek (2013), which focused mainly on
failures in application Altman’s methodology on Slovak business environment. To
overcome the shortcomings of traditional methods and develop the predicting ability in
models has been trying innovative techniques, which play a key role to this issue. The
innovative techniques can include artificial intelligence models that focus on examining
the symptoms of financial difficulties and a group of theoretical models, which are
primarily focused on their causes. The artificial intelligence models consist of decision
trees, support vector machines, different types of neural networks and others.

The presented paper deals with the relatively new approach in the field, the Data
Envelopment Analysis (DEA). For predicting bankruptcy of company used non-parametric
DEA approach several foreign authors. Methods of application of DEA modelling in
predicting company s distress can be broadly divided into two approaches. The first is
the use of DEA in the first step of the process of predicting, the DEA acts as a tool for the
creation of predictive variable. The second approach is application of DEA as a separate
classification, respectively predicting technique. The predictive variable, efficiency score,
used authors Xu and Wang (2009) with objective to predict the financial bankruptcy of
enterprises from Shanghai Stock Exchange. The first step of this methodology is to
calculate the score of efficiency in its original sense. For this aim was determined CCR
model which, according to the assumption of constant returns to scale, can be regarded
as a shortcoming of this study. The next step involves the application of classical
techniques, as a support vector machines, logistic regression and discriminant analysis,
when the efficiency scores, along with other financial indicators is used as a predictor. In
the above mentioned study, the inclusion of efficiency score to each model led to the
lower misclassification. Another possibility is the application of DEA as a separate
prediction method, respectively as part of a combination of different methods. In the
paper of Ferus (2010) was applied DEA analysis to create a predicting model of risk of
insolvency in building companies. With the objective to simplify the classification process
of companies in practice and minimize misclassification of selected DEA approach, the
author approximates DEA score using linear regression. The final conclusion of the study
is the comparability of the classification accuracy of this methodology with discriminant
analysis and logistic regression. Significant proposal for solving this problematic provides
Premachandra et al. (2011). The proposed approach combines classical philosophy of the
efficiency frontier and philosophy of inverse DEA. The resulting two scores are
aggregated, which enables to define discriminant index for classifying bankrupt and
healthy companies. In the research of Premachandra et al. (2011) continued Araghi and
Makvandi (2013), who according to the mentioned methodology built a discriminant
index and subsequently used it as a predictor in the logistic regression. Vavrina et al.
(2013) in their study focuses on comparison of Altman Z-score, logistic regression, the
production function approach, and the additive DEA model in the classification of
companies in bankruptcy for a specific agricultural sector. The selection of input and
output was performed by philosophy of negative DEA, which is used in formation of so-
called "bankruptcy frontier". The value of the overall correct classification of constructed
DEA model exceeds other compared approaches. From the previous available results of
foreign studies can be DEA considered as a controversial tool for the prediction of
bankruptcy. However, since there is logic relation of inefficiency with existential problems
of companies, as well as the many advantages of this technique, it is appropriate to
continue in examining this issue. The main objective of the presented paper is applying
the DEA method to predict financial distress of Slovak agricultural companies.
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2 Methodology and Data

DEA represents a technique included within the group of mathematical methods, which
applies linear programming methodology. The objective of the initial proposal of DEA is
its use in measuring the efficiency of the decision making units within the analysed group
of homogeneous subjects. The basic philosophy of this approach is the calculation of the
technical efficiency of decision making units, which is understood as a percentage of
successfully transformed inputs to outputs. Historically the first models which formed the
basis for the further development of DEA models are CCR and BCC model. The
complications when constructing the basic models can be caused by the requirement to
select input or output orientation of model. Potential problems with the choice of model
orientation are solved by additive model (ADD) that combines both orientations.
Commonly used models are supplemented by so-called SBM model, based on the slacks,
which is an extension of the ADD model. A complete overview of DEA models can be
found in Cooper et al. (2011). With the objective to predict financial failure of Slovak
agribusinesses by DEA approach we decided to employ ADD model, which evaluate oth
decision making unit as follows:

max es” +es’ (1)
subjectto XA+s =X, (2)
Yi-s" =y, (3)
eh=1 (4)
A>0,s >0 >0 (5)

where e is a row vector with all elements equal to 1, s~ is a vector of input slacks, s*is
a vector of output slacks, X is matrix of inputs, Y is matrix of outputs, A is an intensity
variable vector connecting inputs and outputs, x,is a column vector of inputs of the oth

decision making unit, and y, is a column vector of outputs of the othdecision making

unit. Additive model was chosen because it allows negative values of input and output
variables. This characteristic is extremely welcome especially in financial failure
assessment where we meet with several variables, which reach negative values. Applied
additive model assumes variable returns to scale, because of imperfect competition in
which agricultural enterprises do not act on the level of the optimum range. Solution of

the ADD model is represented by values of excess on side of inputs s~ and shortfalls on

side of outputs s*. The final classification of firms into groups of failed and healthy is
based on whether all the slacks are zero on optimality of the DEA model.

The basic concepts of DEA formulation, in predicting the financial distress, differ mainly
in the frontier construction and definition of inputs and outputs. The first concept is
based on the traditional approach of frontier, which in the predicting distress models can
be called also success frontier. In DEA models the efficiency frontier consists of the units,
which have been identified as the most effective. Taking into account the traditional
perception of the DEA, in predicting financial distress, the success frontier will be created
by business entities with the minimal risk of failure compared to other entities in the
sample. Businesses out of the frontier are then considered to have a worse financial
situation and a higher risk of problems. Outputs are defined as those variables that
contribute to the success of the company and in the mathematical optimization are
maximized. The second concept is less used, and its conception of the frontier
significantly differs from the first one. The frontier may be called in this case a failure
frontier, since it consists of business entities with the highest risk of failure. For the
selection of variables to construct the following defined frontier are existing two
approaches called negative and inverse DEA. Inverse DEA represents a single swapping
of inputs and outputs of any other DEA analysis. The aim of negative DEA is to place
enterprises with financial problem on, or near to the empirical frontier of failure. The
way to meet the objective is to define outputs as variables, which maximizing leads to
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distress of company. The inputs are then defined as those variables, which low level
reflects the distress of company. In comparison to the inverse DEA, it is not only the
simple replacement of inputs for outputs, and vice versa. The concepts of construction of

DEA frontier, used to classify business entities according to their riskiness is shown in
Figure 1.

Figure 1 DEA success frontier (left) a failure frontier (right)
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In the present paper, we have decided to construct four models that differentiate by
frontier concept and choice of inputs and outputs. Table 1 summarizes aspects of created
models. Respecting the data availability, the final data set in Model 1 and Model 2 is
based on financial ratios used in Premachandra et al. (2009). Model 1 represents
negative DEA, where companies with financial problems are placed on the frontier. The
success frontier in Model 2 is created by simply swapping input and output variables from
the first model. Model 3 incorporates subjectively selected financial indicators in the
absolute form. Last model is inversed to previously mentioned model.

Table 1 Summary of models

Frontier Input variables Output variables
concept
CFTA=Cash Flow/Total Assets;
NITA=Net Income/Total
Assets; WCTA=Working TDTA=Total debts/Total
Model 1 Negative Capital/Total Assets; Assets; CLTA=Current
CATA=Current Assets/Total Liabilities/Total Assets
Assets; EBTA=Earnings before
taxes/Total Assets;
CFTA=Cash Flow/Total Assets;
NITA=Net Income/Total
TDTA=Total debts/Total Assets; WCTA=Working
Model 2 Traditional Assets; CLTA=Current Capital/Total Assets;
Liabilities/Total Assets CATA=Current Assets/Total

Assets; EBTA=Earnings before
taxes/Total Assets;

Working Capital; Cash Flow; e ]
Model 3 Negative Retained Earnings; Earnings Current Liabilities; Total Debts;
Interest Expense
before taxes

s Working Capital; Cash Flow;
Current Liabilities; Total Debts; {ng tapital, ] !
Retained Earnings; Earnings
Interest Expense
before taxes

Model 4 Traditional

Source: Own processing
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The method was applied to the dataset of Slovak agricultural companies, obtained from
the Ministry of Agriculture and Rural Development of the Slovak Republic, processed in
the internal dataset of the Department of Finance of the Slovak University of Agriculture
in Nitra. The companies with particular unavailable data which were necessary for the
calculation of variables had to be excluded from the data sample. For prediction of Slovak
agribusinesses distress in a one-year time horizon we identified 43 companies, that in
year 2011 had the value of liabilities exceeding the value of assets, it means with
negative equity. The failure criterion of negative equity is stated in the legislation of the
Slovak Republic (Regulation no. 7/2005 Coll. — Act on Bankruptcy and Restructuring). For
a healthy company were considered all the remaining companies, that also achieve best
available value in the indicator ROA. In our analysis the balance sample approach was
used, in order to select the same number of healthy and failed entities. After the
detection the sample of 43 healthy (assigned by number 1) and 43 failed companies
(assigned by number 0) was generated. Since the models are used to predict financial
failure, all variables are calculated at the end of the fiscal year immediately preceding the
year of failure.

3 Results and Discussion

Due to the need for a detailed analysis of the agricultural enterprises included in the
group of companies in distress and the group of healthy companies, we chose the
additional characteristics that were part of the statements. However, they were on a
voluntary basis and therefore were not filled in more enterprises. Despite this fact we can
conclude generalized conclusions based on the characteristics of farms to one of the
groups. In view of the legal form to a group of farms in distress was classified higher
proportion of cooperatives, than in the healthy enterprises, where are dominated the
trading companies. A decreasing trend of number of cooperatives can be observed in the
Slovak Republic. Contrary, we observe an increase in the number of trading companies
that operated the highest part of agricultural land among other subjects. Healthy
subjects had lower number of employees as in the farms in financial distress. Healthy
companies are thus loaded by lower labor costs than farms in distress. Healthy
enterprises are characterized by a smaller number of owners. This follows from a
majority of the companies that have a lower number of owners compared to
cooperatives. Healthy companies were more indebted, which demonstrates their higher
economic credibility to banks in terms of making a profit, and thus especially longer
repayment of long-term loans not covered by the supports from the European Union. On
the contrary, by the investment support is necessary the own co-financing. In terms of
studies on crop and livestock production were demonstrably higher revenues from the
crop production per hectare in the group of healthy enterprises, which also operated the
higher amount of agricultural land. Financially healthy firms focused their crop production
mainly on the production of cereals and oilseeds. Farms focused on crop production
receive higher subsidies from the European Union due to the higher utilized agricultural
land and growing subsidized crops. This implies a higher profitability of crop enterprises
respect to the less attractive and less financially supported livestock sector.
Approximately one third of healthy enterprises also deal with livestock production. Farms
in financial distress have focused on the livestock production dominated by the pig and
sheep-farming.

After identification and detailed analysis of agricultural companies in distress we can
compare results of four suggested models. The complex evaluation of created models can
be found in Table 2. Evaluation was conducted on the basis of three performance levels
of model: total accuracy, correctly predicted healthy companies and correctly predicted
failed companies. Model 1 is based on financial ratios and the frontier contains companies
in distress, while healthy firms are in failure possibility set. In this model, firm is on the
failure frontier if all its slacks from DEA results are zero. If there is at least one slack
positive company is considered to be healthy. Percentage of the healthy companies that
have been wrongly classified as failed by Model 1 is 4.65 %. On the other hand,

22



percentage of companies in distress that have been wrongly classified as healthy is more
than 55 %.

Table 2 The comparison of models’ prediction ability

Correctly Correctly
predicted healthy predicted failed Total Accuracy
firms firms
Model 1 95.35 % 44.19 % 69.77 %
Model 2 18.60 % 90.70 % 54.65 %
Model 3 90.70 % 32.56 % 61.63 %
Model 4 18.60 % 90.70 % 54.65 %

Source: Own processing

Model 2, which is inversed to previously mentioned model, puts on frontier healthy
companies. The decision whether the firm is healthy or failed is also made on the basis of
slacks values. Since this is a traditional concept of frontier, the company is identified as
healthy in the case when it reaches zero slacks. Percentage of correctly predicted failed
firms by this model is 90.70 %. However, its overall accuracy is lower in comparison with
first model, because of only 18.60 % accuracy in prediction of healthy firms. The same
prediction ability achieves also Model 4. Percentage of companies in distress that have
been wrongly classified as healthy by third model is more than 67 %, which we consider
very insufficient prediction ability. An analysis of the prediction accuracy shows that the
choice between models is contingent upon user preferences. We consider more important
the correct classification of failed companies, in order to eliminate the risk and provide
the ability for agriculture companies to undertake the necessary steps in time. In Table 2
we can also notice the connection between the accuracy and the selected frontier
concept. In the case of the traditional perception of frontier, DEA models achieve higher
prediction accuracy of companies in distress. On the other hand, higher accuracy of
healthy companies prediction achieve models, that are based on the negative DEA. Our
further investigation also confirmed the dependence of the accuracy on the number of
inputs and outputs. The more variables enter into the process of solving the DEA, the
prediction accuracy is better.

For the interpretation of the results from the above-described additive DEA model, we
chose the Model 4, since the latter has reached better prediction ability and also
assuming its better interpretability compared using a Model 2, which have been applied
the financial ratios. The outputs from the additive DEA model are slacks, which are the
recommendations for the farms to become healthy. On the input side we see most
weaknesses in the group of enterprises in financial distress in the heading of the total
debt, which should be reduced to become healthy. Lowest deficiencies on the input side
in financial distress companies are in interest expenses, when the changes are
recommended for around half of the farms. On the output side have farms in financial
distress largest slacks in activities in the item of cash flow, which are recommended for
the highest increase. Similarly, we could interpret the remaining slacks on the side of
outputs. Wrongly classified farms using predictive DEA methods that were incorrectly
included in a group of healthy enterprises are characterized by a high amount of working
capital and cash flow. Higher percentage of incorrectly classified enterprises was in a
group of financially healthy enterprises that DEA method incorrectly classified to a group
of unhealthy companies. For these enterprises is recommended for the input side the
reduction of the total debt. On the output side, should these enterprises increase the
amount of retained earnings and working capital.

4 Conclusions

The results of this study are determined by the criterion of enterprise characteristics in
financial distress by the failure criterion of negative equity, which is stated in the
legislation of the Slovak Republic. This criterion could be modified to the criterion, when
the company in financial distress will be considered to be those, which made on several
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consecutive years of negative profit. In the agricultural sector, it is difficult to determine
which of the cancelled agricultural subjects were cancelled due to the lack of financial
resources and their bankruptcy and which agricultural entities have undergone the
transformation from the cooperatives to the trading companies and other changes. For
this reason, the cancelled entities are not those, who actually went to bankrupt of the
financial situation. The extension of the used method could be a choice of other input and
output variables, thereby but we do not expect a better predictive ability of DEA models.
This study is a response to the efforts of several authors, whose aim was to compare
results of the prediction ability of DEA method with other prediction techniques. The
results of this analysis were not run into the satisfactory conclusions.

The present study shows unsatisfactory prediction ability of the DEA models, because by
using normal and negative DEA, the businesses achieve one of the percentages correctly
classified subjects of less than 50 %. This study follows on our previous study, which
dealt with creating the predictive models based on three prediction techniques, namely
discriminant analysis, logistic regression and decision trees. Thus we can conclude better
prediction power of the financial health of the farms using quantitative methods such as
logistic regression, discriminant analysis and decision trees. The extension of the study
can be seen in the use of other innovative evaluation methods of the financial such as
neural networks and support vector machines. The results of each method will be
compared to select the best technique in the evaluation of the financial health of Slovak
agricultural sector.
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Abstract: Gray models represent a class of models that allows forecasting processes
using incomplete information. This article will present a gray model GM (1,1) and its
modification in the form of a rolling model GM (1,1). For the lower level advantages of
the gray models is the possibility of their use for very short time series for which it is
impossible to estimate the basic parameters as well as the identification of the probability
distribution. In order to improve the goodness of the forecasts presented in the article
will be rolling model that can be used for time series with a large number of
implementation. Models will be presented to be on the basis of data from the Forex
market.
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1 Introduction to the Class of GM(1,1) Models

The main aim of this article is to compare the classical time series models with grey
models in terms of quality of forecasts. In this article author will compare some kind of
time series models. The classical adaptive models: Brown and Holt smoothing and grey
models: GM(1,1) model and GM(1,1) rolling model. It is assumed that the forecasts will
be similar for all presented models. First, consider the assumptions of grey models.

The equation of whitening process (image process) is given as (Sifeng et al., 2010), (Yu
et al., 2012):

dxW

1 _
+ax"' =b 1
7 (1)

where:

a - development coefficient. The sign of this coefficient is negative,
b - grey action quantity coefficient.

Let X =(x(o)(l),x(o)(2),...,x(o)(n)) be a raw vector of observable variable realization. The

accumulating generation operator (AGO) is X =(x(l)(l),x(l)(Z),...,x(l)(n)). The original

form of GM(1,1) model can be written as:
xO(k)+ ax(l)(k):b, k=1...n 2)

where:

a,b - coefficients of the model,

GM(1,1) - first order grey model with one variable.

By using the formula (2) can be obtained a so-called basic form of the GM(1,1) model.
Hence the basic form of the GM(1,1) model is given by:

xO(k)+az"(k)=b (3)
where:
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Z(l):(z(l)(l),z(l)(Z),...,z(l)(n)) - this is the series of moving averages obtained from
variable X,

Hence, variable VARE given as:

z(l)(k):%(x(l)(k)—kx(l)(k—l)), k=1,...n @
Hence, ultimately the basic form of GM(1,1) is given as:

xOk)+az"(k)=b,k=1,...n (5)

The X variable is non-negative. The coefficients of the model (5) can be estimated
using the least squares method. Therefore, we have:

a=(B'B)'B'Y (6)
where:
x(2)] -z0(@2) 1
(0) _ .
Yo x.(3) B z.(3) 1 7)
x(o)(n)_ —z(l)(n) 1
The time response is given as a solution of equation (1). What can be written as:
0k 41)= X(o)(l)_éjeak +b k=12, n (8)
a a
Thus, the theoretical values are as:
0%k +1) =50k +1)=20(k +1)- (k) = (1 {x@)(l)—éje“k (9)
a

for k=12,...n.
The applicability of GM(1,1) model (Wen et al., 2005):

e Applied to the short time series. Theoretically time series has a minimum two
observations (k> 2),

e A short-term forecasts,

e The construction of forecasts in condition of incomplete information,

¢ No need to make assumptions regarding to forecasted variable distribution.

Advantages and disadvantages of GM(1,1) model (Barczak, 2013):

e The possibility of modeling under conditions of incomplete information - the grey
information,

e Easy of calculation,

e Model validation process based on the well-know standard assumptions,

e Model can be used only for the specified variable — only positive realizations of
forecasted variable,

e Assumptions about the random component of the model cannot be applied,

e Model verification must be carried out very carefully,

e Rating predictions based solely on the ex post errors.

In general, the concept of econometric modeling based on grey information systems is
assumed that the information about the system can be fully known - white information,
there may be limited - grey information or completely unknown - black information. The
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idea of grey modeling, which is based on the investigation to the real variable values -
whitening process. For example equation (1) in GM(1,1) model. The theory of grey
information systems was established in China in 1982. Its creator was Julong Deng. In
general, the extended form of GM(1,1) model is a model GM(1,N). Model GM(1,N) uses a
number of explanatory variables in the conditions of limited information (short time
series). This model is an alternative to multivariate regression model.

2 Modification of GM(1,1) Model - Rolling GM(1,1) Model

Classical time series models assume high number realizations of forecasted variable
(Tsay, 2010). In practice, used long time series representing prices which is often
expressed as a rate of returns. It is easy, to ask whether the construction of the
forecasts, it is necessary to use long time series? The forecast based on short time series
is qualitatively the same as in long time series — greater or equal 40 realizations (Greene,
2000)? Obviously, in this case, the structure and distribution of forecasted variable must
be omitted - for example: the distribution of the prices or returns.

The rolling GM(1,1) model assumes the use of long time series for the construction of the
forecast. First about prices, it is assumed that there are positive (the main assumption
for the applicability of the model class GM). Secondly, you should take a period of the
model GM(1,1). The period of the model is a window to create intermediate and main
forecasts.

Model GM(1,1) has the property that increasing the number of observations increases
forecast error. Must therefore be very careful when selecting the number of observations
in GM(1,1) model. In other words, the number of observation used in the model GM(1,1)
is the width of the window under which the forecast is generated.

Generally the rolling model GM(1,1) can be written as:
0 = GM (L) (10)
i=t—k
where:
£ - predicted value (raw vector) at the momenti,
k - smoothing parameter.
Model calculations include the following steps:
e Determining the main time series (raw vector) with T number of observations,

e Determining the width of window k& - the number of observations which are used
to estimate the model,

Evaluation of the quality is a result of indirect assessments of forecasts through the
prism of arbitrarily chosen ex post forecast error. In order to increase the accuracy of
forecasts by successive approximations should chose the width of the model GM(1,1).

Advantages of rolling GM(1,1) model:

The possibility of applying the GM(1,1) model for smoothing long time series,
Ability to conduct a simple simulation due to the choice of window width,

There is no need to study the probability distribution of the variable forecasted,
Short calculation time,

Weaknesses of the rolling GM(1,1) model:

e Limited the possibility of applying classical measures to evaluate the properties of
the indirect models,

e It is possible to build only short-term forecasts (horizon of forecast is equal one),

e Lack of application ex ante errors to assess quality of forecasts.
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GM(1,1) rolling model can in certain circumstances constitute one of the many methods
of smoothing time series and determining the short-term forecasts.
3 Selected Alternative Models

Like the GM(1,1) model, an adaptive models are easy to build. From the applicability
point of view the adaptive model can be used for:

e Short time series (but longer than GM(1,1) model. Minimum T=8),
e Short-term forecasts.

Characteristics of adaptive models:

e No analytical form,

e This is the group of mechanical models,

e Quality of the model predictions is determined by the smoothing parameter or
parameters,

e Assessment of the quality forecasts indicate only the ex post errors.

In the article will be used two adaptive models: a model of exponential smoothing -
Brown’s model and Holt’'s model. Main equation of Brown model can be written as
(Dittmann, 2003):

m, :ayt—’_(l_a)mt—l (11)
where:

m, - assessment of the trend at the moment ¢,

y, - realization of the forecasted variable at time ¢,
o - smoothing parameter: 0 < a <1.

Prediction equation is given as:

y,* =m, + (m, -m, )h (12)
Where:
h - is the forecast horizon.

Forecasts are obtained by the choice of the smoothing parameter « , which is achieved
by minimizing any ex post forecast error.

Holt model equations can be written as (Dittmann, 2003):

Fo=a,, +(1 —a)(E_2 + St—Z) (13)
S = ﬁ(E—l _E—2)+(l _ﬂ)Sz—z (14)

where:

F, - is the trend at the moment 7,
S, - is the smoothed value of the trend growth at the moment ¢,
a , f - smoothing parameters: 0<a <1, 0< /<1,

y, - realization of forecasted variable at time ¢.

Prediction equation is given as:

y, =F, +(t-n)s, (15)

where:

t —n - forecast horizon: ¢ >n.
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The rule of forecasting is similar to Brown model. It is necessary to minimize any chosen
ex post error. In the case of both models is important to choose the initial values for the
simulation. In the case of Brown’s model (equation 11) the initial value is determined as
(Dittmann, 2003):

m =y (16)
In the case of Holt’s model, the initial values are determined as:

F=y and S, =y,- (17)
In the literature, the initial value can be determined by other methods.

4 Forex Example

In the analysis used data from the Forex market. The analysis following currency pairs:
USD/PLN, EUR/PLN, EUR/USD and EUR/GBP. Data for individual pairs are daily closing
quotations. It was assumed that the length of the main time series for each quotation is

T =41. An assumption results from the fact that the use of alternative models such as
the Brown’s model and Holt’s model does not require long time series. This assumption
stems from the fact that the use of long time series for the considered models does not
improve the quality of forecasts. Data are from the period: 2014.03.02 - 2014.04.17.

Daily quotes from the Forex market is characterized by high levels of noise (Figure 1).
Figure 1 Quotes of pair EUR/PLN in the period 2014.03.02 - 2014.04.17
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For the rest of time series of currency pairs is the similar as that in Figure 1 - noisy time
series. To assess the quality of the forecasts used the Mean Square Error (MSE) and
consequently Root Mean Square Error (RMSE). Forecast errors are as follows:

MSE = ing (18)
m -
RMSE = MSE (19)
where:

m - verification period of forecasts,

30



*\2 .
gf :( , —yt) - where: y,- real value and y, - theoretical value.

In the case of adaptive models and GM(1,1) model the first ex post forecast value is
always perfect. In this case, the counting of ex post forecast error omitted the first
difference between real and theoretical value. In this way, the forecast error was not
artificially underestimated. The results of the analysis for selected currency pairs are
presented in Table 1.

Table 1 The forecast results for future period: 2014.04.18 (T=42)

Cu;l:il:cy Characteristics Brown Holt GM(1,1) GRﬁzli?f)
EUR/PLN RSt 0.0105 0.0189 00028 00115
USD/PLN "RMSE 00097 0.0217 0.0018  0.0114
TN B NN
EUR/GBP "RMSE 00023 000033 000008 0.0027

Source: own calculations

As is apparent from Table 1, the lowest forecast errors are obtained for GM(1,1) model.
This does not mean in practice that the conventional GM(1,1) model is the best. It is
easy to see that in the rolling model GM(1,1) forecast error is being built for a longer
period of verification of predictions and probably reflects better change quotations for a
given currency pair. In other words, the forecast based on rolling GM(1,1) model is
loaded with bigger mistake which is conditioned by the long past. It is therefore natural
that in conditions of limited information. The forecast error will not fully reflect the facts.
It is also important that the models based on a larger number of observations do not
achieve dramatically better results. Graphically, the results for the currency pair
EUR/USD are presented in Figure 2.

Figure 2 EUR/PLN smoothing results
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Obtained forecasts can be verified when they expire. The difference presents Table 2.
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Table 2 Comparison of future period forecasts (T=42) and real values

Cull;;ei:\cy Characteristics Brown Holt GM(1,1) GRJ?::.?]?)
Forecast 4.1817 4.1907 4.1857 4.1857

EUR/PLN Real value 4.1780 4.1780 4.1780 4.1780
*Difference -0.0037 0.0127 -0.0077 -0.0077

Forecast 3.0239 3.0357 3.0300 3.0300

USD/PLN Real value 3.0235 3.0235 3.0235 3.0235
*Difference -0.0004 -0.012 -0.0065 -0.0065

Forecast 1.3812 1.3798 1.3811 1.3811

EUR/USD Real value 1.3811 1.3811 1.3811 1.3811
*Difference -0.0001 0,0013 0.0000 0.0000

Forecast 0.8224 0.8224 0.8224 0.8224

EUR/GBP Real value 0.0023 0.0033 0.0006 0.0027
*Difference 0.0001 0.0004 0.0019 0.0019

*Difference: real value - forecast value
Source: own calculation

As shown in Table 2 adaptive Brown’s model and GM(1,1) models give the lowest
differences between the real values and forecasts. Note, however, that market quotations
of Forex significant differences appear in the third and fourth decimal places. Hence, it is
difficult to say about the advantages of the grey models over alternative models. In this
analysis, the most appropriate in view of the forecast error is a simple Brown model.

5 Conclusions
The analysis leads to the following conclusions:

e Grey models considered in terms of smoothing time series does not stand out
significantly against the background of adaptive models,

e Forecasts obtained from grey models and adaptive models are comparable in
quality,

e Forecasting results obtained on the basis of short time series are comparable to
those obtained on the basis of forecasts of long time series.

In the future, it will be important to further develop:

e Methods of grey models specification,
e Methods of grey model verification,
e Development of grey models GM(1,n) with many explanatory variables,
e Improve the basis of grey mathematics,
e Improve the predictions processes basis on grey models.
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Abstract: The most commonly used indicators of health status (e.g. life expectancy)
generally measure only the average values, without taking into account the variability
between sub-populations. The aim of the research is to examine the level of inequality in
the distribution of the financial burden during the process of funds’ collection and in
access to benefits and health effects in the population. We have adopted the research
hypothesis, that the disparities in the distribution of direct financing and health effects in
the population is greater in post-socialist countries than in Western Europe. Several
indicators for the analysis have been employed: the expected length of life, the standard
deviation of the moment of death, the share of direct expenditure on health care in total
consumption and barriers to access to health services. In research we have used data
from Eurostat splitting the study group into Western Europe and the former communist
countries. We have examined the significance of the differences between groups using
Student's T-distribution.
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1 Introduction

The World Health Organization defines the objectives of the health care system as (WHO
2000):

e improving the health status of the population,
e responding to the needs of citizens,
e providing financial protection against the expenses associated with the disease.

Improving the health status of the population can be understood in a literal way - the
main objective of the system is to make people live longer and with smaller burden of
diseases and disabilities. One should distinguish between two aspects of good health of
the population: maximizing the potential to reach the average level of health in the
population (goodness) and minimizing the differences between the health status of
individuals or social groups (fairness). Responding to the needs of citizens means
meeting the non-medical needs of patients, such as treatment with respect and
subjectivity, ensuring confidentiality and equal treatment regardless of the socio-
economic status (WHO 2000). Financial protection is achieved by minimizing the
necessity to bear astronomical - from a patient’s point of view - expenses due to illness
or accident.

The literature of the subject indicates a significant correlation between the degree of
social inequality and the level of health (Beckfield 2009, Kawachi 2002, van Doorslaer
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2004, Mackenbach 2008). As far as health care is concerned, inequality can be divided
into positive and normative. inequality in positive aspect is the variation in the health
status, access to medical care (or other measures of health) among individuals or social
groups. The normative aspect (referred to rather as inequity) is inequality, which is
socially undesirable (de Looper 2009).

The change in the economic and social system, which occurred in the European countries
belonging to the so-called ‘Eastern bloc’ in the late 80s and 90s of the twentieth century,
caused a significant negative change in the protection of the health of citizens (Stuckler
2009, Nolte 2000, Watson 1995). The country, which used to provide a far-reaching
package of social benefits for its residents, confined its activities in this field. Instead
private healthcare started to bloom. These changes caused a significant variation in the
access to health care (Nolte 2002, McKee 2004).

The purpose of this paper is to examine how much post-communist countries differ from
the so-called Western European countries in the functioning of health care, particularly in
terms of the inequality of financing health care by households.

The research hypothesis assumes, that there is a greater level of inequality in post-
communist countries, demonstrated by the health status and a greater diversification of
the financial burden imposed on society, resulting in barriers limiting access to health
services for the poor. The research hypothesis has been verified by examining the
indicators characterizing health care systems.

The subject of the study is financing health care by the private sector in selected
countries and the diversification of health consequences in the population, especially
among income groups. In research we have used data from Eurostat splitting the study
group into Western Europe and the former communist countries. We have examined the
significance of the differences between groups using Student's T-distribution.

2 Methodology and Data

The study group are European Union countries, which have been divided into two
subgroups: A - countries that underwent political transformation in the last decade of the
twentieth century, and B - the so-called Western European countries.

We have used indicators of health consequences (life expectancy for women LE FO and
men at birth LE MO, healthy life years (HLY) respectively for women (HLY FO) and men
(HLY MO) and measures characterizing the method of financing health care by
households:

e financing current health expenditures by private sector (PRIV_%CHE),

e the share of out-of-pocket payments in the private source of funds (OOP_%PRIV)

e share of out-of-pocket expenditure in the total current expenditure on health
(OOP_%CHE),

e the share of health expenditure in total consumption for income quintiles (HE_Q1-
5)

e financial barriers limiting access to health care in income groups (EXP_Q1-5).

The significance of differences in the degree of achievement of the health care system’s
objectives between groups has been tested using the Student's t-test. Authors used also
Pearson’s correlation coefficient. Data was obtained from Eurostat health databases
(2011) and Household Budget Surveys (collection round 2005).

In order to verify the hypotheses we have conducted the correlation analysis, using
Pearson correlation coefficient. This is a measure used to test the linear relationship
between the measurable characteristics. In the paper we've used formula:

ROACEIES)

Xy

(1)
S, 'S,
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The Pearson correlation coefficient indicates both the direction and strength of the
relationship. We have tested its significance, using the test of correlation’s significance,
assuming the following construction of research hypothesis:

HO: the correlation coefficient is insignificant statistically (null hypothesis);
H1: the correlation coefficient is statistically significant;

For which the test is statistic:

T n-2 (2)

© =1

that, assuming the validity of HO has the T-Student distribution with n-2 degrees of
freedom.

3 Results and Discussion

Our study have given the similar results to previous research outcomes (Bobak 1996).
The population of the countries in group A has significantly worse health status than
those in group B (Table 1).

Table 1 Health of population in European Union countries

Group A LE HLY LE HLY Group B LE HLY LE HLY
FO FO MO MO FO FO MO MO
Bulgaria 77.8 659 70.7 62.1 Belgium 83.3 63.6 78.0 63.4
Czech 81.1 63.6 74.8 62.2 Denmark 81.9 59.4 77.8 63.6
Republic
Estonia 81.3 579 714 543 Germany 83.2 58.7 78.4 57.9
Croatia 80.4 61.8 73.8 59.9 Ireland 83.0 68.3 78.6 66.1
Latvia 78.8 56.6 68.6 53.7 Greece 83.6 66.9 78.0 66.2
Lithuania 79.3 62.0 68.1 57.0 Spain 85.6 65.8 79.5 65.4
Hungary 787 59.1 71.2 57.6 France 85.7 63.6 78.7 62.7
Poland 81.1 63.3 72.6 59.1 TItaly 85.3 62.7 80.1 63.4
Romania 78.2 57.0 71.1 57.4 Cyprus 83.1 61.0 79.3 61.6
Slovenia 83.3 53.8 76.8 54.0 Luxembourg 83.6 67.1 78.5 65.8
Slovakia 79.8 52.3 72.3 52.1 Malta 83.0 70.7 78.6 70.3
Netherlands 83.1 59.0 79.4 64.0
Austria 83.8 60.3 78.3 59.8
Portugal 83.8 58.6 77.3 60.7
Finland 83.8 58.3 77.3 57.7
Sweden 83.8 70.2 79.9 71.1
United
p-value 0.0% 2.0% 0.0% 0.0% . 83.0 65.2 79.0 65.2
Kingdom
Mean 80.0 594 719 57.2 Mean 83.7 63.5 78.6 63.8
S. dev. 1.6 4.3 2.5 3.4 S. dev. 1.0 4.2 0.8 3.7

Source: Own calculation based on Eurostat health database

The expected length of life in group A is statistically significantly lower than in the group
B, in each of the analyzed variants of the indicator (‘standard’ life expectancy, healthy
life years), and regardless of gender, the p-value is very low - less than 0.1% (except
HLY FQ). This relation can be explained, at least in part, by a lower GDP per capita in the
countries from group A. However, our intention was to examine, whether in addition to
the differences in the available financial resources measured by GDP, there are
differences in the financing of health care from the perspective of natural persons.

Then scale and scope of health system financing by private sector has been separately
tested in group A and B (Table 2).
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Table 2 Health system financing

Group A PRIV ooP ooP Group B PRIV ooP ooP
%CHE 9%CHE %UPRIV %CHE ©%CHE 9%PRIV
Bulgaria 43.8 42.6 97.4 Belgium 25.1 20.8 82.8
Czech 17.9 16.1 90.1  Denmark 16.0 14.1 88.4
Republic
Estonia 21.5 20.5 95.2 Germany 23.1 12.6 54.4
Croatia n.a n.a n.a Ireland n.a. n.a. n.a.
Latvia 39.6 37.3 94.3 Greece n.a. n.a. n.a.
Lithuania 28.8 28.2 97.9 Spain 27.4 21.0 76.8
Hungary 33.4 26.4 79.0 France 22.5 7.9 34.8
Poland 28.3 24.4 86.2 Italy n.a. n.a. n.a.
Romania 18.5 18.2 98.1 Cyprus 57.9 50.2 86.7
Slovenia 26.8 12.8 47.8 Luxembourg 17.6 13.7 77.8
Slovakia 29.5 26.1 88.6 Malta n.a. n.a. n.a.
Netherlands 15.0 6.6 44.2
Austria 22.7 16.9 74.4
Portugal 33.9 28.5 83.9
Finland 25.7 20.1 78.2
Sweden 18.4 17.2 93.3
p-value 43.8% 17.9% 5.7% U!"ted n.a. n.a. n.a.
Kingdom
Mean 28.8 25.3 87.5 Mean 25.4 19.1 73.0
S. dev. 8.5 9.2 15.2 S. dev. 11.5 11.5 18.5

Source: Own calculation based on Eurostat health database

There are no significant differences in the scale of private sector in financing current
health expenditure (PRIV_%CHE 28.8% versus 25.4% - p-value 22%). However, there is
a noticeable difference between the two groups, if we consider only payments made
directly by patients for the access to health care. The share of patients’ out-of-pocket
payments in the financing of current health expenditure (OOP_%CHE) is greater in
countries from group A, but this difference is not statistically significant (25.3% versus
19.1%, p-value 17.9%). Even more visible is the analysis of the share of out-of-pocket
payments in the private sector health expenditure (OOP_%PRIV 87.5% versus 73.0% p-
value 5.7%). In the countries in group A, only 12.5% of private funds is allocated by
means other than out-of-pocket payments, compared to 27% in group B. The average
value of these two parameters in group A is largely due to Slovenia, which has developed
a system of additional complementary private insurance, covering more than 90% of the
population (Albreht 2009). If we exclude Slovenia from the analysis, the average value of
the group A OOP_%PRIV increases to 91.9%, and OOP_%CHE to 26.7%, and the
statistical significance of differences between groups also becomes more clear (p-value of
5.1% and 0.2%).

The increased financing of health expenditure by out-of-pocket payments can lead to
unequal financial impositions in society, because this method of financing creates the
greatest burden for people with lower incomes and poor health (Honekamp 2008). The
analysis of the structure of household expenditure (Table 3) has revealed no significant
differences between the two groups of countries. Households from group B spend more
on health care in the first and the last income quintile, while in the middle quintiles the
situation is reversed. These differences are not statistically significant (p-value in the
range of 40-90%).

37



Table 3 The share of health expenditure in total household consumption in income
quintiles [%o]

HE Q1 HE Q2 HE Q3 HE Q4 HE Q5

Group A 33.8 37.1 35.6 32.8 28.9
Group B 35.7 35.7 33.6 32.3 32.7
p-value 80% 83% 71% 91% 42%

Source: own calculation based on European Household Budget Survey round 2005.
During the next step we have analyzed the reported financial barriers in the access to
medical services in income quintiles (Table 4).

Table 4 Self-reported unmet needs of medical examination by income quintile, reason:
‘too expensive’ EXP(%)

Group A Q1 Q2 Q3 Q4 Q5 GroupB Q1L Q2 Q3 Q4 Q5
Bulgaria 18.3 8.5 44 3.1 1.1 Belgium 41 19 08 0.3 0.1
Czech 1.0 0.7 0.2 0.3 0.3 Denmark 0.3 0.2 0.1 0.0 0.0
Republic
Estonia 2.5 0.8 0.7 0.6 0.3 Germany 3.3 0.8 0.3 0.3 0.1
Croatia 5.0 2.8 1.3 0.7 0.2 Ireland 1.8 1.8 2.0 1.7 0.4
Latvia 26.1 19.0 13.7 8.8 4.4 Greece 10 81 59 3.6 3.3
Lithuania 1.6 0.8 1.1 0.8 0.1 Spain 0.7 04 04 0.3 0.1
Hungary 5.7 2.0 2.0 0.9 0.4 France 49 23 14 0.5 0.5
Poland 6.1 4.4 3.3 2.2 1.0 Italy 11 6.5 43 2.6 0.8
Romania 14.1 13.8 11.6 9.9 4.8 Cyprus 6.3 6.1 49 2.7 0.8
Slovenia 0.2 0.0 0.0 0.0 0.0 Luxembourg 14 00 0.2 0.3 0.0
Slovakia 2.0 0.7 0.4 0.4 0.3 Malta 1.8 1.0 04 0.9 0.2
Netherlands 0.2 0.3 0.0 0.1 0.0
Austria 0.9 0.1 01 0.1 0.1
Portugal 22 24 1.1 0.6 0.1
Finland 0.1 0.1 0.0 0.0 0.0
Sweden 1.1 04 04 0.2 0.0
p-value  9.9% 15% 15% 14% 17% :z.“'ted 0.0 0.1 0.1 0.1 0.0
ingdom
Mean 7.5 4.9 3.5 2.5 1.2 Mean 3.0 19 1.3 0.8 0.4
S. dev. 8.4 6.3 4.7 3.5 1.7 S.dev. 34 25 19 1.1 0.8

Source: Own calculation based on Eurostat health database

Despite the fact, that in group A the average percentage of the population reporting the
existence of barriers in the access to medical services is several times higher than in the
other countries, this difference - with the exception of individuals with the lowest income
(Q1) - cannot be regarded as statistically significant (p-value > 10%). When analyzing
the barriers in the access to dental services, the results between groups are even more
similar and the difference is not statistically significant either.

Contrary to our expectations, despite the significant differences in the use of out-of-
pocket payments, there are no statistically significant difference in the access to health
care. However, large absolute difference between the barriers in the countries from both
groups, in particular in the first income quintile, suggests that there may be a
relationship, which has not been demonstrated by examining the significance of
differences in mean values of indicators.

We have also calculated the Pearson coefficients for correlations between the variables
depicting the degree of use of private funds, especially out-of-pocket payments, in
financing health expenditure, and financial barriers in the access to medical services
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among low income earners (Table 5). There is a clear correlation between the financing
of health expenditure using out-of-pocket payments and barriers in the access to medical
services among the poor.

Table 5 The correlation between financial barriers in the access to medical services
in the first income quintile and selected indicators related to the financing of health
expenditure

PRIV_%CHE OOP_%CHE OOP_%PRIV

All countries 0.49** 0.56*** 0.34
Group A 0.61*** 0.71%%* 0.40%**
Group B 0.67%** 0.51%* -0.15

* p-value<10% **p-value<5% *** p-value<1%
Source: own calculation based on Eurostat health database.

Next, we have analyzed correlation between financial barriers and life expectancy. The
correlation was negative and moderate in group A and contrary to expectation positive
but smaller for group B (Table 6).

Table 6 The correlation between financial barriers in the access to medical services
in the income quintiles and life expectancy for women LE FO

Q1 Q2 Q3 Q4 Q5
All countries -0.50*** -0.46*** -0.46*** -0.49%** -0.43%**
Group A -0.66%*** -0.59%** -0.57*** -0.57%%* -0.52%%*
Group B 0.35*** 0.21** 0.17** 0.10 0.10

* p-value<10% **p-value<5% *** p-value<1%
Source: own calculation based on Eurostat health database.

The research has given almost the same results for men (LE M0), with weaker correlation
coefficient but also significant. Analyze of healthy life years give significant correlation
only for whole group but much weaker (-0.3 - -0.1).

Another considered variable is the infant mortality rate, an indicator, that measures the
level of health of the population and is often used to measure inequalities in the access
to medical services and the health status. Countries in group A are characterized by
higher infant mortality rate (5.15) than the rest (3.52) - the difference is statistically
significant (p-value 3.1%). A statistically significant correlation is also observed between
this indicator and financial barriers in the access to health care among the poor
(correlation 0.64, p-value 0.04 %). This ratio is also significantly associated with the
share of out-of-pocket payments in the current health expenditure in group A (correlation
0.55, p-value 10%).

4 Conclusions

Conducted studies confirmed, that post-communist countries have significantly lower
level of health and Ilife expectancy, whereas infant mortality ratio is higher.
Simultaneously, they are also characterized by higher financial barriers and share of out-
of-pocket payments, comparing to countries from group B. We have also proved that
there is connection between healthcare level in population and financial access barriers to
health service, what is particularly evident in the group A.

Countries that have undergone political transformation, should therefore continue
reducing barriers in access to health care, but perhaps another decades would pass
before the level of health in group A and B will reach a similar level. However, one
country from group A - Slovenia - has a chance to catch up developed countries earlier -
Slovenia is characterized by similar ratios of health as countries from group B and has
one of the lowest financial barriers in the total population of the countries A and B.
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Abstract: The purpose of the research is to identify the relationship between the size of
the hospital, measured by annual revenue or number of beds, and current liquidity ratio.
We've posed two research hypotheses, assuming, that financial liquidity should be lower
for smaller hospitals that for larger ones. We have also hypothesized, that for the largest
hospital this correlation should be negative. We've found, that there is a positive
correlation between annual revenue and current liquidity ratio up to certain level
(40.000.000 euro), then the correlation is negative. We couldn’t prove the relationship
between number of beds and current liquidity ratio. In the study we’ve use statistical
tools - Pearson’s correlation coefficient and T-Student’s test.

Keywords: financial liquidity, hospital, financial management
JEL codes: I10, I11, L31, G30

1 Introduction

In the health sector in Poland, strongly dominated by the public sector, the management
is still focused on the production of health services. Issues related to financial
management, including liquidity and solvency’s management, are considered secondary.
On the other hand, problems of liquidity or solvency’s decline are quite common in polish
hospitals. It seems to be, generally, tolerated by the hospital’s owners (usually public
entities), which support hospitals financially, preserving the inefficient structures.

Hospitals usually consitute the most important group of providers in the health care
sector, due to high costs of inpatient treatment. Hospital’s treatment in Poland consumes
a significant part of the financial resources - in 2014 about 27 billion PLN - 43% of the
National Health Fund budget (Narodowy Fundusz Zdrowia, 2013), which is the dominate
source of financing. At the same time, the hospitals’ debt in 2013 reached to 10 billion
zlotys (Ministerstwo Zdrowia, 2013), and almost daily, media reports the financial
problems of next medical institutions. That's shows the importance of research on
financial management in hospitals.

It is also important to note, that hospitals cannot be seen as any other company, and
profits can’t be seen as primary purpose of activity. Especially for public hospitals, the
objectives can’'t have only a monetary dimension (Nowicki, 2008, p.4), and its mission
must be focused on lifesaving decisions (Kachniarz, 2008, p. 92). This may affect the
financial economy of hospitals — that's way financial ratios, in practice, may differ from
those recommended for industrial firm (Chu et al., 1991). Notwithstanding, poor financial
situation translates into the overall activities - low profitability, liquidity problems, may
cause the disruption in supplies, including equipment and drugs. It also prevents the
financing of necessary investments, among other things, those, which improve the
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quality of services. That's way revenues must not only cover operating cost, but also but
also the development (Réj, Sobiech, 2006). In view of the foregoing, the need to
maintain financial balance forces a continuous analysis of the financial situation.

Literature indicates a number of concepts, including financial analysis, with a special
focus on specifics of the hospital’s activities. McKinney (2004, p.89-90) indicates the four
classical areas of financial analysis: profitability, giving an information about the ability of
creating the profit; activity, which allows to assess the efficiency of the management of
enterprises on the market, liquidity — connected with a capability of paying short-term
obligations and leverage, characterizing the degree of indebtedness of the company and
its ability to repay obligations. Another concept presents indicators that provide a
comprehensive picture of the financial situation of the hospital. The analysis focuses in
three areas: profitability, liquidity and solvency, defined as the ability to handle long-
term commitment (Gunther et al., 2001, p. 29). Penner (2013, p. 327), similarly,
indicates areas of the hospital’s financial health assessment. These are: profitability,
liquidity, debt management and assets management.

Notwithstanding the concept of the financial situation assessment, financial liquidity
seems to be a very important area. Liquidity ratios measure the company's ability to
repay short-term obligations and determine how quickly hospital can collect cash, to pay
off its short-term debts (McLean, 2002). Low level of liquidity often leads to bankruptcy,
even if the hospital is generally profitable (Penner, 2013). Low liquidity also enforce an
aggressive working capital management (Michalski, 2009), (Michalski, 2010), what, in
case of public hospitals, financed generally by one, big, public payer, can be difficult.

The most commonly used financial liquidity indicator is current (CR) ratio (Pink et al.,
2007), (McLean, 2002), (Briggs and Briggs, 2004, pp. 164-165), (Gunther et al., 2001).
Other liquidity indicator, recommended for the health sector providers, could be: quick
ratio, acid test ratio (Briggs and Briggs, 2004, pp. 164-165), days cash on hand (Gunther
et al., 2001), days in accounts receivable (Zelman et al., 2009, p. 138).

Generally, for enterprises, liquidity ratio is considered sufficient if it's in the range from
1.5 to 2.0 (Sierpinka, Jachna, 2007). CR value greater than 2.0 testifies to the real
hedge of current liabilities (Bednarski, 1994, p. 66). On the other hand, according to
Ostaszewski (1991, pp. 54-55), the value higher than 1.9 indicate an excessive freeze of
current assets. These values do not take into account, however, the characteristic of the
sector. A literature review has allowed to determine the recommended value of CR for
hospitals. Current liquidity ratio higher then 2.0, is in the light of literature study,
considered as good (the rule of thumb) (McLean, 2002), (Penner, 2013, p. 328).
Empirical research on the different groups of hospitals showed, that average of CR were
from the range from 1.1 to 2.48 (Penner, 2013),(Zelman et al., 2009, p. 138),(Gunther
et al., 2001), (Pink et al., 2007),(Herman, 2012),(Draffin and Tucker LLP, 2011).

Studies also proved the significant diversity of the current ratio between hospitals. Pink
et al. (2007) showed, that the group of small hospitals claimed the highest values of CR
at the level of 2.0, while community hospitals — 0.9, teaching hospitals - 0.7, comparing
to the average level for all hospitals at 1.1. In research carried out in Georgia (USA), the
average value of the current liquidity ratio equaled to 1.75 with diversity from 0.4 to 5.5
- at the same time the average CR value for hospitals in the United States was 2.25
(Draffin and Tucker LLP, 2011).

Therefore we have posed the question, how much the size of the hospital affects its
financial performance, in particular, liquidity indicators. Literature does not provide a
clear evidence in this area. Augurzky and Schmitz analyzed the financial performance of
1,000 hospitals and found that, on average, small hospitals (having less than 200 beds),
are more likely subject of financial problems than large institutions (Augurzky, Schmitz,
2010). Souza et al. (2012) found, basing on research of Brazilian hospitals that the most
proper number of beds, in terms of financial indicators, should be from 100 to 200.
Posnett (1999) showed that the optimal number of beds, in terms of financial stability,
should be between 200 and 400. Votapkova and St'astna (2013) in the study of the
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hospitals’ efficiency in the Czech Republic showed, that large hospitals are characterized
by significantly lower financial ratios. On the other hand, Weaver and Deolalikar (2004)
claimed, that number of beds or the volume of output is not correlated with higher level
of financial indicators.

The purpose of this paper is to study the relationship between the selected quantitative
characteristics of hospitals, especially in terms of the size of the hospital (number of
beds, the volume of revenues) and the static liquidity ratio. We'd decide to answer the
question, whether the size of the hospital has an impact on the level of financial
liquidity. We have formulated two research hypotheses:

H1: the size of the hospital, measured by number of beds or income, influences on the
level of current liquidity ratio;

H2: the correlation between the size of the hospital (measured by number of beds or
annual income) is positive up to certain (not known yet) level. Above this level, the
correlation is negative.

H1 hypothesis assumes, that the size of the hospital has an impact on the level of the
current liquidity ratio. The literature study, presented above, has shown, that the size of
the hospital has an impact on the financial situation, and therefore, also on liquidity
ratios. Predkiewicz (2010) proved, that the size of a company influences financial
indicators. We've expected the same relationship in case of hospitals. Basing on that,
we've supposed, that hospitals having more beds or higher revenue, should have higher
liquidity ratios value than smaller entities. This phenomenon could be associated with the
effect of economies of scale, which is related to more efficient use of equipment (e.g.
MRI, TK), and, partially, human resources (nurses, doctors).

Due to the existence of natural variation between hospitals, related to the type of
hospital or level of specialization, higher number of beds does not automatically means
higher revenue. Small hospitals providing short, well paid, surgical procedures, can
achieve relatively high income. Therefore, this hypothesis has been verified separately
for two measures of hospital’s size: the number of beds and the annual revenue.

Hypothesis H2 is a amplification of the hypothesis H1. We've assumed, that the
increase in revenue or the number of beds, up to a certain level, which should be
empirically estimated, increases financial liquidity. We’ have expected, that, if this level is
exceeded, further increase in the number of beds or revenue would decline the liquidity
ratio. We think, that this could be associated with an increase in the level of
specialization of the hospital. Highest level of specialization is related to the providing of
high-cost procedures, whose number is strictly limited by the payer agency (National
Health Fund). We've also supposed, that in the case of a very large hospitals, the
coordination costs could exceed the economies of scale, deteriorating financial ratios.

The analysis has been conducted for 128 polish hospitals in the years 2009-2011. We
have used traditional, static current liquidity indicator. In order to prove hypotheses
presented above, we've applied statistic methods, including Pearson’s correlation
coefficient and T-Student test.

The paper is a continuation of the previous research carried out by the authors. At earlier
stages we couldn’t fully confirm the hypothesis about the relationship between the size of
the hospital and the level of liquidity!. We have expected, that these study, thanks to a
larger sample, would allow us to verify this hypothesis.

2 Methodology and Data

In order to prove the hypotheses, we have created the database, consisting of financial
and organizational data from 128 polish hospitals. Hospitals were collected by hand to
ensure the homogeneity of the sample. Financial data (annual revenue) were obtained

'Result were presented during the conference “Enterprise and the Competitive Environment”, 6 - 7
March 2014
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from Amadeus Database and supplemented by information, concerning the number of
beds, coming from the Registry of Medical Entities (http://rpwdl.csioz.gov.pl/). Data
cover years 2009-2011 and the analyzes has been conducted separately for every year.
We have qualified to this study hospitals owned by the public body, regardless of the
legal form of the activity. Sample takes in both hospitals operating in the form of
independent public health care institution (SPZOZ) and commercial law’s companies
(limited liability company or joint-stock company), on condition, that equity is public.

To measure the level of liquidity, we've decide to use the current ratio (CR), described by
formula: current ratio (CR) = (current assets)/(current liabilities). As literature study has
shown, current liquidity ratio is the most commonly used measure of financial liquidity in
health care sector (Pink et.al., 2007), (McLean, 2002), (Briggs and Briggs, 2004, pp.
164-165), (Gunther et al., 2001).

In order to verify the hypotheses we have conducted the correlation analysis using
Pearson correlation coefficient. This is a measure used to test the linear relationship
between the measurable characteristics. In the paper we’ve used formula:

POICE IO
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The Pearson correlation coefficient indicates both the direction and strength of the

relationship. We have tested its significance, using the test of correlation’s significance,
assuming the following construction of research hypothesis:

HO: the correlation coefficient is insignificant statistically (null hypothesis);
H1: the correlation coefficient is statistically significant;

For which the test is statistic: ?, = — n—2 (2)
1-r

that, assuming the validity of HO has the T-Student distribution with n-2 degrees of
freedom.

In order to verify the hypotheses, we have split the research sample into 3 groups in
terms of annual revenue. We have distinguished small hospitals, with annual income
below the 63,000 thousands of PLN, medium, with revenues from 63,000-160,000
thousands of PLN and large hospitals, with revenues excessing the level of 160,000
thousands of PLN.

Based on the criterion of number of beds, hospitals have been divided into two groups -
small and large hospitals, assuming different boundaries for every analyzed years. In the
sample, in case of the number of beds, we have observed the outliers, that have
prevented the use of arithmetic mean, and, as a result, the Pearson correlation
coefficient. Observations from the beginning and end of the statistical series, that differ
clearly from all the rest, have been removed (up to 15% of the observations from the
beginning of the series and 1.5% from the end).

3 Results and Discussion

Preliminary analysis has showed, that the current liquidity ratio for the research sample,
has significantly lowered (33%) in the following years, and it was relevantly lower, than
values recommended in the literature (2.0). That indicates, that hospitals are potentially
at high risk of insolvency. The decline was accompanied by an increasing diversification,
shown by standard deviation (Table 1).
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Table 1 Descriptive statistics for current ratio, whole sample, years 2009-2011

Mean Minimum Maximum Standard deviation
2009 1.327 0.240 4.816 0.731
2010 1.186 0.177 4,793 0.854
2011 0.890 0.165 5.537 0.897

Source: own study

Hypothesis H1:

In order to prove the hypotheses concerning the relationship between the size of the
hospital (measured by annual revenue) and the current liquidity ratio, we have calculated
the linear correlation coefficient and tested the null hypothesis of correlation coefficient’s
insignificance. The rejection of a null hypothesis was a basis of adoption the hypothesis
concerning an existence of analyzed relationship.

During first stage, we have analyzed the relationship between financial liquidity and size
of hospital measured by annual revenue. On the significance level a <0.1 (in case of year
2009, a < 0.05) we have rejected the null hypothesis of insignificance of correlation
coefficients between hospital size measured by income and liquidity (Table 2). As a
result, we have adopted the hypothesis of existence of linear relationship between values
in every analyzed year. That has showed, that increase in revenue should improve the
current liquidity ratio, but the force of this relationship is rather of moderate strength.

Table2 Correlation coefficients between hospital size measured by annual revenue and
liquidity ratio, in years 2009-2011

Year CR

Ryy Pearson’s p
2009 0.1853 0.0274**
2010 0.1231 0.0930%*
2011 0.1380 0.0855*

* significance level a = 0.1, ** significance level a = 0.05 *** significance level a = 0.01.Source:
Source: own study

A similar procedure has been applied in the case of the relationship between the number
of beds and the current liquidity ratio (Table 3). We've found weak linear relationship,
statistically insignificant. That's way we couldn’t reject the null hypothesis of the lack of
significance of Pearson’s coefficient). In the light of that, the number of beds can’t be
consider as the determinant of financial liquidity.

Table 3 Correlation coefficients between hospital size measured by number of beds and
liquidity ratio, in years 2009-2011

Year CR

Ryy Pearson’s p
2009 -0.0253 0.3908
2010 -0.1280 0.0791**
2011 -0.0954 0.1541

* significance level a = 0.1, ** significance level a = 0.05 *** significance level a = 0.01. Source:
Source: own study

Hypothesis H2:

The second hypothesis is an amplification of first one. We have assumed, that with the
increase in the size of the hospital, initially, liquidity ratio grows. Above a certain,
empirically estimated, size, we have expected, that, along with a further increase in the
size of the hospital, the value of current liquidity ratio would decrease. Similarly to the
first hypothesis (H1), during the analysis of hypothesis H2, the size of the hospital has
been measured firstly in terms of revenue, and then - the number of beds.
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As a result, on the significance level a <0.05 we have rejected the null hypothesis of
insignificance of correlation coefficients between hospital size measured by annual
income and liquidity ratio, and we have adopted the hypothesis H2. (Table 4). However,
the relationships disclosed for year 2010 remain, partly, at odds with the results for other
years, what has shown the need of further research.

Table 4 Correlation coefficients between hospital size measured by revenue and liquidity
ratio in years 2009-2011, hospitals split into groups

Year Annual revenue CR
(thousands of PLN) Rxy Pearson’s p
63,000-125,000 0.2279 0.0387**
2009 125,000-160,000 0.3930 0.0107**
160,000-226,000 -0.4882 0.0453**
32,000-67,500 -0.1947 0.1558
2010 67,500-149,000 0.2110 0.0356**
149.000-205.000 -0.4330 0.0610%*
63,000-125,000 0.2016 0.0459**
2011 125,000-160,000 0.4434 0.0427**
160,000-226,000 -0.5148 0.0359**

* significance level a = 0.1, ** significance level a = 0.05 *** significance level a = 0.01.Source:
Source: own study

For this hypothesis (H2) not only the existence of the moderate correlation is important,
but above all, the direction of the relationship. The design of the hypothesis assumed,
that for smaller hospitals, increase in revenue results in higher values of current liquidity
ratio, and for the largest hospitals (the largest revenue) the revenue growth results in a
diminishment of CR values.

Such expected relationship we have observed in the test sample. For hospitals with
annual income less than 160,000 thousands of PLN, revenue growth is related to an
increase in the liquidity ratio. What is important, for larger hospitals in this group (with
revenue higher than 125,000 thousands of PLN), the strength of relationship is higher
(especially for year 2011) than in the case of smaller hospitals (Table 4).

For hospitals with annual revenue over 160,000 thousands of PLN, the correlation
coefficient changes the direction - the negative correlation coefficient occurs. Along with
an increase in revenue, financial liquidity decreases. In the light of above, we have,
therefore, assumed, that the boundary income level for analyzed sample is 160,000
thousands of PLN (Table 4).

Table 5 Correlation coefficients between hospital size measured by number of beds and
liquidity ratio in years 2009-2011, hospitals split into groups

Year Number of beds . CR
Rxy Pearson’s p
135-595 0.0565 0.3176
2009 595-1090 0.2422 0.0468*
2010 126-633 0.0225 0.4196
634-983 0.2937 0.0348*
2011 166-606 0.1547 0.0475**
607-1090 0.2520 0.1541*

* significance level a = 0.1, ** significance level a = 0.05 *** significance level a = 0.01.Source:
Source: own study

Analysis of the correlation between the size of the hospital, measured by the number of

beds hasn’t indicated statistically significant correlations between size and liquidity ratio
(CR). The correlation coefficients are weak and, generally insignificant (Table 5). Basing
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on the created database, we couldn’t select specific groups of hospitals (especially the
large ones), which has closed the door on verification of this part of H2 hypothesis.

4 Conclusions

Liquidity indicators for hospitals in Poland are significantly lower than levels
recommended in the literature, that's way the analysis of the factors affecting the
liquidity seems to be especially important for health care managers.

In this paper we have analyzed the relationship between the size of the hospital and the
level of financial liquidity. The size of the hospital should be, in the light of empirical
research presented in the literature, one of important factors affecting the financial
situation of the medical institution, including liquidity ratios. In this paper, we have
examined two aspects of the hospital’s size - the annual revenue and the number of
beds.

The results obtained has confirmed the existence of a linear relationship between the
income and liquidity — generally, the higher the hospital is, the better liquidity it has. As
particularly important achievement, we recognize the empirical estimation of the level of
revenue, above which financial liquidity starts to drop. This seems to confirm the initial
assumption, that for very large hospitals the cost of coordination may exceed the
economies of scale. In this research we have determined this level as about 160,000
thousand of PLN (about 38,000 thousands of EUR). This information is important for
policymakers, especially taking on consideration the increasing consolidation of hospital’s
sector in Poland.

Contrary to our expectations we haven'’t confirmed the relationship between the number
of beds and the level of liquidity. This may suggest that the use of the beds and, as
result, the revenue generated by one bed, might be more important factor of liquidity.

Obviously, the size of the hospital is not the only variable that may affects the level of
financial indicators, including indicators of liquidity. Such factors may be the type of
hospital (surgical or general), ownership (private or public), goals (not-for-profit, for-
profit) or the location of the hospital (e.g. rural of urban area), which haven’t been
analyzed in this study. This introduce certain limitation of the analysis and create the
field for further research.
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Abstract: Black-Scholes model (BS) and lattices are well-known methodologies applied
to option pricing, with their own specific features and properties. Briefly, lattices are
discrete in the inner computing process and stochastically based, while BS is represented
by a continuous functional form without single steps, but deterministic only. The strong
assumption of constant volatility and the inability of application in valuing “"American”
options represent major disadvantages of the BS model. Its main advantage is its
simplicity and ease of application. The use of Monte Carlo simulations constitutes an
alternative to this model. Its main advantages include a relatively easy procedure of
calculation and efficiency. Problems can arise when applied to the “American” option.
Likewise, this method does not belong among highly sophisticated ones due to the
requirements of prerequisites. If we were to consider a model that can work with the
“"American" option, i.e. an option that may be exercised at any time before maturity, then
calculation using the lattice approach is conceivable. In contrast, the disadvantage of this
method lies in the lack of ability to apply continuous consistency with price development
history as well as inability to work with a model that would require more underlying
assets. Finally, the two approaches, Black-Scholes model and the lattice approach,
considered for pricing options, derived their value from IBM stocks as an underlying
asset. On individual valuations, accuracy of these valuation models will be observed in
accordance with the real option price.

Keywords: option pricing, lattices, Black-Scholes model, volatility, Geometric Brownian
motion

JEL codes: G12, G13, G17

1 Introduction

Option pricing is dealt with by a large number of financial professionals. On one hand,
there is the interest of active traders; on the other, the options serve as a grateful topic
of academic debate. The breaking point came with the paper of Black and Scholes
(1973), which provides a tool to theoretical price estimation of the European option. In
their paper, (Black and Scholes, 1973) they provide instructions under the assumption of
arbitration mechanism to ensure long and short positions of market operator.

Specifically, the paper further focuses on valuation of American options. The first
guidance for pricing of American options was introduced by Rox, Ross and Rubistien
(1979). The advantages of their methodology were the ability to achieve a more accurate
result in comparison to BS, customized calculation and the effect of dividend payment.
The flexibility of the model led to the development of various modifications.

The lattice method was used for instance for two underlying assets (Liu and Zhao, 2013)
in the regime-switching model; here the efficiency of lattice approach is fully evident,
with the discrete lattice being approximated to the continuous-time regime-switching
diffusion process.

Muzzioli and Torricelli (2004) deal with European options (DAX index) in the multi-period
binominal model. Their approach is based on the assumption of risk-neutral valuation
approach and they combine the stock price and risk-neutral probabilities in weighted
intervals. Risk-neutral assumption is also used in this paper.

Aluigi et al. (2014) applied the Chapman-Kolmogorov lattice (CKL) method on a wide
range of derivatives. The paper confirmed a convergence of standard lattice method,
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revealed and compared CKL, binomial and trinomial lattices with respect to the number
of steps, for both American and European call options. All charts show the CKL method as
extremely efficient and able to price a wide range of derivative securities.

In this respect the sector of industry or services with the underlying asset of options is
also significant. Murphy and Oliveira (2013) study the impact of oil prices and stocks on
prices of call and put options. They analyze the interaction between the call and put
option contracts and consider how such instruments can be used by the government and
by refiners as well.

Leisen deals with testing errors in Binominal models for American put option (1998). The
convergence between BSM and lattice was investigated by Leisen (1999). Another
approach in option pricing is provided by Storkbridge (2008), who uses a multi-period
binominal model. An improved model based on nonlinear differential equation
generalizing the BMS with stochastic volatility was introduced by Amster (2002). Amster
et al uses also the adjusted BMS for transaction costs. An interesting benefit of option
theory is the testing of accuracy of pricing models during the financial crisis.

Bates provides a comprehensive overview of the development in empirical option pricing
in his paper (Bates, D. S., 2003). He emphasizes especially comparing and testing of
consistency of objective distribution and risk-neutral distribution and the methods of
determining volatility.

2 Methodology
Black-Scholes Model

The Black-Scholes formula is able to calculate the price of European put and call-option;
the value of a call option for a non-dividend paying stock is determined as:

C(S,t)= N(d,)S — N(d,)Ke """ (1)

d, = ﬁ[lr{%) + (r + %ZJ(T - r)} (2)
d, = ﬁ{ln(%) + {r - %ZJ(T - t)} (3)

The notation of individual symbols is as follows: N(-) represents the cumulative
distribution function of the standard normal distribution N~(0,1); T-t is the time to
maturity, S is the spot price of the underlying asset and K the strike price; r means risk-
free rate as annual rate, expressed in terms of continuous compounding and o is the
volatility of underlying asset returns (Black and Scholes, 1973).

Due to the processing of valuation only for call-options, there is no reason to derive
valuation model for a put-option.

Binomial Lattice Simulations

A lattice method can certainly be considered as a powerful way to value options that
allow early exercise before maturity. That represents a big advantage over MC
simulation. This method covers the valuation of both American and European style
derivatives. The simplest version is binomial lattice method.

Binomial tree or lattice uses the construction of different possible paths of a stock price
over time to price a derivative. Only two possible moves of the stock price, up or down
(intensities u and d) within the time period of length At are assumed.

One-step binomial tree fits the best on vanilla call option on non-dividend-paying stock
and with only two possible outcomes for the stock price over time interval At. Thus the
stock prices just in At are either Sypu or Spd, where Sy is an initial stock price, u>1 and d
< 1. The corresponding payoff of the call option while stock price moves up to Syu is
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denoted by C, = max(Spu - K,0) and a move down in the stock price means C, =
max(Syd - K,0), where K denotes a strike price (International Actuarial Association,
2010). Topological consequences of the issue can be seen in Figure 1 and Figure 2.

All the assets are assumed to earn a risk-free rate of interest under the risk-neutral
valuation, and the current stock price is assumed to equal the expected value of the
stock price discounted at the risk-free rate. According to these assumptions (binomial
tree world and risk-neutral) the approach to option valuation depends on probabilities of
up and down stock price movement that sets the discounted expected value of the stock
equal to the current stock price. The probability of an upward movement of the stock
price denotes p and risk-free rate r; stock price at time 0 (risk neutral world) is given by

Sy = e ™ [pS0u+(1_p)Sod] (4)
Solving that expression gives condition for p:

p _erm—_d (5)

u—d

And corresponding u and d given by

u:e”JE,d:u’1 (6)
where o is a volatility of the stock price. The payoff of the call-option (at time 0) is

C, =e[pC, +(1-p)C,] (7)

It logically follows multi-step binomial tree with large number of time steps. Then a stock
price at time mAt is given by

S, =Su"d"" ,m=0,1,..,n (8)
where u and d see above.

The call-option price is evaluated from the end of the tree (backward movement from
time T, where price is known). The whole tree process can be seen in Figure 1.

Figure 1 Call-option price with a non-dividend-paying stock price movement in the time
interval under a multi-step binomial lattice model
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If dividend paying stock is to be considered, it is necessary to establish the dividend yield
n as a percentage of the stock price, where the ex-dividend stock price at each time step
is

S, =S,0=-mu"d"" ,m=0,1,..,n (9)
The following figure shows a binomial tree of a stock paying dividend at a dividend yield

(International Actuarial Association, 2010).

Figure 2 Call option price with a dividend-paying stock price movement in the time
interval under a multi-step binomial lattice model
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In the paper the standard Black-Scholes model and the Cox, Ross and Rubinstein models
were used for the lattice calculation. That represents a simple discrete-time model for
valuing options that use binomial option pricing formula, see (Cox, Ross, Rubinstein,
1979).

Since risk neutrality had been assumed, the current price of options has been calculated
on estimated future cash flow.
3 Data

The interest rate of the U.S Treasury Bill ISIN-US912796CF47 issued on 10/17/2013 with
expiry on 10/16/2014 was used as a discount factor.

A rate of daily profit was applied for the calculation of a yield of market value to maturity
and for the daily rate a number of trading days were considered.

The research was built upon the options of IBM Corporation. It is a stable company
belonging to the Blue chips in the DJIA index and a stable dividend-paying company from
the perspective of stock development; the dividends are paid quarterly. The twelve-
month dividend vyield is 2,01 %. The analyzed options have a different time to maturity
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(64, 192, 217, 278, 530 days). The research was focused only on call options; all of
them are American options.

By the exploration of fundamental properties of the underlying asset, the estimation of
daily return has been made. The input data are the closing prices of the stock. Taking
into account the dynamic development of the return variance, the risk has been
calculated on the 50 days return period using the rollover methodology, i.e. for every day
the volatility has been recalculated from 50 observations.

In the calculation of lattice method 15 forward and backward steps were used. All the
input data were received from Bloomberg terminal.

4 Results and Findings

According to the obtained results, it is possible to conclude that in both cases of the
computation (BS and lattice) of the theoretical option price, the input parameters are
rather significant; especially the strong determination by the volatility and interest rate
of t - bills. The appropriate volatility (which is an important parameter of price option)
can be obtained from optimal return period of the underlying asset.

The following figures represent partial results of the research. They show all three price
developments (BS price estimation, lattice estimation and real option price) in time;
figure 3 illustrates this for strike price K = 190 USD and figure 4 for K = 200 USD.

Figure 3 190 Strike Price
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In general, based on the findings, it can be concluded that the theoretical price of option
provided by the lattice methodology is lower than the real option price. In contrast,
according to the Black-Scholes (BS) model, the theoretical price of the option is
overrated. Decreasing the number of days to maturity clearly showed the convergence of
all monitored options observed in all three prices (the actual option price, BS, lattice).
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Figure 4 200 Strike price
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5 Conclusions

The paper explored two most frequently applied methods of option pricing (BS, lattice).
We examined the explanatory power of both and compared the results with the real
market price of options. We chose the IBM Corporation as input data for the analysis. The
daily closing price of its stock was used as an underlying asset on which other call and
put options with diverse maturity and strike price are issued. The results of the analysis
confirmed that the BS-methodology, especially immediately after the issue of options,
gives overestimated prices. Contrary to that, the prices computed by lattice over the
given time period were underestimated. With the approaching date of maturity, however,
the theoretical prices given by both models converge to the real option price.

It would be useful to confirm our findings using a broader portfolio of similar financial
instruments. Furthermore, there are other possibilities of comparing the methodology
used with other models or modified models that use a simulation approach.
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Abstract: The goal of the paper is to investigate possibilities of utilizing multi factor APT
models in constructing portfolios of securities under circumstances of Czech capital
market. Authors are focusing on using several econometrical models like multifactor
regression, regression including lags of explaining variables, Cochran Orcutts procedure
with and without lags of explanatory variables, ARDL models and sequential F-tests for
identifying factors that are crucial for explaining development of Czech market
represented by index of Prague Stock Exchange. These factors are tested, evaluated and
consequently applied to explain the variability of selected shares listed on the PSE. These
models are created in three versions depending on different market indices. For these
analysis have been chosen indices DAX, DJSTXE and WIX. Using sensitivities of
companies’ shares on the selected factors, their betas are investigated. Multifactor model
is transformed into one factor CAPM model. Weights of shares in optimal portfolio are
calculated using cut-off method. However Czech market is not old enough to perfectly
perform such analysis, many helpful findings can be found in this paper, which may lead
to better understanding of behavior of prices in PSE. Validity of models is confirmed by
rather accurate predictions of portfolio value development.
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1 Introduction

Optimal portfolio creation is one of the crucial disciplines in the world of financial
investments. Certainly, generating as big profit as possible is the leading motivation of
every investor. However, avoiding diversifiable risk is even more important for each
subject operating on the financial market.

Leaving aside investment activities based on an access to insider information,
diversification is crucial for the creation of an efficient portfolio. A combination of risk
assets such as stocks or basket of stocks and risk-free asset can be an example of a
simple form of diversification. These are the basis of the well-known capital asset pricing
model. The efficiency of an investment from the perspective of the undertaken risk is
determined by the selection of suitable assets and their weights in the portfolio. The
investor s decision may also be influenced by market conditions and regulations -
typically sell short. An investor can choose assets for his portfolio by simple comparison
of market prices of a stock with its fair value. He can also track the mutual linear or non-
linear relation between assets. Alternatively he can examine factors which determine the
price of an asset. In the case of the simple CAPM it will be the market development
represented by its index. For a more precise analysis of an asset more factors should be
included. Most commonly macro-economic factors, the price of commodities, geopolitical
situation. One of the most commonly used multifactor model is APT model.

The efficiency of APT and CAPM in Scandinavian Stock Exchange was examined by
Ostermark (1989). Empirical testing nonrisk-based sources in the CAPM provided
MaxKinlay (1995). He concluded that multifactor models cannot sufficiently explain
deviations in CAPM. Fletcher and Hillier examined the explanatory power of the
conditional CAPM in the situation when an investor decision is restricted (2002). They
concluded that restrictions play a crucial role in investment decision making. The results
of the conditional models gave significantly better results in the situation without any
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restrictions. Kim proved that conditional information can improve the results of empirical
testing in comparison to classical consumption CAPM (2012). His model is significantly
better than the Fama-French model. Lozano and Rubio compared the estimations of beta
conducted by OLS and GLS with stochastic discount factor (2010).

The authors in this paper are focusing on the optimization of portfolio of shares listed on
the main market Prague Stock Exchange. They have chosen not to follow the basic
Markowitz methodology, but to implement combination of Capital Asset Pricing Model and
Arbitrage pricing theory model (Ross 1976). Based on these methods they have identified
optimal weights of portfolio.

2 Methodology and Data

Analysis were implemented on the time series of the index of Prague Stock Exchange PX
and Polish and German stock exchange indices, macroeconomic data of Czech economy
such as GDP, industrial production, inflation, unemployment, exchange rates with
American dollar and euro, interest rates and money supply of Czech central bank, data
from balance of payments and prices of some commodities, that are widely used in Czech
industry especially by the companies that were supposed to be listed in the potential
portfolio (King 1966). For the further calculations authors were operating with quarterly
differences in all examined variables from the beginning of year 1997 until beginning of
year 2011. Differences were used to avoid problems with unstationarity and
autocorrelation. Unstationarity was proven by unit root test and autocorrelation by Dicky-
Fuler test (Carter et al., 2011). The authors were considering only selected companies for
the optimal portfolio. Some were excluded, because they had been traded on regulated
market only for the short time, so there was lack of observations for proper analysis.

Methodology was based mainly on the principles of Capital Asset Pricing Model as it was
introduced by Sharpe with influence of Arbitrage pricing theory (1963). The First step
was to identify main factors that have significant influence on Czech market. Over 15
variables and their lags up to delay of one year were used for analysis (Fletcher and
Hillier,2002). Authors used several econometrical methods for identification of the most
appropriate ones. Firstly Ordinary Least Square model were created, then its variation
with reduced amount of variables (only main macroeconomic factors were allowed). Then
length of the lags was reduced. All these variation were taken into account because only
a limited number of observations were available. This was done to avoid biasness and
spurious regression caused by such a vast amount of variables. To deal with present
autocorrelation Cochrane-Orcutts procedure was used (Greene 2007). This procedure
requires larger number of observation compering to OLS, so authors omitted all the lags
in this case. Cochrane-Orcutt procedure was used for another model, which used at least
first lags. Last model was the ARDL model of second level using Box-Jenkinson’s
methodology. Heteroscedasticity was tested by White and Breusch-Pagan test (Heij
2004). In all cases occurred problems heteroscedasticity, which were solved by using
robust errors. Based on these calculations variables with higher significance were chosen.
Also variables like impact of political situation were excluded, because their coefficients
were too low (however their p-values were low) comparing to other variables. Certainly,
possible absolute changes of variables were taken into account in these cases. To verify
choice of variables authors performed sequential F-tests (MacKinlay 1995). Firstly simple
regression was calculated for every variable and each lag. Then they were ordered by the
value of coefficient of determination and sequentially added into the model, until the
marginal increase in the coefficient of determination was not noticeable or until the null
hypothesis of F-test was denied. These tests were done in three versions because there
were three factors with highest impact on coefficient of determination, but also with
strong multicolinearity. Their combination in single model would have no meaning. These
three factors were indices of DAX (german market index), WIX (polish market index) and
DISTXE (Dow Jones index of European market). All indices were strongly correlated
which proves significant relationship among the European markets. F-tests confirmed
choice of variables made by previous econometric models. After comparing results of
both methods authors chose most significant variables, which had relevant impact on
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development of index of Prague stock exchange. Chosen factors were: past changes of
indices DIJSTXE and WIX, exchange course of American dollar and Czech crown,
exchange course of Euro and Czech crown, prices of Oil on world markets, financial
account of Czech balance of payments, inflation measured by Consumer Prices Index,
victory of left wing or right wing parties in the election to the lower house of Czech
parliament and index of riskiness of Czech bank sector; and the present changes of
factors: indices of European, German and Polish market, exchange rate of dollar and
Czech crown, prices of silver, coal and oil, level of industrial production, interest rates of
Czech National Bank, amount of public debt and Gross Domestic Product of Czech
economy.

Next step was to implement all selected variables into the multifactor model, which would
explain returns of chosen shares listed in the SPAD. As was mentioned before, only
shares with sufficient history of trading were analyzed, because quarter data have been
used for calculations and large number of explaining variables could have brought
spurious results. After all adjustments 11 shares were considered as suitable for optimal
factor portfolio. For creating portfolio using cut-off method based on CAPM multifactor
model had to be transformed into one factor model to identify market beta. In
mathematical notation multifactor APT model can be determined through covariance
between security and market portfolio as a sum of covariances of selected factors with
development of market portfolio, which was in that case index of Czech stock market PX
multiplied with coefficient of sensitivity of the share on the factor plus residual error:

cov(r,,r, )=[cov(F,r, )-b, |+ [cov(F,, 7, )-b,]+...+[cov(F J+cov(e,r,) (1)

i*'m

n’ m) bin

Beta coefficient is calculated as:

O-m
This can be calculated by dividing previous formula with variance of market portfolio
g leovin) b)) oot )b, fovfn )], eovle,) )
Gm Gm Gm Gm
where
covie,r
(2 ) (4)
Ou

would not have impact on the value of final beta and can be asymptotically considered as
0.

Rest of the fractions in the formula represent beta of the factors:

lcov(F r )b J

]’m

= ﬂF] (5)

GM
Hence, beta coefficient of security which represents its relationship between development

of its return and return of the market is calculated as linear product of beta coefficients
of analyzed factors and sensitivities calculated by the multifactor APT model.

:Bi :ZIBF/ 'bg'j (6)
j=1

Ordinary least square model was used for identifying sensitivities of chosen factors and
lags. There can be observed sensitivities of shares to the change of factors in Table 1. In
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the last column are noted betas of all factors and in the bottom line can be found betas
for each security.

With identified betas for each security, it can be approached to the last step of
calculations, where the weights of optimal portfolio are set. One - index CAPM model can
be used, because all the influences had been cumulated into one factor - market
development represented by Index PX. For optimizing weights of portfolio first have to be
decided which shares are the most desirable for investor (Elton, 1973). Potential of share
being included in the portfolio is measured by ratio of risk premium and beta of share. All
the shares are ranked by the ratio mentioned before decreasingly. Then cut-off rate is
set to identify to select last share that is included in the portfolio. Ratio of risk premium
of the share to beta of the share is compared with C;, which can be obtained from the
formula:

o2 (Z_rf)ﬂj
c o % (7)

Where o2 is market risk and is ¢% non-systematic risk of security. All shares with greater
risk premium to beta ratio to C; are included in portfolio in long position. Cut-off rate C*
is the last C; whose security has greater risk premium to beta ratio than its C;. Weights of
shares in optimal portfolio are determined are set like:

X, = —— i (8)

where

z,.=’33'[r"_rf—c*j (9)

el

This is of course only for the cases when short sale is forbidden. In case it is allowed cut
of rate is the C; of the last security i.e. security with the lowest risk premium to beta ratio
(Elton and Gruber, 2011).

3 Results and Discussion

While analyzing variables that are crucial for explaining development of changes on
Czech stock market authors found out that most of the basic macroeconomic factors like
GDP, inflation, level of public debt, unemployment rate, interest rates and accounts of
balance of payments can significantly participate in the creation of exact model. Prices of
many commodities were significant as well. Surprisingly gold had to be excluded from all
models because it caused biasness in the most estimation. That happened mostly due to
its multicolinearity and autocorrelation. Hence, it was replaced by silver and coal, which
seemed more suitable for the model creation process. A bit uncertain was influence of
the election results. It had hardly any significance for the market as whole, but in further
analysis of the company shares themselves, authors came to conclusion that the effect of
election is present at some of them. Especially large companies in strategic industries like
CEZ could be influenced by the change in political situation. Nevertheless, this hypothesis
was not confirmed, but other companies like Philipe Morris and Unipetrol were affected,
which was probably caused by fear and hopes of changes in consumption tax. As there
are two banks and one insurance group in the market portfolio index of riskiness of
Czech bank sector played an important role not only for these three companies but
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nearly for every one of them including index PX. Authors chose four indices to the
models; German market index DAX, index of Warsaw stock exchange WIX, index of
Budapest stock exchange BUX and Dow Jones index for European market DJSTXE. These
indices are strongly correlated and they were causing problems with multicolinearity in
the models. BUX was classified as non-significant in every model. Other ones were
accepted, especially DAX and WIX but could not be used together. This phenomenon was
most visible in sequential F-tests. DAX was chosen, because model, which included this
variable, had the greatest explanatory power (measured by adjusted coefficient of
determination and information criteria).

Considering values and directions of coefficients, most of them had sign as would be
theoretically assumed. However, inflation, which mostly do not have any major effect on
return of shares, have significant effect in many models. That might be caused by the
fact that unexpected changes in inflation rate could negatively affect earnings of
companies and consequently alter preferences of potential investors. Interest rates of
central bank have direct impact on the interest rates of commercial banks. Other type of
companies is affected indirectly through the loan policy of commercial banks that could
delay new investments of companies. Public debt changes can motivate investors in
positive way if they believe that larger debt will enhance future growth or in negative
way if they believe that the whole country are getting in debt trap. Money supply
stimulates business activity of banks and trading intentions towards their shares. All
these factors have reasonable explanation to be part of the sources that are causing
variability of index PX.

Sequential F-test confirmed most of the variables selected by econometrical models. In
addition they strongly empowered position of commodity prices. The only difference with
the previous models was mostly in the length of lags. Main improvement was that these
tests strictly excluded current account of balance of payments as important factor. In
fact, it was causing strong biasness in all F-tests. This left only financial account of
balance of payments in the models. This variable is great measure of desire of foreign
investors to invest in Czech market and Czech investors to prefer foreign markets. All the
tests were based on three different indices (DAX, WIX, DIJSTXE) as the leading factor
with the highest coefficient of determination in the simple regression model and strong
multicolinearity among each other.

Models for shares themselves kept the selection of the variables. The authors wanted to
avoid using more market indices in one model. Therefore, for each index and each share
a unique model was created. In this case models were created for indices DAX, DJSTXE
and WIX was replaced by PX which seemed to be more suitable. After comparing results
for each index, DAX was chosen as its models had the best outcomes. Model for returns
of middle European media company CETV had coefficient of determination around
95,21% with all significant variables. Strongest positive influence had rate of inflation,
which absolutely verifies economic theory that television is the cheaper alternative of
entertainment during periods of growing inflation. On the other hand changes of inflation
were rather small during observed periods; therefore coefficient could only reflect
compensation of that fact. Ceské energetické zavody were influenced by the changes of
American dollar. Their model was one of the weakest with coefficient of determination
41.39%. Variability in change of returns of share of Erste Bank Group was explained by
significant variables by 76.67%. Again the key factors were inflation and exchange
course of American dollar and Czech crown. Interesting is the negative effect of GDP
growth. Model of Komercni banka was weak with only 33.88% explanatory power.
Surprisingly interest rates had no effect on this share. Again main influence was caused
by American dollar. Coal miners NWR were explained by 79.05%. Changes of coal prices
had no effect on this share. This result has probably the weakest significance, because it
is listed in SPAD only for a short time, so that it offered only small number of
observation, which might have led to inaccurate results. Shares of developer ORCO were
positively influenced by growth of GDP and indebtedness. Economic growth can enhance
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demand for real-estates and growth of debt goes hand in hand with profits for
developers. Inflation had delayed negative effect. Model had very satisfying coefficient
determination 92.14%. Returns of shares of Pegas NONWOVENS were completely
immune to market movement. On the other hand not so immune to changes of inflation
rate and exchange rates of dollar and euro. Coefficient of determination was 99.77%.
Most expensive share in SPAD was explained only by 32.55%. Probably including
different variables (in this case especially tobacco prices) would help to explain changes
in movements of Philip Morris. Telefonica 02 had coefficient of determination 54.18%.
This share was positively influenced by the market movements and negatively by growth
of GDP and inflation. Despite many variables were significant in the model for Unipetrol,
its coefficient of determination was only 57.22%. As before, major influence on this share
had factors like inflation, exchange courses and GDP growth. Oil prices would be
appropriate in models for this company shares. Oil prices had no explanatory power for
other shares except of Pegas. Most of significant factors had negative influence on return
of shares of Vienna Insurance Group. Especially strong position was observed with Euro
and growth of GDP. Explanatory power of this model was 96.99%.

Table 1 Sensitivities of Shares on selected factors and their betas

VIG Uni TELE PM PEGAS ORCO NWR KB Erste CEZ CETV Betas

constant 0.32 0.00 0.00 o0.07 0.07 -0.31 -1.02 -0.02 -0.14 0.05 0.03
HDP -2.97 2.03 -1.00 0.00 -1.03 0.00 0.00 0.00 -3.27 0.00 0.00 -0.03
HDP(-1) 0.00 2.23 -0.71 0.00 0.00 4.45 0.00 0.00 0.00 0.00 6.08 0.01
CPI 0.00 0.00 0.00 0.00 13.62 0.00 -12.79 0.00 0.00 0.00 15.78 -0.01
CPI(-1) 0.00 0.00 -4.73 0.00 6.99 0.00 0.00 0.00 5.93 0.00 0.00 -0.02
CPI(-2) 0.00 -6.78 0.00 0.00 2.38 -17.28 0.00 0.00 0.00 0.00 5.00 -0.03
USD/CZK 0.00 -3.88 0.00 0.00 -2.07 -1.95 -14.18 -3.51 -2.01 -3.29 0.00 -0.07

USD/CZK(-1) 0.00 3.71 0.00 2.48 9.47 0.00 -43.81 2.82 3.14 3.03 4.12 0.03
Usb/CzZK(-2) 0.00 0.00 0.00 0.00 -1.49 0.00 31.00 0.00 0.00 0.00 0.00 o0.03
EUR/CZK 0.00 1.01 0.40 -0.95 0.68 0.00 0.00 0.00 1.14 0.00 -1.59 -0.06
EUR/CZK(-1) -2.59 -1.28 -0.37 0.00 -3.56 0.00 0.00 -1.08 -2.58 -1.50 -4.70 -0.10
Public debt 191 0.00 1.26 0.00 0.00 4.36 19.74 0.00 1.73 0.00 0.00 0.09

P“";'_cl')’ebt 0.00 0.00 -0.47 0.00 0.00 3.05 0.00 1.52 0.00 0.00 -3.81 0.05
Victory of 0.00 0.00 0.00 -0.19 0.00 0.00 0.00 0.00 0.17 0.00 0.39 -0.20
right wing
"'Ct‘;’,‘i’n‘: left 100 0.66 -0.14 0.00 0.00 0.00 0.00 0.0 0.00 0.0 0.00 -0.15
R'S'I;'a"neks; °of 500 0.00 000 000 -1.22 0.0 11.90 0.00 1.33 0.00 3.00 -0.04
Riskiness of
banks(-1) 1.46 1.41 0.00 0.00 1.24 0.00 -11.68 0.00 0.00 0.00 2.02 0.00
silver 0.00 0.00 0.00 0.00 0.31 0.00 0.00 0.00 0.00 0.00 0.00 0.34
silver(-1) 0.00 -0.42 0.00 0.00 0.00 0.84 0.00 0.00 0.60 -0.30 0.00 0.17
Coal 0.00 0.00 0.00 -1.69 -5.50 0.00 46.96 -1.27 -1.73 0.00 -2.49 -0.03
DAX 091 045 0.31 0.00 0.00 0.89 0.00 0.00 1.41 0.38 2.72 0.59
DAX(-1) -1.06 0.54 0.00 0.00 0.00 0.00 0.00 0.40 0.00 0.46 0.00 0.09
Betas of 0.96 0.73 0.44 0.21 0.71 1.87 1.37 0.58 1.41 0.67 1.77
shares

Source: Authors' calculations
Portfolios were created with respect to the matrix of sensitivities and coeficients for

market betas for the particular shares (shown in Table 1). In that step interest rates of
Czech central bank had to be omitted, because this factor was overvaluing betas. This
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factor was significant only in 3 out of 11 shares. This had hardly any effect on the
weights of shares in portfolio with permitted short sale. In case of forbidden short sale it
reflects only on the shares of VIG, which was not included in portfolio anyway. Based on
the calculated betas can be assumed that shares of CETV, Erste Bank Group, NWR and
ORCO are aggressive comparing to market. Rest is defensive, except of VIG which could
be considered as market following share with beta 0.9587. The optimal portfolio with
forbidden short sale had following weights: 45,21% for CEZ, 21,15% for KB, 17,85% for
PM, 0,14% for Telefénica 02 and 15,65% for Unipetrol. All the shares from the pool of
selected titles with positive average returns were placed in the optimal portfolio. Largest
part was invested into CEZ which has the most stable performance. Weight of Telefdnica
02 is rather small and can be theoretically ignored, if investment is realized in small
amounts. Expected return of portfolio for quarter period is 5.2% and risk 24.94%. Risk
seems to be high, but is still lower comparing to risk of single shares. Beta of portfolio is
0.58, which means that portfolio is defensive. In Figure 1 is shown development of
portfolio in next quarter (DAX1), development of portfolio with allowed short sale (DAX3)
and index PX for comparison.

Figure 1 Development of portfolios and index PX in 1% quarter of 2012

115000
110000
105000
100000

95000 P

DAx1
SO

— AN
85000

20000

F5000
23,12 12.1 1.2 21.2 12.2 1.4

Source: Authors' processing

4 Conclusions

In this paper authors focused on the creation of a portfolio of stocks traded on the PSE.
We examined data from 1997 - 2011. Due to lack of historical data, only 11 stocks were
convenient for the intended portfolio. Quarterly data were analyzed. For the reason of
stationarity we used differences of selected time series. For all econometric models it was
necessary to test the data for autocorrelation, heteroscedasticity and multicolinearity.
The significance of explanatory power for asset price development of all factors was
statistically tested. Statistically insignificant factors were excluded. Afterwards, we set
down the weights of assets for an optimal portfolio in the case of ban short sell. The
resulting portfolio was represented by five companies. The estimated beta of portfolio
was 0,58 which is defensive in comparison to the market. The expected return of the
portfolio was 5,2% and the risk was 24,94%. Given the limitations of the time series
some inaccuracies in the models may occur.

We investigated the multi-factor models to create an optimal stock portfolio. Authors
used data from the PSE for the econometric models. In order to determine the beta of
the market, the multifactor model was transformed into a single-factor model. Fifteen
explanatory variables including delays of up to one year were used. On the basis of
sequential F-test the most price-setting factors were chosen. In line with this approach
we used a cut-off methodology to ascertain the optimal weight of selected stocks. The
created portfolio was modeled assuming sell short ban. The factor portfolio is a very
suitable tool for identifying the price-setting factors of selected stocks. Subsequently,
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through these factors the relationship between securities can be determined, which is
crucial for risk diversification.
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Abstract: The goal of the paper is to investigate into technical efficiency exhibited by
Slovak commercial banks and its changes over the period from 2000 to 2012. Under the
premise of the intermediation approach to evaluating technical efficiency in banking and
by dint of the decomposition based the Malmquist index, both efficiency changes and
productivity changes are analysed and commented in order to draw conclusions relevant
for managerial purposes and to macro-regulation of commercial banks.
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1 Introduction

In the span of the years 2000 - 2012, three sub-periods in the development of the
Slovak banking sector may be singled out on economic and analytical grounds (cf. Boda
and Zimkova, 2014). In the first sub-period, from 2000 to 2003, the process of
privatization was typical of the Slovak banking sector; in the second sub-period, from
2004 to 2008, the Slovak Republic entered the European union and commercial banks
were pressed to make their active and passive operations of higher quality and
implement principles of corporate governance; and, finally, in the third sub-period
following the entry of the Slovak Republic to the monetary union, from 2009 - 2012, the
financial crisis emerged and was of impact, which strengthen in consequence resilience of
the Slovak banking sector. This periodization is recognized and respected in the paper
and gives an impetus for investigations of efficiency changes that must have inevitably
taken place in the development of the Slovak banking sector. This task is approached
from the standpoint of Malmquist index analysis.

The Malmquist index is a standard tool that is employed in productivity analysis to
evaluate efficiency changes of two sorts over time. It may be used in a parametric
framework, yet most often is its employment tied with the non-parametric approach of
data envelopment analysis, which is also the stance adopted in the paper. By its very
definition, the Malgmuist index measures these two sorts of efficiency changes, viz.
technological change and technical efficiency changes, which comes from the deliberation
that over time the production possibility set changes (i.e. it notionally shifts upwards or
downwards) and/or movements in the position of individual production units. Introduced
for each production unit

e a technological change represents a shift of the production possibility frontier or,
synonymously, the technology frontier (as an effect of innovations and
technological enhancements) in the vicinity of the respective production unit, and

64



e a technical efficiency changes signifies an alteration (improvement or deterioration)
of the relative performance of the respective production unit over time.

Speaking formally and clearly, it is the ambition of the paper to investigate the changes
of technical efficiency in the Slovak banking sector and decompose them into those that
are attributable to technological shifts and those that stem from boosts or decreases in
efficiency performance for the period from 2000 to 2012. To this end, the intermediation
approach to banking efficiency is adopted and this decomposition is based on the
Malmquist index methodology. One need be aware that the intermediation approach
provides needful guidance for theoretical considerations concerning the production
process that runs in commercial banking. Under this concept of banking production,
commercial banks transform total deposits to total loans acting thus as financial
intermediaries.

Save the introductory and concluding sections, the body of the paper is organized into 3
other sections. The next section gives an overview of the literature and is complemented
by a methodological section. The fourth section reports the results and includes their
interpretation.

2 An Overview of the Literature

There have been several studies on the topic and the exposition of this section is
restricted only those centred upon European banking. Prior studies (e.g. Casu et al,
2004, Angelidis et al., 2005, Repkova, 2012, Guarda and Rouabah, 2009) devoted to
application of the Malmquist index in the sphere of the European banking industry usually
utilized the CCR and BCC models of data envelopment analysis (abbreviated commonly
as DEA). Still, their results concerning the efficiency of the banking sector in Europe are
heterogeneous. The study undertook by Casu et al. (2004) aimed at measuring the
dynamics of productivity in the five largest countries of Europe in the epoch of economic
integration over the years 1994 - 2000 and finding the sources of their productivity. For
some countries, their findings suggest that the main source of productivity increase was
technological change (i.e. frontier shift upward), but for other countries, their conclusions
are mixed and point to a fluctuating role of both technological change and technical
efficiency change in productivity increase. The only study that acknowledged an increase
in productivity due to technical efficiency change was the one conducted by Gurada and
Rouabah (2009) for the banking sector of Luxembourg over the years 1994 - 2007. They
found that most of the productivity growth followed from technical efficiency change
rather than from technological change. Another study by Primorac and Troskot (2005)
focused on productivity investigations of the Croatian banking sector over the
liberalization years 2000 - 2003 and confirmed productivity decline and technological
retrogression. The other two studies inquired into the efficiency changes present in the
Czech banking sector. Angelidis et al. (2005) examined how the liberalization of the
financial environment had influenced the productivity in the Czech banking sector in the
course of the years 1996 - 2002, and they found that the cause of productivity
stagnation was technological decline. Eventually, Repkovd (2012) followed upon this
research and found that for the years 2001 - 2010 the identified productivity decrease
had been caused by a technological shift of the production frontier downward.

To the best knowledge of the authors, this paper is the only empirical (and theoretical)
inquiry into the productivity of the Slovak banking sector and its changes through the
optics of Malmquist index analysis.

3 Methodology

In order to determine the technical efficiency changes of organizational units of the
Slovak banking sector under the intermediation approach, a Malmquist index analysis
based on the non-radial SBM model was conducted for ten organizational units of the
Slovak banking sector using the panel data for the period from 2000 to 2012. This data
span is chosen with utmost care in regard to currency for the needs of this analysis and
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in reference to another study by the authors (Boda and Zimkova, 2014). Though the
paper arises in reference to the previous research of the authors, it is an original
continuation and not an update. The methodological procedure stands on several
characteristic points or assumptions that underlie and shape the line of research and they
may be summarized into three points:

e the assumption of the production frontier time invariance during three identified
phases of the Slovak banking sector development,

e the selection of organizational units of the Slovak banking sector and the
selection of a particular set of inputs and outputs,

e the employment of non-radial SBM-based Malmquist index analysis.

These points are addressed and explained in brief in the following text.

First and foremost, it is assumed that the production function is time invariant during the
three identified phases of the Slovak banking sector development (2000 - 2003, 2004 -
2008, 2009 - 2012). It frequently happens that production function changes over time.
However, in some consecutive periods production function due to inertia of the economic
environment may remain invariant in regard to a time shift. This view is applied in the
paper and it is believed that there are some phases in the evolution of the Slovak
banking sector during which its production function remained intact and shiftless. In the
previous research the authors (Boda and Zimkova, 2014) classified and justified three
such phases, or sub-periods, valid for the Slovak banking sector: 2000 - 2003, 2004 -
2008, 2009 - 2011. The current study extends the third phase into another year and
treats the third period as stretching from 2009 to 2012. It is clear that adding 2012 to
the third phase is a legitimate step since the economic crisis was fading away through
the entire year of 2012.

The dataset comprises the data on 10 organizational units (commercial banks) operating
in the Slovak Republic and it covers the great majority of Slovak banking structures (as
the total of included banks exceeds 90 percent of the Slovak banking assets). The
organizational units considered in the paper are listed in Table 1. In order to assure
consistency of the analysis, building societies and special financial institutions are subject
to exclusion. The source of the data is TREND Holding, s.r.o., Bratislava. The data used in
the empirical analysis are the annual data disclosed by the ten organizational units of the
Slovak banking sector during the period 2000 - 2012. During the period some of the
organizational units underwent a merger or a takeover, it was therefore necessary to
operate with aggregated values for the banks which changed its legal and economic
status. The data on this banks are aggregated as a total and only the new organizational
unit (through a merger or an acquisition) is considered.

Table 1 Organizational units of the Slovak banking sector subjected to the analysis

Organizational unit
Ceskoslovenska obchodna banka, a. s. (in 2009 merged with Istrobanka, a. s.)
Prima banka Slovensko, a. s. (before 2011: Dexia banka Slovensko, a. s.)
Privatbanka, a.s. (before 2005 Banka Slovakia, a. s.)

OTP Banka Slovensko, a. s. Postova banka, a.s.
Slovenska sporiteliia, a. s. Tatra banka, a.s.

VOLKSBANK Slovensko, a. s. (since 2013 Sberbank Slovensko, a. s.)

VSeobecna Uverova banka, a. s.
UniCredit Bank Slovakia, a. s. (a 2007 merger of UniBanka, a. s. & HVB Bank Slovakia, a. s.)
Source: the authors

Two inputs and one output are recognized in the study. The inputs are fixed assets per
employee (in thousand euro per employee) and total deposits per employee (in thousand
euro per employee) and the output is represented by total loans plus securities per
employee (again in thousand euro per employee). The aggregate of total loans and
securities serves as a proxy for earning assets. The act of dividing three production
variables, viz. fixed assets, total deposits and total loans plus securities, by the average
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number of employees in full time equivalents makes allowance for an additional
production variable, which is labour force. This transformation is effected in the attempt
to reduce the number of production variables entering the study. All the production
variables used in this study are reported in compliance with International Accounting
Standards / International Financial Reporting Standards (IAS/IFRS). Usage of the data
from different years necessitated their deflation for a proper analysis. Individual data are
deflated to the prices of 2000 by the GDP deflator provided by Eurostat.

Investigations of technical efficiency changes between the three sub-periods (the first
sub-period --> the second sub-period, the second sub-period --> the third sub-period,
and eventually the first sub-period --> the third sub-period) were somewhat restricted by
the fact that invariance of production technology in individual sub-periods is assumed. In
order to cope with this restriction, average values of the two inputs and of the output are
taken to represent organizational units in each sub-period. The panel for the analysis is
thus represented by three averages across the sub-periods calculated for the ten
organizational units of the Slovak banking sector, representing thus a total of
3 x 10 = 30 observations.

Two quantities are set-up for each production unit in the Malmquist index: an index that
measures technological change (contracted here for convenience as TECH), and an index
that quantifies technical efficiency change (denoted here for simplicity as TCH). Since the
Malmquist index is defined as a multiplication of these two indices, MI = TECH x TCH, in
consequence of which for each production unit a different value is obtained, this fact is
indicated in the right subscript appended to individual symbols later on.

In this paper, the assumption of variable returns to scale (abbreviated as VRTS) is
accepted as general and non-restrictive (as it, of course includes a specific case of
constant returns to scale) and combined with a non-oriented SBM model that is
employed in estimating the non-radial Malmquist index. This effort is accomplished with
the intention measuring and decomposing the technical efficiency changes present in the
Slovak banking sector between the three periods earmarked and defended in the study.
Note that it is common practice to use the rudimentary CCR or BCC model for the
purpose of measuring technical efficiency. This study thus goes farther and is a natural
prolongation of the previous work done by the authors (Boda and Zimkova, 2014). In the
following, the methodology in its generality is exposited.

In the technical presentation of a DEA scheme for the Malmquist index methodology, two
time instances must be distinguished s and ¢ (with s<¢) and they are denoted generally
by a common time index . It is assumed that the data on » production units are available
for each time instance re {s,t}, whereas any production unit o, o € {1, ..., n}, produces
s desirable outputs out of m inputs. The observed activities of production unit o at any
time ¢ are represented by the m-dimensional input vector x,”= (x,", ..., x,,")’ @and by the s-
dimensional output vector y,” =(.15 ..., Vo). The elements of both vectors are positive. An
observed activity is frequently understood as an ordered pair (x,y), in which the first
element is an input vector and the second element is an associated output vectors. All
the observed activities at any time r are cast into a set P* and defined in the following
way as P := {(x/, y1), .... (x5, ¥,)}. Individual inputs and outputs have corresponding vectors
of potential slacks s, = (s, ..., S om)’ @Nd s, = (s",1, ..., s7)", Which state how individual inputs
and outputs must be improved in order that production unit o become efficient (whereas
vector of inputs x, need be reduced by s, and vector of outputs y, heed be increased by
s’,). Nota bene, it will not be necessary to distinguish time indices in the case of slacks,
and therein is the reason that a time index is not displayed. These slacks are to be
identified within the DEA and serve as an exclusive basis of efficiency calculation for
respective production unit o.

Of central importance is the production possibility set (hereinafter shortened as PPS) for
technical efficiencies of production units are evaluated in respect to the frontier induced
by this PPS and the shift of this frontier about individual production units is carefully
quantified. In DEA applications (as well as in applications of other sorts), it is rigorously
assumed that the PPS satisfies certain regularity conditions (that are in detail
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summarized e. g. by Debreu (1959, pp. 37-42)). In DEA, the PPS is estimated from the
observed set of activities as a set of convex linear combinations of observed inputs and
observed outputs given that inputs produced in such a manner are not “better” than
those actually observed and generated outputs are not “better” than those really
observed. (Observe that convexity is induced by the assumption of VRTS for the
production process in Slovak banking.) The verbal statement of the DEA-like PPS
estimation is clarified by the exact definition that ensues. Having observed the set of
activities P’ at time r, the PPS in the DEA fashion is denoted PPS(P) and is constructed as

PPS(P") = { (Xy) e R xR x> xS, 0<y <> My DM, =1, A0 } (1)

The symbol >“ denotes at a vector that respective elements of this vector are non-
negative and at least one element is non-zero.

Consider the following task of mathematical programming of the non-oriented SBM
model under the assumption of VRTS which is solved separately for each production unit
0,0 € {l1,..,n}, and in which r and ¢’ are two time indices (such that z, 7' € {s, 1}):

_ i=n '
s =x, - X 20,

I N S A - ’
p,((x,7 .y, )7)=—" 2 =!min  withrespectto s" =y, —> "{My, >0,

B 1 j=s o+ v h,s".s
1+ SZ_/:ISU.//yQi

> =1 a0

The restrictions of the optimization task construct the PPS with respect to the set of
activities P” observed at time 7/, and the optimization task then evaluated the technical
efficiency of the activity (x,,,y,) under the constructed PPS(P"). In this process, the
information on technical efficiency is encoded in the value of a non-radial measure of
efficiency p. The coefficient p taking values at interval [0, 1] and it is the SBM score of
technical efficiency (in this case of production unit o whose task (2) is subject to
optimization). If for some production unit p =1 happens to be the case, this production
unit is called SBM-efficient, which means that it is technically efficient in the sample of »
production units to be evaluated.

(2)

However, complications arise with such an interpretation due to the fact that two time
indices r and ¢’ are distinguished (whilst z, 7' € {s,¢}) and task (2) encompasses in point of
fact four non-linear programs. If t=1¢'=s or =1'=¢, then the mathematical program in (2)
leads to a conventional evaluation of technical efficiency and its result is a standard SBM
score. In such a case, the technical efficiency of each production unit is evaluated with
respect the PPS of the same period are within-period SBM technical efficiency scores are
obtained. On the other hand, if t=s, t'=¢ or t=1¢ t'=s, then the technical efficiency of each
production unit is evaluated with respect the PPS of a different period, which produces
intertemporal technical efficiency scores. A caveat must be placed here because
intertemporal technical efficiency scores may easily have values greater than unity. This,
of course, indicates a shift in the production frontier between periods.

Skipping the justification that technical efficiency scores produced by (2) can be thought
of as estimates of the distance functions, one may define the Malmquist index step by
step in the following way. The technical efficiency change TECH, of production unit o from
time s to time ¢ (retaining, of course, that s <) is measured by the efficiency ratio

P, ((x,y,)1)
2, ((x,.y,)s)’ (3)

and the technological change TCH, of production unit o over this period is quantified by
the index

TECH, =
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TCHO = Po ((X(}S’y(}s)’s) X Po <(X0t’yut)’s> .
ACERTpACEY .

Efficiency ratio (3) measures how relative technical efficiency of production unit o
improved (if greater than 1) or worsened (if lesser than 1) from time s to time . The
expression in (4) is constructed as a geometric mean of two efficiency ratios. The first of
them measures the local shift of the technological frontier in the vicinity of production
unit o for its activity observed in time s and the second factor does this for the activity of
production unit o observed in time . The product of these two indices is called the
Malmquist index and it may be shown by a simple re-arrangement that

P ((xy,)5) P, ((x,y,)1)
2, ((x,5y,)8) 2, ((xy,0t)" ()

in other words, that it is a mere geometric mean of two efficiency rations: the one being
the efficiency change measured with respect to PPS(P’) and the other the efficiency
change measured with respect to PPS(P). The MI is usually interpreted in terms of
productivity. The case when the MI takes value greater than 1 is interpreted as a
productivity increase, which contrasts with the situation when the MI has value lower
than 1 and which suggest a fall in productivity.

TECH,-TCH, = MI, = \/

The version of the Malmquist index entertained here is called the adjacent Malmquist
index, which should act as a contrast to the base period Malmquist index (cf. Asmild et
al., 2004). Yet, the authors opine that this form of emphasis and distinction is not
necessary here as it is this version of the Malmquist index that is most frequent in
analyses (see e.g. Angelidis et al., 2005; Casu et al., 2004, Cooper et al., 2007, pp. 328-
344).

In the paper, the role of production units is undertook by the considered organizational
units in the Slovak banking sector in the three phases of its development. The quantities
now are thus m =2 (the number of inputs), s=1 (the number of outputs), and »=10 (the
number of organizational units). In the paper, there are three sub-periods recognized in
the development of the Slovak banking sector. The Malmquist index analysis was
therefore conducted to map changes from the first sub-period to the second one, from
the second sub-period to the third one, and, lastly, over the entire period from the first
sub-period to the third sub-period.

4 Results

All computations were performed by means of the commercial application DEA-Solver
Professional version 11 distributed by SAITECH, Inc., and some figures were obtained by
sub-sequent processing of the results in the program Microsoft ® Excel 2013. The results
are displayed compactly in Table 2. The former table shows the results of the analysis
and the decomposition of the Malmquist index (MI) into the technical efficiency change
(TECH) and the technological change (TCH) for each of the 10 organizational units of the
Slovak banking sector.

The Malmquist index over the entire investigated period 2000 - 2012 showed an increase
of productivity in the Slovak banking sector on average 6.4 % and this increase was
chiefly triggered by a positive upward shift of the production frontier of average 16.5 %,
whereas the technical efficiency of organizational units decreased on average by 9.3 %.
The rise of productivity was not straightforward as productivity fluctuated between the
sub-periods. Between the first phase (the period of privatization and economic
standardization of 2000 - 2003) and the second phase (the period of corporate
governance implementation and introduction of a wide spectrum of new financial services
in 2004 - 2008) the productivity of Slovak banking fell on average by 16.4 % and it rose
up to the third phase (the epoch of banking consolidation and resilience against the
financial crisis in 2009 - 2012) by 23.60 % on average.
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The decrease of productivity of banking intermediation in the second phase of standard
banking business adoption (relative to the first phase of privatization) was pre-
dominantly caused by a decrease of technical efficiency of individual banks on average by
16.0 %, which points to incompetence of managerial decisions in banking production
process of the majority of the analysed Slovak banks. The most substantial fall of
technical efficiency status was recorded by UniCredit Bank Slovakia, a. s., VOLKSBANK
Slovensko, a. s., Prima banka Slovensko, a. s. Note that between the first and the
second phase, also a positive upward shift of the production frontier by about 6.6 % on
average was found (and exhibited by 7 out of the 10 analysed banks). This is reflected
by the fact that privatized banks implemented new innovations and gained technological
progress through foreign parent companies, though the managerial decision-making in
this period did not give rise to technical efficiency of inefficient banks in comparison to
technically efficient banks.

Table 2 Results of the Malmquist index analysis between the sub-periods

Sub-periods evaluated FIRST PHASE SECOND PHASE FIRST PHASE
=-=-> SECOND PHASE —=> THIRD PHASE ==> THIRD PHASE
Bank TECH TCH MI TECH TCH MI TECH TCH MI
Ceskoslovenska obchodna banka, a.s. 1.3498 1.3137 1.7731 0.6553 0.9830 0.6442 0.8845 1.2279 1.0861
OTP Banka Slovensko, a.s. 0.9240 0.4918 0.4544 1.0019 0.5620 0.5630 0.9258 0.5549 0.5137
Postova banka, a.s. 1.6890 0.6491 1.0963 0.3971 1.8833 0.7478 0.6706 1.5608 1.0467
Prima banka Slovensko, a.s. 0.4835 1.1027 0.5332 0.9279 1.0640 0.9872 0.4487 1.2158 0.5455
Privatbanka, a.s. 1.0355 0.9878 1.0228 2.9702 1.7623 5.2343 3.0755 1.2825 3.9442
VOLKSBANK Slovensko, a.s. 0.4709 1.3459 0.6337 1.0134 0.5145 0.5214 0.4772 1.0892 0.5197
Slovenska sporitel'fia, a.s. 0.6041 1.1246 0.6793 1.0627 0.8309 0.8830 0.6420 1.2040 0.7729
Tatra banka, a.s. 1.0333 1.0937 1.1302 0.9390 0.9986 0.9378 0.9704 1.1097 1.0768
UniCredit Bank Slovakia, a.s. 0.1922 1.2549 0.2412 1.4109 0.6968 0.9831 0.2712 1.2818 0.3476
Vs$eobecna averova banka, a.s. 0.6142 1.2984 0.7975 1.1482 0.7490 0.8600 0.7052 1.1201 0.7899
Summary indicator

Average value 0.8396 1.0662 0.8362 1.1526 1.0044 1.2362 0.9071 1.1647 1.0643
Max 1.6890 1.3459 1.7731 2.9702 1.8833 5.2343 3.0755 1.5608 3.9442
Min 0.1922 0.4918 0.2412 0.3971 0.5145 0.5214 0.2712 0.5549 0.3476
Standard deviation 0.4537 0.2876 0.4378 0.6940 0.4686 1.4150 0.7939 0.2528 1.0455

Source: the authors

On the contrary, the rapid increase of productivity in the third phase of banking
consolidation in defiance to the financial crisis (2009 - 2012) as compared to the second
phase was for the most part incurred by an increase in technical efficiency of banks by as
much as 15.3 % on average. In the meantime, the production frontier remained almost
in the identical position as in the previous phase because only a slight (0.4 %)
improvement of technological status was established. To this positive change a total of
six out of the 10 analysed banks made their contribution.

During the entire analysed period of 12 years, the most dynamic rise of productivity was
manifested by Privatbanka, a. s., which displayed a positive change of productivity in
both inter-periods. Whilst in the first inter-period (from the first phase to the second
one), the increase of productivity was influenced by an increase of technical efficiency
whose benefits were intermediated by austerity measures of its management in the area
of fixed assets, in the second inter-period (and in the second phase to the third one), this
bank markedly had the production frontier in its vicinity shifted upwards by means of
innovations of its intermediation technology.

5 Conclusions

This paper represents a case study, in which organizational units of the Slovak banking
sector over the years 2000 - 2012 are evaluated in terms of technical efficiency changes
that they underwent in their operations from the standpoint of the intermediation
approach. In the evaluation, a Malmquist index analysis was utilized based on the non-
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radial non-oriented SBM model through which technical efficiency scores were calculated
which approximated distance functions originally used in the definition of the Malmquist
index. The analysis was conducted under the assumption of variable returns to scale and
under the belief that the production frontier remains constant in three identified sub-
periods. The original contribution of the paper rests in directing the focus of academic
research to investigating efficiency changes for the Slovak banking sector by means of
the Malmquist index methodology and in using the non-radial SBM model to such an end.

The study included in the paper has proven that over the entire investigated period of 13
years the productivity in the Slovak banking sector improved and this increase can be
quantified as 6.4. % on average. This positive development is exclusively attributable to
implementation of new innovations and was accompanied by an overall decrease of
technical efficiency. The first factor is most important to regulatory bodies as it informs of
production technology shifts in financial intermediation and gives promises of a higher
quality of banking intermediation. The National Bank of Slovakia is free to expect a
smother functioning of the financial intermediation carried out by the Slovak banking
sector in a near future. The second factor is relevant from a managerial aspect and
instructs the executive boards of individual commercial banks how they might interpret
their managerial skills and changes in the positions of relative technical efficiency.
Additionally, it also places some banks with a worse development of productivity (as
measured by the Malmquist index itself) in the spotlight of the National Bank of Slovakia
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Abstract: We investigate the factors influencing returns of European oil and gas
companies. Our dataset consist of 60 European oil and gas firms: 39 representing
developed Western European countries and 21 from Central and Eastern Europe. We run
regressions for the following market equilibrium models: standard CAPM, Fama-French
three-factor model, Carhart four-factor model and Pastor-Stambaugh five-factor model
using different variables as a market proxy, furthermore we extend all the models with
the oil price as well. We also distinct different situations regarding the movement of
general market prices, and oil price as well to examine regime dependency of the applied
model. Our results show that including oil price factor increase the explanatory power of
all the models, although we can detect significant differences for companies from
developed and emerging Europe. It is an interesting finding that even models using an
emerging European index as a market proxy result higher determination coefficient for
companies from developed countries than for emerging ones. We find that by involving
firm size, book-to-market ratio, momentum and liquidity factors the explanatory power
of the model is gradually increasing both for western and eastern European companies.
The increasing and decreasing market dummies are proved to be insignificant for most of
the companies regardless of their region contrary to the oil price regimes which proved to
be significant in most of the cases. The explanatory power of the models include oil price
dummy is increased.

Keywords: asset pricing, oil price, time varying beta
JEL codes: G12, G15

1 Introduction

We examine the factors influencing the pricing of European oil and gas companies. We
divide our dataset of 60 European oil and gas companies into two sub-categories:
Western and Eastern European countries, the former group consists of 39, while the
latter of 21 companies. We incorporate the regional distinction in order to detect
differences in the price developments of companies from the two regions. We test
different equilibrium models such as standard CAPM, Fama-French (1996) 3 factor
model, Carhart (1997) four-factor model and Pastor-Stambaugh (2003) five-factor model
to capture the significant parameters influencing the oil and gas companies pricing by
applying different variables as a market proxy; furthermore we extend all the models
with the oil price.

Oil price is an important factor influencing economic activity as Hamilton (1983) and
Mork (1989) show oil price shocks are the reason behind most US recessions. Jones et al.
(2004) provide a detailed review of literature about developments in theoretical and
empirical understanding of the macroeconomic consequences of oil price shocks.

The results of papers focusing on the relationship between oil prices and stock market
returns strongly depend on the countries, industries and even periods examined. Chen,
Roll and Ross (1986) find no overall effect of oil prices on asset pricing, Huang et al.
(1996) also find that oil futures returns are not correlated with stock market returns,
except for oil companies. Basher and Sadorsky (2006) conclude that oil price risk impact
stock price returns in emerging markets. Aloui et al. (2013) also show positive, however
varying among countries, dependence between oil price changes and returns of Central
and Eastern European stock market indices. Asteriou and Bashmakova (2013) estimate
negative and statistically significant coefficient for oil price risk for Central and Eastern
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European stock market indices, adding that the reaction of the stock returns to oil price
changes is more significant when oil prices are low. On the contrary Nandha and
Hammoudeh (2007) find that stock returns in the Asia-Pacific markets show no
sensitivity to oil price. Fang and You (2014) detect mixed effects of oil price changes on
the stock returns of China, India and Russia.

Several articles examine the effects of oil price changes on sector level. For example Faff
and Brailsford (1999) find that Australian, Sadorsky (2001) or Boyer and Filion (2007)
that Canadian, El Sharif et al (2005) that British while Arouri and Nguyen (2010) that
European oil and gas industry has significant sensitivity to the oil price. Nandha and Faff
(2008) find that oil price rises had a negative impact on equity returns for all of the
examined 35 global sectors except mining, and oil and gas industries. Ramos and Veiga
(2011) also show that oil price has a positive impact on global oil and gas industry
returns, however they document that oil price risk is a more important factor in
developed country industries than in emerging markets. Nandha and Brooks (2009) also
document substantial differences in the role of oil price changes in determining transport
sector returns between developed and emerging countries. Moya-Martinez et al. (2014)
demonstrate limited but varying exposure of stock returns to oil price changes across
different Spanish industries.

On the firm level Oberndorfer (2009) shows that oil price changes positively related to
returns of oil and gas stock returns in the Eurozone. Mohanty et al. (2010) find no
significant relation between oil prices and returns of Central and Eastern European oil and
gas companies. Narayan and Sharma (2011) not only find positive relation between oil
price changes and returns of NYSE-listed energy and transportation companies but they
report adverse effects for stock returns of companies representing other sectors.

2 Data and Methodology

Our dataset includes monthly returns of 60 European (39 from developed and 21 from
emerging European countries) oil and gas companies for the period January 2002 -
December 2012. After similar difficulties of data collection as described by Toéth and
Jonas (2014) we choose Reuters Datastream as the main source of data. The companies
are those constituents of the Europe-Datastream Oil and Gas index that have data for the
whole investigated period. As oil price factor we use the monthly returns of Brent Crude
oil, expressed in U.S dollar/barrel. We use two different market proxies in our models:
the MSCI European Emerging Market Index (source: Thomson Reuters Datastream) and
the market factor for (developed) European companies of Center for Research in
Securities Prices from Kenneth R. French’s website. This latter webpage is the source of
the (developed) European Fama-French factors (1996) and the Carhart (1997)
momentum factors. Pastor-Stambaugh (2003) liquidity factors are downloaded from the
website of The University of Chicago Booth School of Business.

First we run regressions for the following market equilibrium models: standard CAPM,
Fama-French three-factor model, Carhart four-factor model and Pastor-Stambaugh five-
factor model using the standard parameters (for European companies), than we add the
oil price factor as well. In the equilibrium models as a market factor we use both the
CRSP European market factor (including developed Western European countries) and the
MSCI European Emerging Market index. Table 1 presents the average adjusted
determination coefficients (R?) for the whole dataset and the Western and Eastern
European sub-sets as well.

Our results (in Table 1) show that incorporating the oil price factor into the equilibrium
models the average R? increases in all cases. Based on the average adjusted R2-s we can
also state that increasing the number of factors in the model increases the explanatory
power. Comparing the explanatory powers of the equilibrium models using different
market proxies the models applying the emerging European market index have higher
explanatory power not only for the Eastern European companies, but for the Western
European companies as well. This latter result seems a bit surprising at a first glance as
it shows that in the case of these Western European oil and gas companies an
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equilibrium model using an Eastern European market index seems to be superior to a
Western European index in explaining their returns.

Table 1 Average adjusted R*-s of different equilibrium models

1-factor +oil 3-factor +oil 4-factor  +oil 5-factor +oil
Eastern Eur 0.111 0.164 0.155 0.185 0.158 0.188 0.166 0.197
Western Eur 0.210 0.268 0.303 0.328 0.304 0.330 0.314 0.339
all companies 0.175 0.232 0.251 0.278 0.253 0.280 0.263 0.290
market proxy: Developed EU

1-factor +oil 3-factor +oil 4-factor +oil 5-factor +oil
Eastern Eur 0.229 0.246 0.244 0.256 0.247 0.259 0.255 0.267
Western Eur 0.309 0.317 0.341 0.344 0.349 0.353 0.363 0.367

all companies 0.281 0.292 0.307 0.313 0.313 0.320 0.325 0.332
market proxy: Emerging EU
Notes: this table presents the average adjusted R? values of the estimations for the whole sample
and the regional breakdown of the oil and gas companies.

Table 1 also shows that the average explaining power of the five-factor model extended
with the oil price is higher for the whole sample and both for Western and Eastern
European companies when using the emerging European index instead of the CRSP
developed Europe market proxy. We present the detailed company-level results of the
extended five factor model only using the emerging European index as a market proxy
and only refer to some of the results of the model using the CRSP developed European
market factor, however the detailed results of the latter model are available upon
request.

3 Results

Turning to the results of individual companies by the five-factor model extended with the
oil price (Table 2 and Table 3) we can measure significant excess returns only for 2 (at
5% significance) out of the 21 Eastern European companies and 2 (at 10% significance)
out of the 39 Western European companies using both the CRSP developed Europe and
the emerging European index as a market proxy.

The market factor is significant for all the 38 Western European companies with no
respect of the market proxy used (however in case of CRSP developed Europe proxy it is
significant in 35 cases at 1% and in 3 cases at 5%, while using the emerging European
index there are 37 cases at 1% significance and 1 at 10%). For Eastern European
companies the CRSP developed Europe and the emerging European market factors are
significant in 9, 3, 3 and 13, 0, 2 cases at 1%, 5% and 10% significance respectively.

Oil price is a significant factor for more companies when using the CRSP developed
European market factor than in the case of using the emerging European index: for
Western European companies oil price is significant for 27 companies (11, 11 and 5 at
1%, 5% and 10% respectively) when using the model with the CRSP market proxy, for
the model using the emerging European index the number of companies when oil is a
significant factor is only 9 (2, 6 and 1 at 1%, 5% and 10% respectively). For the Eastern
European companies oil price is significant in the model using CRSP developed Europe
factor in 12 cases (7, 3, and 2 at 1%, 5% and 10% respectively) and in 7 cases (4, 1
and 2 at 1%, 5% and 10% respectively) when applying the emerging European index.

Our results show that market capitalization is not a significant factor for most of the
Eastern European companies when we use emerging European index as a market proxy
(not significant in 16 cases and significant at 1% in 3 cases and at 5% in 2 cases);
however, the results of the model using the CRSP developed European index the SMB
factor is significant for 14 Eastern European companies (6, 3 and 5 at 1%, 5% and 10%
respectively). In the case of Western European companies the SMB factor is significant
for 23 companies (13, 6 and 4 at 1%, 5% and 10% respectively) in the model using the
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emerging market proxy while for 30 companies (24 at 1% and 6 at 5%) in the model
using the CRSP developed European index.

Table 2 Five-factor model extended with the oil price factor using emerging European
index as a market proxy for Western European companies

Company Country Alpha market SMB HML WML LIQ oil Adj.R?
Total France 0.003 0.437™ -0.318 0.082 -0.021 0.311™" -0.016 0.472
BP UK -0.003 0.305™" -0.453 0.518™" 0.013 0.300"" 0.103 0.312
RD.Shell UK 0.004 0.399™" -0.468™  -0.303 0.037 0.337™ 0.000 0.422
ENI Italy 0.004 0.401™"" -0.080 0.328 0.036 0.313" -0.002 0.399
Bg.group UK 0.005 0.536™"" 0.330 -0.138 0.023 0.221™  0.032 0.489
Repsol Spain -0.001 0.366™"" -0.220 0.851™" -0.137 0.109 0.101 0.361
Tullow UK 0.009 0.675™" 0.301 -0.037 0.202 -0.128 0.199™ 0.414
Technip France 0.005 0.781™"" 0.612™  -0.377 -0.387™  0.115 0.065 0.557
Saipem Italy 0.009 0.603™" 0.282 0.165 -0.310™  0.318™" 0.164™ 0.572
Amec UK 0.006 0.549™"" 1.260™  -0.206 -0.369™  0.160 -0.085 0.391
Subsea.7 Norway -0.001 0.582""" 2,590  0.075 -0.374 0.536""  0.190 0.366
Fugro Netherl. 0.006 0.598™"" 0.763™ 0.215 -0.224 0.307™ 0.111 0.554
Vestas Denmark  -0.017 0.583™"" 1.920™"  0.482 -0.956 " -0.077 0.140 0.299
Cairn UK 0.008 0.638"" 0.732 0.101 -0.111 0.099 0.060 0.323
Comp Gen. France 0.000 0.756™" 1.317™  0.801™ -0.214 0.480"" 0.015 0.526
Premier.oil UK 0.006 0.556™" 0.574 0.775"  -0.197 -0.092 0.124 0.408
Sbm.offsh  Netherl. -0.006 0.552™" 0.841™ 0.461 -0.141 0.324™  0.035 0.341
Dragon.oil  Ireland 0.015 0.533™"" 1.444™  -0.164 -0.498™  0.052 0.277™" 0.298
Hellenic Greece -0.001 0.490™" 0.070 0.408 -0.055 0.086 0.044 0.300
Soco.int UK 0.013 0.351™" -0.124 0.247 -0.206 -0.003 0.084 0.122
Dno.int Norway 0.015 0.637™"" 0.504 0.252 -0.075 0.440™  0.098 0.272
Fred.olsen  Norway 0.018 0.754™"" 1.175™  -1.046"" -0.614"" 0.221 0.025 0.347
Petroleum  Norway -0.011 0.981""" 3.461™" -1.357 -0.693 0.317 0.177 0.219
Tgs.nopec  Norway 0.010 0.516™" 2.478™  -0.001 -0.315 0.547™ 0.056 0.442
Total.g France 0.008 0.359™" 0.752™ 0.134 0.126 -0.040 0.209™" 0.297
Hunting UK 0.009 0.634™"" -0.117 -0.059 -0.524™ -0.014 0.146 0.356
Erg Italy 0.004 0.196™" 0.351 1.150™" -0.182 0.364™" 0.112 0.236
Maurel France 0.013 0.387™" 0.588 1.235™  -0.307 0.065 0.161 0.333
Prosafe Norway 0.009 0.780""" 0.741™  -0.824™ -0.167 0.305"  0.048 0.511
Abengoa Spain -0.006 0.602™"" 1.464™"  1.057™  -0.149 0.126 -0.051 0.372
Bonheur Norway 0.012 0.562""" 1.959™"  -0.456 -0.563™"  0.148 0.115 0.441
Cape UK 0.009 0.619™" 2.856""  1.133 -1.608™" -0.177 0.493™" 0.392
Esso France -0.001 0.331™ 0.949™  0.507™ -0.343™ 0.159 0.158™" 0.451
Farstad Norway 0.012™" 0.233™" 1.173™  -0.086 -0.610™"  0.093 0.221™  0.364
Ganger.rolf Norway 0.012 0.517™" 1.723™  -0.119 -0.401™  0.229™  0.066 0.418
Porvair UK -0.007 0.038 2.410™  -0.281 -0.073 0.068 0.280"" 0.214
Aminex Ireland -0.024 0.544™"" 1.791™  -0.073 -0.226 0.036 0.252 0.145
Fluxys Belgium 0.012™" 0.243™ 0.534™ 0.443 0.005 -0.152 -0.028 0.133
oMV Austria 0.002 0.488""" 0.188 0.458 -0.019 0.134 0.301"" 0.462

Notes: This table shows the results of the extended five-factor model, using emerging European
index as a market for Western European oil and gas companies for the full sample period of
January 2002 and December 2012. *, ** *** denote significance levels of 10%, 5% and 1%
respectively.

There are no differences between the two models using different market proxies in the
case of the book-to-market, momentum and liquidity factors. HML is significant for 4
Eastern European and 10 Western European companies in the model using the emerging
European, while the number of significant cases is 2 and 8 using the CRSP developed
European factor. Momentum is a significant factor 3 Eastern European and 12 Western
European companies in the former and for 4 and 6 companies in the latter model. The
number of significant cases for liquidity factor are 4 Eastern European and 15 Western
European companies in the former and 6 and 15 companies in the latter case.
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Table 3 Five-factor model extended with the oil price factor using emerging European
index as a market proxy for Eastern European companies

Company Country alpha market SMB HML WML LIQ oil Adj.R?
Omv.petrol  Turkey -0.008 0.603™ 1.680"" 0.132 -0.697"  0.088 0.071 0.326
Tupras Turkey 0.012 0.982™" -0.141 -0.268 -0.446™" 0.043 -0.166 0.442
Dogan. Turkey -0.002 0.858"  0.480 0.344 -0.395 0.438" -0.176 0.341
Mol Hungary -0.002 0.739™  0.166 1.218™  0.009 0.122 0.012 0.519
Unipetrol Czech R.  0.002 0.567"  0.589 0.850™  0.103 -0.220 0.030 0.286
Lukoil Russia 0.003 0.920"  0.360 -0.089 -0.120 -0.001 0.083 0.671
Surgutneft.  Russia 0.002 0.697"" -0.540 0.131 0.059 0.365  -0.071 0.257
Oil.terminal  Romania -0.006 0.520"" 1.430™ 0.969 -0.097 -0.242 0.463™" 0.299
Surgut.pref  Russia 0.005 0.635"" 0.355 0.287 -0.017 0.248 0.029 0.272
Rompetrol Romania  0.006 0.737™  0.936 0.826 0.189 -0.179 -0.055 0.221
Gazprom.neft Russia 0.004 1.153™  0.297 -0.656 0.120 0.069 0.150 0.502
Plk.orlen Poland -0.001 0.726™" -0.155 0.912™  -0.066 -0.055 0.015 0.487
Slovnaft Slovakia  0.004 0.012 0.111 0.808™  0.229 -0.061 0.207™ 0.030
Petrol Slovenia  0.024 0.075 2.893™" 1.283 -0.361 -0.263 -0.051 0.070
Petrol Bulgaria  0.001 0.089 0.000 0.449 0.272 -0.172 0.247™" 0.088
Turcas.petrol Turkey 0.002 0.304 1.563™  0.046 0.063 -0.529™  0.322™ 0.113
Omv.petrom Romania  0.007 0.233 0.862 0.480 -0.262 -0.348 0.502™"" 0.168
Istrabenz Slovenia -0.042™" 0.407™  0.428 1.115 1.070™  0.089 -0.149 0.035
Petrolina Cyprus 0.007 0.209™ 0.370 -0.527 -0.019 -0.217 0.115 0.027
Bashneft Russia 0.030™" 0.153 1.766™" -0.376 -0.378 -0.381™ 0.443™" 0.158
Tatneft Russia 0.011 0.406""  0.703 -0.597 -0.342 -0.785™"  0.608™"" 0.305

Notes: This table shows the results of the extended five-factor model, using emerging European
index as a market for Eastern European oil and gas companies for the full sample period of January
2002 and December 2012. *, ** *** denote significance levels of 10%, 5% and 1% respectively.

4 The Effect of Different Market Circumstances

We have incorporated additional variables into our model to distinct different market
situations: by using dummy variables we have separated bullish and bearish markets and
to capture the effect of oil price changes on the examined oil and gas companies we have
also separated periods of increasing ad decreasing oil prices.

The general market condition is captured by a market dummy equals zero in the months
when the market return is above the average return of the previous 36 months (and
equals 1 when it is below the average). Oil price dummy is constructed in the same way:
when monthly oil price change is above the average of the changes of the previous 36
months it is zero (and equals one when it is above the average).

Incorporating the dummy variable reflecting to the monthly oil price change in the
models increase the explaining power of all the equilibrium models. Table 4 show the
changes in explaining power resulted by adding the oil price change dummy to the model
compared to the adjusted R2-s presented in Table 1.

Table 4 Change in average adjusted R?-s of different equilibrium models caused by
adding oil price change dummy

1-factor +oil 3-factor +oil 4-factor +oil 5-factor +0il
Eastern Eur 0.024 0.009 0.009 0.010 0.010 0.010 0.010 0.010
Western Eur 0.045 0.001 0.019 0.001 0.019 0.001 0.019 0.001
all companies 0.037 0.004 0.015 0.004 0.016 0.004 0.016 0.004
market proxy: Developed-EU

1-factor  +oil 3-factor +oil 4-factor +oil 5-factor +oil

Eastern Eur 0.002 0.009 0.000 0.011 0.001 0.011 0.001 0.011
Western Eur 0.006 0.000 0.003 0.001 0.004 0.001 0.004 0.001
all companies 0.005 0.003 0.002 0.004 0.003 0.004 0.003 0.004
market proxy: Emerging-EU
Notes: this table presents the change after incorporating oil price change dummy into the model in
average adjusted R? values of the estimations for the whole sample and the regional breakdown of
the oil and gas companies.
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If we consider the company level results oil price dummy is a significant factor (in the
extended five-factor model) for 10 (2, 3 and 5 at 1%, 5% and 10% respectively) Eastern
European companies and for 4 Western European companies (3 at 5% and 1 at 10%) in
the model using emerging European market index. (The number of significant cases are
8 and 4 for Eastern and Western European companies when using the CRSP developed
Europe index.) So these results suggests that the oil price movement has a larger impact
on Eastern European oil and gas companies than on Western Europeans. This result may
suggest that Eastern European companies are more exposed to the effect of the oil price
changes, which can be the result of different level of hedging used by the companies of
the two regions.

Table 5 Change in average adjusted R-s of different equilibrium models caused by
adding market dummy

1-factor +oil 3-factor +oil 4-factor +oil 5-factor +oil
Eastern Eur 0.000 -0.001 0.003 0.000 0.003 0.000 0.004 0.002
Western Eur -0.003 -0.002 -0.001 -0.002 -0.002 -0.002 -0.002 -0.002
all companies -0.002 -0.002 0.000 -0.001 0.000 -0.001 0.000 -0.001
market proxy: Developed-EU

1-factor +oil 3-factor +oil 4-factor +oil 5-factor +oil
Eastern Eur 0.004 0.002 0.004 0.002 0.004 0.002 0.003  0.002
Western Eur -0.001 -0.001 -0.001 -0.001 -0.001 -0.001 -0.001 -0.001
all companies 0.001 0.000 0.001 0.000 0.001 0.000 0.001 0.000

market proxy: Emerging-EU
Notes: this table presents the change after incorporating market dummy into the model in average
adjusted R? values of the estimations for the whole sample and the regional breakdown of the oil
and gas companies.

As the results presented in Table 5 the effects of adding the proxy representing the
general market condition are mixed as the explaining power of the models are lower in
some cases than the adjusted R*-s presented in Table 1.

The results of the company level regressions show that market dummy is significant only
for 4 Eastern European and 3 Western European companies (but only at 5% and 10%
level using the emerging European index and only for two Eastern European and no
Western European companies using the CRSP developed Europe market proxy), so
general market condition does not seem to have a significant impact on the returns of oil
and gas companies.

5 Conclusion

In this empirical paper we investigate the main factors influencing returns of 60
European oil and gas firms; 39 representing developed Western European countries and
21 from Central and Eastern Europe. We test four different asset pricing models applying
different market proxies, and we extend all the models with the oil price as well. We also
test different situations regarding the movement of general market prices, and oil price
as well to examine regime dependency. We find that oil price factor increase the
explanatory power of all the models. We find that by involving firm size, book-to-market
ratio, momentum and liquidity factors the explanatory power of the model is gradually
increasing both for western and eastern European companies. The increasing and
decreasing market dummies are insignificant for most of the companies regardless of
their region contrary to the oil price regimes, which proved to be significant in most of
the cases. The explanatory power of the models include oil price dummy is increased.
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Abstract: We analyze the return gained by cointegration-based pairs trading arbitrage
strategy in Western and Eastern European capital markets. We find contrarian evidence
to the weak form of market efficiency. The aim of the paper is to explore the mean
reversion nature of the highly cointegrated stock pairs and create a trading strategy with
predefined entry and exit points. We create portfolios by using 250 day long test periods
based on the cointegration selection of the pairs and then traded for 125 days. The
realized net return between 1995 and 2012 are 10.4% and 15.2% in the Western end
Eastern European markets respectively. We also evaluate the standard deviations of
returns achieved by the strategy and the portfolios’ correlations to the MSCI Europe, S&P
500 and the risk free rate. As the strategy is market neutrality we find low correlations.
The portfolios’ Sharpe-ratios for the full sample period are 2.25 (western) and 2.67
(eastern).

Keywords: pairs trading, asset pricing, cointegration, statistical arbitrage, market neutral
strategy

JEL codes: C53, G17

1 Introduction

We investigate the cointegration-based pairs trading strategy on the European stock
market. A pair trading is a market neutral statistical arbitrage strategy based on the
convergence of stock prices. Stock pairs which present significant cointegration are
selected, and then by adding equivalent long and short positions we create zero-
investment portfolios; when the stock pairs abnormally deviate for a short period excess
return can be gained. Based on previous studies (e.g. Gatev et al., 2006.), the strategy
results in abnormal return. In our paper we compare the above mentioned active
portfolio strategy to passive portfolio holding, that is the return of pairs trading strategy
of stocks traded on the European market to the return of the MSCI Europe, S&P500 and
the risk free rate. We use 20 years of market data and we divide the European sample
into Western and Eastern European countries. We analyze the mean reversion nature of
cointegrating stock pairs and create a trading strategy with predefined entry and exit
points. Mean reversion is a behavioral effect, which as De Bondt and Thaler (1985) argue
connected to overreaction and misbeliefs similarly to intellectual capital determination
(Toth and Jénas, 2011, 2012; and Jénas et al., 2012). As a result of our empirical study,
we argue that the strategy gains an average annual return of 10.4% in Western Europe
and 15.2% in Eastern Europe in the recent 17 years. In Western Europe, the standard
deviation is 4.6%, and the Sharpe-ratio is 2.25. In Eastern Europe, the standard
deviation is 5.7%, and the Sharpe-ratio is 2.67. Annual returns are calculated as simple
arithmetic averages contrary to the proposition of Andor and Dulk (2013).
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The applied pairs trading method is an investment strategy developed by Gerry
Bamberger and Nunzio Tartaglia quantitative analyzers of Morgan Stanley against the
perfect market of the Black-Scholes-Merton model appearing in the 1970s, which relies
on the correction of market mispricing based on the convergence of prices and return to
the historical trend. In fact, the method is a relative pricing mechanism based on the
Law-of-One-Price. In accordance with the definition by Ingersoll (1987), if different
investments generate the same risk adjusted cash flow then they should be marketed at
the same price. This observation was further developed by Chen and Knez (1995) by
stating that two similar stocks that might not guarantee identical payments must be
marketed also at similar prices. This concept was further developed by Elliott et al.
(2005), Mohanty et al. (2010) and Andor et al. (2011) by replacing two different
businesses with a single one and modeling the correlation between its internal value
process and its market price with stochastic methods. The model can also be applied in
real option analyses see Andor and Béota (2006a, 2006b and 2007).

In the 1980s, pair trading was one of the most successful investment strategies, and in
accordance with Gatev et al. (2006), Morgan Stanley achieved a profit of $ 50 million by
using the strategy still in 1987, then its efficiency reduced as a result of the intensifying
spread of the method, and therefore the group of Tartalgia was dissolved by 1989.

2 Theoretical Background

Gatev et al. (2006) analyze the cointegration-based pairs trading strategy on daily data
from July 1963 to December 2002 in their comprehensive study on the profitability of the
strategy. Their portfolios contain the twenty best pairs and generate an average monthly
gross return of approximately 1.44 percent (t-statistics=11.56), their research also
explore significant differences between profits before and after the 1980s. While on the
basis of data before the 80s the cost and risk adjusted average monthly net profit was 67
basis points, this reduced to 42 basis points in the period between 1988 and 2002.

In our opinion, the difference is explained not only by the extensive use of the strategy
but also by the growth of stock market profits. They prove that pair trading has a better
performance with low market prices than with high ones, and therefore the growth of
stock market prices also significantly reduced the profitability of the strategy by the end
of the 80s. In their scholarly paper Gatev et al. (2006) also prove that the portfolio is
sensitive to parallel yield curve movements, and it results in higher profits in the case of
a rising yield curve.

The study on the composition of the portfolio demonstrates that a portfolio with a higher
number of components is more diversified, i.e. it generates less standard deviation.
While in the case of the best five pairs 124 out of the 474 months covered by the study
resulted in losses, in the case of the best twenty pairs this number was only 71. During
the back test, the yield generated by the strategy is double the yield of S&P 500 with less
standard deviation. We note that this is a completely market neutral investment strategy
since the portfolio is hardly sensitive to the systematic risk factors.

Following the scholarly paper of Gatev et al. (2006), an analysis was made also on the
daily stock exchange index data of Taiwan in view of the pair trading strategy in 2005.
Sandro et al. (2005) examines the time series of 647 various companies of Taiwan
between 4 January 1994 and 29 August 2002. The portfolio used during the back test
contains the best twenty pairs with even weights. The results obtained during the
research are significantly similar to the results obtained by Gatev et al. (2006). The
average excess return of the portfolio built during the analysis of the prices of the TSEC
is 10.18% per year against the portfolio of the Taiwanese market, while the excess
return is 11.28% in the case of Gatev et al. (2006). On an average, 19.69 out of the best
twenty pairs of the Taiwanese portfolio has on open position, whole in accordance with
the analysis by Gatev et al. (2006) 19.30 out of the twenty pairs of the portfolio used by
them could obtain a position. The periods covered are divided into half-years (125 day)
periods. Each half-year trading period is preceded by a 250 day observation period, and
therefore the portfolio is adjusted on the basis of the new data every half year.
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= [IE1+7A (1)

After caIcuIatlng the P/ values of each company involved in the index, their standard
deviations are calculated (| e. the standard deviation of 127,750 time series for 500 listed
stocks, and of 208,981 time series for 647 listed stocks), then the pairs are ranked on
the basis of the standard deviations of the differences, and the twenty pairs with the
least standard deviations are chosen for further examination. For the determination of
the difference between two stocks

Cloeseness“® := ¥ 259(PA—Pf ) (2)
is introduced as an index number.

The opening times of the position are determined with a so-called trigger value. The
return on the pair containing stocks (A, B) is determined with the method of

0 closed position

I/ =1 1 shortA,longB (3)
—1 long A, short B
A% = 185 (rf = 1) (4)

In the creation of the portfolio, each pair is taken into consideration with the same
weight, and therefore the portfolio yield is:

port _ 1 w20 ..AB,i
o = Ski=T (5)

The strategy is further developed by Vidyamurthy (2004) he determines his portfolio by
introducing another significant already existing concept. He considers short-term
deviations from the long-term balance as a stationary noise, and this approach lead to
the cointegration and the study of the cointegrity of the stock pairs. The study of
Caladeira and Moura (2013) is run on the basis of this approach in which data of
BM&FBOVESPA between Jan 2005 and Oct 2012 is examined. The portfolio determined
by means of the VAR(p) model applied during the research results in an excess return
0f16.38% return against the given market portfolio. In our research, the study of the
model described in the article of Caladeira and Moura (2013) using the kernel density
estimation method specified by Silverman (1982) or Betov et al. (2010) based on the
results of Vidyamurthy (2004) is performed in relation to the European markets.

3 Pairs Trading Strategy Model

Be d € N, and X, a stochastic process without a deterministic process and if it is
differentiated d times then it has a stationary and invertible ARMA representation. The X,
is d-th integrated process, and is marked as X,~I(d).

The X,, Y.~ I(d) time series are cointegrated if there exists B, such that X,+pY,~I(d—k)
where 0<k<d. The k=d is an important special case of the above definition where here
there is a perfect cointegration.

The process defined with the following SDE is an Orstein—Uhlenbeck-process:

dR(t) = (a — BR(t))dt — ocdW (¢) (6)
where a, B, 0 > 0. The closely interpreted solution of the Orstein—Uhlenbeck-process:

R(O~N (e'ﬁtR(O) +%(1 —e7FY), fot ge~2t=s)f ds) (7)
and R(t) has a boundary distribution

lime_oo RO~ ¥ (5.57) (8)
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4 Applied Pairs Trading Strategy

Our aim is to find an investment strategy since our X, portfolio value process
submartingales. The pair trading strategy is constituted by two steps: (1) Selection of
pairs and (2) the Trading.

Selection of Pairs

Our study covers 649 stocks which represents (°;”)potential pairs. We want to choose n

pieces from these pairs so that the stock prices per pair viewed on the logarithmic can
perfectly cointegrate, i.e. by pair 38;s0 that

In SF* = p; + BiIn SF* + & (9)
InS**~1(d) and InS“*~1(d) (10)
where d € N, & white noise vie [0, n].

The study is performed for each possible pairs, the relevant linear regressions and the
uldifference processes are calculated (values p; specified on the logarithmic scale is
considered),

uf = InSy"t — ;= BInS;? (11)

then the stationarity of processes ulis characterized with the Augmented Dickey-Fuller
(1981) test ADF test statistics*and the study of the periodogram. n pieces of stock pairs
belong to the strongest test statistics are considered in the next steps. The pairs are
created after a 250 day study period, which is followed by a 125 day trading period.

Trading

We are about to create a market neutral portfolio with the cointegrating pairs determined
in the above methodology. In the next step of the strategy is to calculate the value ofZ®,
applying the Gauss core functionz®,i € {1, 2, . . ., n} density function estimations, and
the periodograms are studied.

S¢"=Bise® —E(S;" ~Bise™)
(s =Bist™)

z = (12)

The opening and closing points of the position are determined by means of Zt(") values;

e If in the case of i. pairs at rtime Zt(i)> 2, then a position is opened and a short
position is added to St"'lstock and a long position to St"'zstock. If in the case of i.
pairs at t time Zt(i)< —2, then a position is opened and a long positidén is added to
Si'stock and a short position to S7*  stock.

« Ifin the case of i. pairs and at t time 0.5 >Z”> —0.5, then the position is closed.

e In addition, stop-loss terms must be also integrated since an extremely high
Zt(i)value cannot be considered accidental, and therefore the prices of i. stock pairs
might not be perfectly cointegrated in the new larger data set. Besides, the
approach to the average might slow down (the B(t) parameter of the modeling
Orstein—Uhlenbeck-process significantly reduces) thus we can stuck in a position
for a very long time which is undesirable.

e On the other hand we discovered that the strongest cointegrated pairs are not
stable during the time. In order to avoid the temporary losses we made every
week a new pairs trading portfolio with uniformly weight hence the data decided
the weights of each different pair in the whole portfolio.

During the creation of the portfolio, the methodology of Caladeira and Moura (2013) is
followed, and therefore certain stock pairs are taken into consideration identically in the
case of several open positions. When the portfolio is changed we try to achieve a
preliminarily set (m) total value. If a position is opened on a new pair then a sufficient
part of the already existing positions is closed to obtain the same amount on each pair in
the position, and if a position is closed then the weight of the other open positions is
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increased proportionally to the weight of the closed position and the number of the open
positions. Our portfolio contains a maximum of 20 cointegrating stock pairs and the null
hypothesis of the ADF statistics used for their stationarity study can be accepted with
95% safety. In our study, data of 250 days are followed, and these data are used to
determine the pairs to be traded in the next 125 days. During the management of the
portfolio, 125 day moving averaging is used to determine Z values in addition to4 stop
loss levels, i.e. if |Z,] > 4 then the position is closed.

In addition to the stop loss level, time limits are also integrated in accordance with the
indexes which are 85 days for the Eastern European stocks, and 70 days for the Western
European stocks. To determine the time limit, the time lines calculated from the Z values
are approached with Ornstein—Uhlenbeck-processes, and the expected cutting time of
these processes are taken into consideration.

5 Data

We use daily closing prices from 30.08.1994 to 30.08.2012. The stock prices are
corrected with dividends and expressed in USD, they are available from Thomson Reuters
Data Stream database. The stocks covered by the study contain the components of the
main European indexes as of 6 September 2013. These are 554 stocks at the end of the
period. As the stock indexes reflects the actual content thus the data series is exposed to
survivorship bias. The stocks has various lengths of time series, thus significantly less
stocks were involved in the analysis at the beginning of the research than towards the
end of the research. The inefficiency resulting from the decreasing number of stocks back
to the starting periods can be observed on the yield curves. We do not make restrictions
that the stock must to belong to similar industries, we base the generation of pairs only
on cointegration results.

6 Results

During the analyses, the above strategy is applied to study the Eastern and Western
European stock market prices. In the Western European stock markets in the recent 17
years, the average net (short selling cost 20bp) return is 10.4% per year.

Table 1 Annual returns of the strategy

E. Europe W. Europe E. Europe W. Europe

Year ' p . P.T. Year — p r. P.T.
1995  13% 9% 2004  15% 12%
1996  25% 8% 2005  13% 9%
1997  12% 11% 2006  18% 5%
1998  13% 13% 2007  10% 4%
1999  21% 12% 2008 7% 18%
2000  24% 20% 2009 17% 14%
2001 24% 7% 2010 8% 5%
2002 21% 9% 2011 12% 9%
2003 7% 4% 2012 14% 16%

Avg.: 16.98% 20.74% Std.: 24.17% 19.12%
Source: authors' calculations

The standard deviation of the annual returns is 5.7%. The average length of the positions
is 35 days with a standard deviation of 33 days. During the study of the Eastern
European stocks in the recent 17 years, the average annual net return is 10.4%. The
standard deviation of the annual returns is 4.6% and the average length of the positions
is 39 days with a standard deviation of 45.8 days. The annual results and the standard
deviations of the annual returns are presented in Table 1.
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We prefer to use the MSCI Europe index as a benchmark, as one can see in Section 5.
the very low correlation to market returns, which imply the market neutrality of the
portfolio.

We present the above process in Figure 1. The returns are above the benchmark levels
and there is visually less standard deviation in the second part of the period. We have to
state that the results show upwards biases in relation to bid-ask spreads and. The
database and the return are exposed to survivorship bias.

Figure 1 Plot of returns
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1000% |-

1009% pee?

|
1994 1998 2002 2006 2010

Notes: bold line represents western portfolio values, dashed line stands for eastern and
the wavy bold-line represents MSCI values.
Source: authors' processing

Risk and Risk Adjusted Returns

We are not only interested in the absolute and relative returns but also in the risk
adjusted return of the portfolio. We measure the risk as the standard deviation of the

portfolio and so we use the Sharpe-ratio to compare the risk adjusted return to different
portfolios.

Table 2 Sharpe-ratios of the portfolio

1995-2012
Western Europe Sharpe- 2,25
Eastern Europe Sharpe- 2,67
MSCI Europe Sharpe- 0,24

Source: authors' calculations

Table 2 shows that the Sharpe-ratios are significantly higher than the average ratios on
the stock market. Gatev et al. (2006) shows that Sharpe-ratios can be misleading when
considering risk adjusted returns, as the negatively skewed return distribution can
increase the Sharpe-ratios. We did not find skewness in both the western and eastern

European regions (as presented in Figure 2), which indicates the Sharpe-ratios are
reliable.
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Figure 2 Skewness of the Eastern (red) and the Western (blue) portfolio returns
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Source: authors' processing

Beside the Sharpe-ratio it would be reasonable to have a closer look at the results of the
well-known equilibrium models like Fama and French (1996) and Carhart (1997). We
have run these regressions; however as the trading strategy is market neutral it means
that the returns gained are not correlating with the market and other proxies, thus their
betas are not significant, that is all the yielded return can be interpreted as Jensen
(1968) alpha, as only the constants of the regressions became significant, while the
determination coefficient (R?) of the models tend to zero.

Correlation of the Portfolio

On the one hand, Table 1. above clearly indicates that the pairs trading portfolios result
in higher returns and exhibit less standard deviation in the case of both stock indexes.
On the other hand one of our aims is to prove the strategies market neutrality as defined
by Alexander and Dimitriu (2002). Returns were set against the MSCI Europe, S&P 500
and the risk free rate and show low correlations against them as presented in the Table
3. This result means that the portfolio is not dependent on market movements and so it
is market neutral.

Table 3 Covariance matrix

Western Eastern MSCI S&P500 Risk Free
Europe P.T. Europe P.T. Europe
Western Europe P. 1.000 0.003 -0.010 -0.019 0.003
Eastern Europe P. T. 0.003 1.000 -0.020 -0.012 -0.020
MSCI -0.010 -0.020 1.000 0.276 0.032
S&P500 -0.019 -0.012 0.276 1.000 0.018
Risk Free 0.003 -0.020 0.032 0.018 1.000

Source: authors' calculations

7 Concluding Remarks

In this paper we examine the Eastern and Western European stock market based on the
pairs trading statistical arbitrage strategy. Our aim was to explore the mean reversion
nature of the highly cointegrated pairs and establish a trading strategy, with predefined
entry and exit points. The database includes 17 years of European stock prices. The
results show the Sharpe-ratios were above the MSCI Europe index by 2.43 and 2.01. We
also examined the correlation between our results and the market return. We found low
correlation to the MSCI Europe, S&P 500 and to the risk free rate, confirming the
strategies market neutrality.
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Abstract: Current research evidence suggests that one of the causes of insufficient use
of options provided by the single market for financial services is a very low level of
financial literacy in the population. In case of insurance market, the situation is even
more difficult because the specifics of insurance further complicate the ability of
individuals to understand the wide range of risk coverage supply, for example compared
to conventional banking products. Indeed, to give substance to the term financial literacy
defined as “"the ability to use knowledge, skills and experience to manage people 's own
resources effectively in order to ensure lifelong financial security for them and their
households" in the field of insurance, not only insurance products knowledge is sufficient.
Also proper evaluation of individual s own needs, respectively the risks arising from a
particular lifestyle, the size of assets, plans for the future etc. are needed. The aim of the
paper is to define the key determinants influencing present level of financial literacy in
the field of insurance based on the research conducted abroad and to compare it with
authors ~ own investigation in the case of Slovak market.

Keywords: financial literacy, insurance literacy, optimal purchase of insurance
JEL codes: G22

1 Introduction

Day-to-day money management activities have become an essential component of every
adult person life. It is no secret that in today’s world "money really matters”. Financial
literate individuals should be able to perform basic tasks of managing their personal
finances and to make well-informed decisions about important aspects of personal
finance, such as earning income, spending, saving, borrowing, investing, and managing
money. Sufficient level of financial literacy improves personal finance management and
an individual can thus increase his wealth, thereby increasing the wealth of the whole
nation. Financially educated and informed consumers have suitable ability to make
satisfying economic decisions for their families and thus are competent to enhance their
well-being. Financially comfort families create prospering communities and thereby
support economic development of the country. ,No society can surely be flourishing and
happy, of which the far greater part of the members are poor and miserable," said the
father of modern economics, Adam Smith. So it can be stated that financial literacy is a
considerable tool not only for individual households and families but for the county’s
economic growth as well. The necessity of financial education has increased in last
decades because the complexity of portfolio of instruments and products offered by
financial institutions is growing as well as responsibility of individuals for their own
financial security. Households have interacted with financial markets in the last 20 years,
much more than in the past, and also have been exposed to increased financial risk as a
consequence of financial market liberalization, especially in post-communistic countries.
Consumers often do not dispose of required knowledge and do not know, have no time or
cannot process of available information and make their decisions depending on the
suggestions or their intuition without understanding the nature and risks relating to these
products. Therefore, the possession of knowledge and understanding of financial matters
emerges as one of crucial skills that everyone needs. “Well-informed and educated
financial consumers lead to better financial markets where rogue products are forced
from the marketplace and confidence is raised” as has been pointed out at the Meeting of
the Finance Ministers (G8, 2006). Financial education is becoming a necessity not only to
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survive in financial market but also to achieve a success in today's world, where the
ability to solve financial situations is definitely a clear advantage for a person. Financial
literacy and financial education make consumers ready for difficult financial times,
through planning that alleviate risk like assets diversification, accumulating savings
accumulation and insurance purchase. It is evident that consumers” financial behaviors
are significantly influenced by their financial literacy and not only by actual but also by
perceived. Academic studies have shown that perceived financial literacy can be as
important as or more important than actual financial literacy (Allgood and Walstad,
2013). We would like to point out that there is one area of financial literacy that should
be given greater attention in comparison with other financial topics. Latest research on
financial literacy has made evident that individuals showed the lowest level of
understanding in questions about insurance in comparison to saving products, mortgages
etc. How the insurance products differ from other financial instruments and why
understanding their nature and thus optimal purchase decisions are more difficult for the
consumers? What is the level of insurance literacy in the world and in Slovakia?

2 Insurance Knowledge as a Part of Financial Literacy

Understanding of the term “literacy” as the ability to read and write as opposed to
illiteracy or analphabetism is generally accepted. However, the definition of literacy has
expanded far beyond reading and writing. The pure read-write literacy is only one part of
so called functional literacy. Functional literacy includes a list of necessary skills to
understand a particular topic enough to be able apply it and use it in one’s own life, for
example: informational literacy, cultural literacy, health literacy, emotional literacy,
visual literacy, media literacy and financial literacy (McCaffery, 2007). On the contrary
functional illiteracy is reading and writing skills that are inadequate to manage daily living
and employment tasks that require reading skills beyond a basic level (Schlechty, 2000).
An increasingly important component of functional literacy is financial literacy. This
relatively new term has been defined in different ways depending on various academic
studies and authors. The simplest interpretation provides Hilgert and Hogard (2003)
explaining financial literacy as a “financial knowledge”. National Council of Economic
Education (2003) defines it as familiarity with basic economic principles, knowledge
about the economy, and understanding of some key economic terms. The President’s
Advisory Council on Financial Literacy (PACFL, 2008) specifies financial literacy as the
ability to use knowledge and skills to manage financial resources effectively for a lifetime
of financial well-being. Common bases of financial literacy definitions are following: a
specific form of knowledge, the ability or skills to apply that knowledge, perceived
knowledge, good financial behavior, or financial experiences (Hung, Parker, Yoong;
2009).

Financial literacy is an important tool to acquire knowledge of the variety of financial
services and it is not equally difficult to understand all of financial products. One area
should be considered to be more challenging and harder to understand than the others -
insurance. Personal finance management mostly consists of ability to take a loan with
favorable rate for the borrower, choose the right mortgage or to open the most profitable
saving account. Let’s take the saving account opening as an example - the calculations
are universal for all consumers. The basic skills include understanding and distinguishing
between simple and compound interest and to consider a maintenance fee that would be
charged. A decision about buying insurance is much more complex. As with other
financial products, there is also a need for numerical literacy. But the element which
makes the choice about insuring oneself more complicated is risk and uncertainty
(Péliova, 2013). Insurance literate individuals should be able to evaluate and compare
insurance products, such as life, health, liability, property or travel insurance policies, so
as to make optimal decisions - optimal for a particular consumer, taking into account the
specific risks they may face in lifetime. Universal package of insurance products does not
exist, because individuals have various needs, standards of living and lifestyles and
therefore their insurance needs are different and cannot be generalized.
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Current research evidence suggests the insufficiency of consumers' understanding and
proper decision making ability related to purchase of insurance (Ondruska, 2013). The
insurance literacy has received less research attention than the other segments of
financial literacy. Recent studies of consumer financial literacy (conducted in USA)
detected that only 16 of the 52 surveys (30.8%) contained any questions about
insurance or risk management and most of the studies devoted effort to saving and
investing (Huston, 2010). This fact indicates that insurance is often a missing element of
financial literacy studies and research. Therefore the need for learning associated with
insurance is often not identified and financial education programs do not place an
adequate emphasis on this important component of financial literacy. Although the
surveys vary regarding to the respondents targeted, the methodology used or the
methods of measuring financial literacy, we can recognize some common features and
conclusions. Lusardi and Mitchel (2006) have compiled a set of three simple questions
(1.Compound, 2.Inflation, 3.Risk diversification) to measure general financial literacy and
implemented it into major U.S. surveys. The sample (Health and Retirement Study,
2006) of respondents were in age over 50 and only a one third of them answered all
three questions correctly. The most difficult for the asked sample were the third topic
related to risk diversification (in addiction one third of them refused even to answer the
question), which confirms our assumption about the difficulty of understanding the
financial areas that are associated with risk, uncertainty and thus insurance. The study
revealed that financial mistakes are more prevalent among people with lowest levels of
financial knowledge. Hilgert and Hogarth (2003) have looked at knowledge about specific
financial topics (Credit, Saving, Investment, Mortgages, Other). The measure of
knowledge was based on a quiz containing twenty-eight true-false questions "What's
Your Financial IQ," that was a component of the Surveys of Consumers (University of
Michigan's monthly Surveys of Consumers conducted in November and December 2001).
To the question: “"Whole life insurance has a saving feature while term insurance does
not.” (True) which was a part of section “Saving” in the questionnaire, only 60% of
respondents answered correctly. The question was the only one about insurance in this
section and the percentage of correct answers was the lowest in the section. Other
insurance related question “The cash value of a life insurance policy is the amount
available if you surrender your while you are still alive.” (True) with correct responding
score in amount of 56%. Consumers were most knowledgeable in section Mortgages,
scoring about 80 % and the average score for whole quiz was 67 % of correct answers.
The results indicate below-average knowledge in the field of insurance among
respondents. Authors concluded that overall scores were in line with similar financial
knowledge quizzes. For instance surveys of youth and adults realized in 1997-2002 in the
United States (Jump$tart Coalition's biennial financial literacy tests) showed low scores
for economic, financial, and consumer literacy. Adults taking the tests obtained higher
scores than youth but missed some basic insurance questions. Relatively low consumers'
insurance literacy was also indicated in a survey developed by Tennyson (2011) to assess
consumers' knowledge, confidence and capability in insurance decisions, prepared as a
10-question quiz about insurance. The average score on the quiz was 58 %. The study
detected relatively low levels of confidence in respondents insurance decision-making and
identified a positive relationship between confidence and quiz score, respondents who
stated that they were "not at all" confident or "not really" confident about insurance
decisions had clearly lower average scores on the quiz than other respondents. The
results concluded that educational efforts in insurance knowledge area would be
beneficial for consumers.

In Europe, a number of international surveys have made evident a rather low level of
understanding of financial matters and of basic economics among asked European
citizens. For example a UK questionnaire pointed out that at all income levels many
people do not plan their financial situation, and that 70% reported that they had no
provision to cover an unexpected drop in income (Financial Services Authority, 2006).
According to a survey conducted in 2007 by the Slovak Banking Association, surprising
facts were found and some experts even rated the results to be alarming. Since the
survey was dominated by issues relating to banking products and investment, it is
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difficult to quantify the financial literacy in the field of insurance. The average percentage
score of financial literacy was 56%. The survey also showed that there existed a
relatively close relationship between the respondents’ real level of financial literacy and
their self-assessment: the more negative was their self evaluation the lower was their
actual financial literacy (and vice-versa). The growing interest of researchers in financial
literacy has led to increased research on how financial literacy affects the financial
behavior by both actual and perceived financial knowledge. The European studies have
shown that individuals often overestimate their understanding of financial services.
Consumers are unlikely to be willing to consider and take part in financial education
unless they realize that it is a necessity for their future financial decisions. Also
respondents to surveys in the US expressed confidence in their understanding of financial
issues but, when tested, demonstrated only a limited understanding (Mandell, 2004).

3 Actual and Perceived Insurance Literacy among a Sample of Slovak
Citizens — A Research Conducted at University of Economics in Bratislava

To find the answer to the question “what is the level of insurance literacy of Slovak
population”; insurance literacy research has been conducted as a part of an overall study
(Characteristics, specificities and changes in consumer behavior in the insurance market)
at Department of Insurance at the University of Economics in Bratislava. The research
has been carried out in two phases (in the periods: from June 1 to July 31, 2013 and
from November 15 to December 15, 2013). The questionnaires were distributed both in
electronic and paper forms. Target sample of respondents represented Slovak population
in age over 18 years (from 18 years to 61 years). After data collection, we obtained a
total of 1,044 respondents who had fully completed the questionnaires. Then we selected
a random representative sample of 849 respondents, which corresponded to the Slovak
population distribution by age and sex according to the Statistical Office of the Slovak
Republic. The respondents were asked for their basic demographic and economic
characteristics (gender, age, education, income or the role of religion in their lives). The
subjects were asked if they have concluded at least one contract of life insurance and if
they own any form of property insurance (whether movable or immovable property). The
most important part of the questionnaire for our research was the questions related to
financial literacy. For the purpose of detecting perceived financial literacy the subjects
had to self-evaluate their knowledge. Respondents were asked to choose among three
possible answers to the question:

What is your level of understanding of financial issues?

e very good (you understand not only the standard financial products, but also the
areas such as investment and family and friends often ask you for advice)

e good (you are able to take care of financial issues related to your own funds)

e very bad (you do not understand finance and financial products and need an
advice from others)

For the purpose of measuring actual insurance literacy, we used the following question,
which was included in the questionnaire with possible true/false response:

If you pay insurance premiums set by insurance company regularly and an insured
accident occurs, the insurance company it will always reimburse the damage in full
amount. (False)

The question examines one of the basic knowledge, which people should dispose
regarding to insurance products (we were able to apply only this one question to
measure the actual insurance financial literacy because of the content of the
questionnaire, so our measurements cannot be considered to be a complex insurance
financial literacy rating). In response to question related to self-evaluation, most of those
surveyed - nearly 70% indicated that they had good knowledge of financial issues, every
fifth respondent evaluated his understanding to be very good and only every tenth of
those interviewed suggested that his understanding of finance was very bad. But what is
the level of actual insurance literacy of the sample of respondents? Only 44,1% of
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surveyed responded correctly, so a majority (55,9%) didn't get the answer right. The
correct answer score has been higher among female participants — 46% versus man -
42% of correct answers. As we expected, education had an impact on both perceived and
actual level of insurance literacy of respondents. Although it is quite surprising that of
those who reported that they have completed their university studies, only 48%
answered correctly. Thus, basic insurance knowledge is not widespread, even among a
sample of highly educated respondents. From the data in Figure 1, it is apparent that the
distribution of those who answered correctly to the question is highest in the group with
“very good” level of financial literacy self-evaluation. This group is the only one where
most of the respondents answered correctly although the score was only 52.4% and for
those who have identified their knowledge as very good, this is very insufficient and
unsatisfactory result. The level of financial (insurance) literacy within a group decreases
with decreasing level of self-evaluation (p = 0.002 based on the Mann-Whitney U test).
This result is consistent with the findings of a survey on financial literacy conducted by
the Bank Association of Slovakia in 2007.

Figure 1 Perceived financial literacy and the percentage of correct answer within a group
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Source: the survey results, University of Economics in Bratislava (2013)

As mentioned before, the fundamental question regarding insurance was answered
correctly only by 44,1% of our respondents. Research sample consisted of both insured
and uninsured subjects. It is important for every person who owns insurance policy to
understand the way the insurance company will reimburse him, thus it is crucial for him
to be aware of the amount of insurance deductible he agreed in insurance contract. So it
could be expected that insured people achieved a higher score than the group average. It
is quite surprising that those insured received a lower rate of correct answers than those
uninsured (although there was only slightly difference: 43.9% for insured versus 44.9%
for uninsured). This means that when it comes to basic knowledge about insurance it is
not important if the subject owns insurance policy. Therefore it can be assumed that
insured respondents did not care about the terms of their insurance policy or did not read
the insurance contract deeply enough. We are able to verify this assumption because in
one part of the questionnaire the subjects were asked to confirm the following
statement: Before signing the insurance contract I always read the policy conditions
carefully (yes/no). In this statement, 80.6% said they read the contract carefully, but
when we look at their success in answering the question about insurance - surprisingly,
only 41.8% of those who stated that they read the policy conditions disposed this basic
knowledge of insurance in reality. Taking into account the assumption that the
respondents have no reason to lie whether they read an insurance policy before signing
(the questionnaire was anonymous), we can suggest possible explanation. If a majority
of those who read the contract carefully were not able to answer basic question about
insurance, the explanation may be the fact that respondents actually did not understand
the entire specialized terminology used in insurance contract (in this case probably the
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term deductible). If the customer wants to choose the optimal insurance product, to read
the insurance contract is not enough. The skill to really understand all the conditions and
basic insurance terms is indispensable when buying insurance coverage.

4 Building Consumer Knowledge Through Financial Education

The concept of financial literacy is closely linked to financial education which can be
defined as "“the process by which financial consumers/investors improve their
understanding of financial products, concepts and risks and, through information,
instruction and/or objective advice, develop the skills and confidence to become more
aware of financial risks and opportunities, to make informed choices, to know where to
go for help, and to take other effective actions to improve their financial well-being”
(OECD 2005). The importance of good financial education has been acknowledged at the
global level. It is important to identify personal finance knowledge and skills an adult
should possess. According to The National Standards for Adult Financial Literacy
Education recommended by The Institute for Financial Literacy (USA) includes five
standards: Money Management, Credit, Debt Management, Risk Management, and
Investing & Retirement Planning (National Standards for Adult Financial Literacy
Education, 2007). In Slovakia, financial education is a part of the government program
trough “Strategy for financial education and personal finance management” (2006) with
particular attention to the promotion of long-term financial education to the general
public. To develop and provide financial education focusing on insurance in Slovakia is
undoubtedly necessary because consumers with low levels of insurance literacy may not
be able to make optimal choice when buying insurance. In our view, the most important
components in the area of financial education should be following:

e to increase the level of financial literacy of the population with sufficient emphasis
on insurance literacy

e to teach the consumers to recognize their needs based on their own lifestyle with
the aim to identify potential risks that they may face in their lifetime

e to familiarize consumers with the options that the insurance market offer and
teach them how to choose a proper product from wide offer of insurance
companies

e to include the insurance related questions to the national surveys and academic
studies on financial literacy

5 Conclusion

Latest research on financial literacy has made evident that individuals showed the lowest
level of understanding in questions about insurance in comparison to other financial
areas. However, these findings were difficult to obtain because of a lack of insurance
related questions in national surveys designed to identify the level of financial literacy
among the population. We consider the area of insurance to be more challenging for
consumer’s understanding. The universally optimal insurance product for everybody
does not exist because different people face different risks and in addiction there is
uncertainty that plays an important role in insurance purchase decision. According to the
study conducted at the University of Economics in Bratislava, the reason for suboptimal
choice of insurance product may be not the unwillingness to read the insurance contract
in detail, but the insufficient knowledge in the field of insurance of those surveyed.
Customers’ false sense of good self-assessment of financial knowledge may lead to
hesitation to ask the insurance company employee about for him unclear terms in the
contract. To measure a level of insurance literacy among Slovak citizens, we used a
question that has checked basic and very necessary knowledge about insurance - a
system of deductibles. If the insured person does not know how the “system works”, the
decision about insurance and also his reimbursement expectations cannot be optimal.
Therefore, when the insured person makes a claim, he may not receive insurance
benefits in expected range and thus could be disappointed and explain it as a lack of
credibility of the insurer. Insufficient knowledge of people in the area of insurance is
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obvious and therefore we want to emphasize that the questions relating to insurance
should be included in each national study on financial literacy. Because until serious
insurance literacy deficiencies are not found among the population, financial education
programs cannot be set appropriately.

Acknowledgement

The contribution is the outcome of the research project VEGA No. 1/0431/14 titled "The
insurance relationship as a key element of the functioning of the insurance industry and
its development in the context of socio-economic change", solved at the Department of
Insurance at the University of Economics in Bratislava.

References

Allgood, S., Walstad, W. (2013). Financial Literacy and Credit Card Behaviors: A Cross-
Sectional Analysis by Age. Numeracy, vol. 6(2). Retrieved from: http://dx.doi.org/10.
5038/1936-4660.6.2.3.

Allgood, S., Walstad, W. (2013). The Effects of Perceived and Actual Financial Literacy on
Financial Behaviors, University of Nebraska Working Paper.

ANZ Banking Group (2003). Survey of Adult Financial Literacy in Australia. Retrieved
from: http://www.financialliteracy.gov.au/media/465156/anz-survey-of-adult-financial-
literacy-2003.pdf.

EBF (2009). Financial literacy - empowering consumers to make the right choices,
European Banking Federation. Retrieved from: http://www.ebf-fbe.eu/uploads/
documents/publications/Reports/Fin%?20Litterature/D0305C-2009-EBF_Financial_
Education_-_rev7-26-9_webversion-2009-00831-01-E.pdf.

Hilgert, M., Hogart, J., Beverley, S. (2003). Household financial management: The

connection between knowledge and behavior. Federal Reserve Bulletin. Retrieved from:
http://www.federalreserve.gov/pubs/bulletin/2003/0703lead.pdf.

Hung, A., Parker, A., Yoong, J. (2009). Defining and Measuring Financial Literacy. Rand
Labor and Population Working Paper, WR-708.

Huston, S. (2010). Measuring Financial Literacy. Journal of Consumer Affairs, Special
Issue: Financial Literacy, vol. 44(2), pp. 296-316.

Lusardi, A. (2008). Financial Literacy: An Essential Toll for Informed Consumer Choice?
National Bureau of Economic Research Working Paper No.14084.

Lusardi, A., Mitchell, O. (2006). Financial Literacy and Planning: Implications for
Retirement Wellbeing, MRRC Working Paper No. 2007-157.

Mandell, L. (2004). Personal Finance Survey of High School Seniors, The Jumpstart
Coalition for Personal Financial Literacy.

McCaffery, 1., Merrifield, 1., Millican, J. (2007). Developing Adult Literacy: Approaches to
Planning, Implementing, and Delivering Literacy Initiatives, Oxfam.

OECD (2005). Importance of Financial Literacy in the Global Economy. Retrieved
from: http://www.oecd.org/general/35883324.pdf.

Ondruska, T. (2013). Teoretické vychodiskda dopytu spotrebitelov po poisteni. Nova
ekonomika, vol. 6(1), pp. 75-85.

Organisation For Economic Co-Operation And Development Statistics Canada (2000).
Literacy In The Information Age. Retrieved from: http://www.oecd.org/edu/skills-
beyond-school/41529765.pdf.

Péliova, J. (2013). Rozhodovanie sa subjektov za rizika. In: Neupauerovd, Z., Janeckova,
D., eds., Financie a riziko. Bratislava, Slovak Republic: Vydavatelstvo EKONOM, pp. 369-
375.

Schlechty, P. C. (2000). Shaking Up the Schoolhouse: How to Support and Sustain
Educational Innovation, 1st ed. San Francisco: Jossey-Bass Inc., A Wiley Company.

96



Slovak Banking Association (2007). Financial Literacy of Slovak Consumers. Retrieved
from: http://www.sbaonline.sk/files/subory/analyzy/verejne/fingram-IFIG.pdf.
Tennyson, S. (2011). Consumers’ insurance literacy: evidence from survey data.
Financial Services Review, vol. 20(3), pp.165-179.

97



Market Structure and Performance of the Life Insurance Industry
in the Slovak Republic

Zuzana Brokesova, Tomas Ondruska, Erika Pastorakova

University of Economics in Bratislava
Faculty of National Economy, Department of Insurance
Dolnozemska cesta 1, 852 35 Bratislava, Slovak Republic
E-mail: zuzana.brokesova@euba.sk, tomas.ondruska@euba.sk, erika.pastorakova@euba.sk

Abstract: Life insurance industry represents an integral part of the financial market in all
developed economies. In the Slovak Republic, its importance begun to increase during
the first decade of new millennium, when the life insurance exceeded the non-life
insurance measured by the amount of gross written premium. This newly elicited demand
also flew into the changes on the supply side of life insurance and the structure of the
Slovak insurance market varied significantly during this period. It has developed from
monopolistic market with one dominant insurance company and few very small ones to
competitive market with 19 insurance companies offering life insurance operated on the
market in 2012. However, have these changes also affected the performance of the
industry? And do lower concentration evoke higher performance? As from the well-
performing life insurance industry benefits consumers, producers and whole economic
system alike, understand these tendencies is particularly important. The aim of the paper
is to answer these questions through the analysis of the data from Slovak life insurance
industry.

Keywords: life insurance, industry performance, market structure
JEL codes: G22, L10, L25

1 Introduction

Life insurance industry represents an integral part of the financial market in all developed
economies. For example in 2012, life insurance penetration was 3.57% in North America
and 4.58% in Western Europe (Swiss Re, 2013). However in the Slovak Repubilic,
insurance penetration continues to be far below from the desired benchmark, when this
ratio represented only 1.26% in 2012 (Swiss Re, 2013). The difference in the
performance of Slovak life insurance market is evident. However, due to the enhanced
growth in the amount of written premiums of the industry, this indicator slowly
converges to the level of life insurance penetration in western European countries.
Faulkner (2002) sees the reason for this development in continuous raise of the wealth
among the population on the one side as well as cultural and social development and
convergence of Slovak Republic to developed countries on the other side.

The importance of life insurance started to grow slowly after the origin of Slovak Republic
in 1993. While non-life insurance dominated among Slovak population for more than
decade, since 1995 and during the first decade of new millennium the role of life
insurance has started increasing faster and more dynamically. After all, the life insurance
consumption exceeded the non-life insurance measured by the amount of gross written
premium in 2008 for a first time. This increased interest and newly elicited demand also
flew into the changes on the supply side of life insurance. The structure of the Slovak
insurance market varied significantly during this period. From the starting point, when
only 6 life insurance companies (as a life insurance company, we consider all insurance
companies that offer life insurance products on the market) operated on this market in
1993, to 19 insurance companies offering life insurance products in 2012. Market
structure was developed from monopolistic market with the one dominant insurance
company and few very small in 1993 to medium concentrated and competitive market in
2012. However, have these significant changes also affected the performance of the
industry? And does lower concentration evoke higher performance?

98



The main aim of the paper is to reveal the presence of a link between the development of
market structure and market performance in Slovak republic during the period 1993 -
2012. Based on the Structure Conduct Performance paradigm, we suggest a statically
significant relationship between these two variables.

The remainder of the paper is organized as follows. In the first section, we provide the
basic theoretical background and a literature review of the Structure Conduct
Performance and results of previous research. In the second part, we discuss the
methodology used and the data. The next two sections cover the main results, their
analysis and the resulting conclusions.

2 Literature Review

The Structure Conduct Performance (SCP) hypothesis explains performance via conduct
market structure (Mason, 1939; Bain, 1951). Seminal work in this area is done by Bain
(1951), who expects that concentrated markets encouraged oligopolistic behaviour
among the competitors. Further research supports his assumptions about the existence
of relation between market structure and market performance. However, direction of this
relation lacks consensus and varies across the literature.

Empirical investigation of SCP paradigm was mainly implemented on the banking system
data (e.g. Smirlock, 1985; Goldberg and Rai, 1996; Berger and Hannan, 1998; Maudos,
1998) and there is only a few studies, which analyse insurance industry data (e.g.
Cummins, Denenberg, and Scheel, 1972; Weiss, 1974; Jung, 1987; Carroll, 1993;
Chidambaran et al., 1997; Bajtelsmit and Bouzouita, 1998; Choi and Weiss, 2005; Pope
and Ma, 2008; Bikker, 2012). Only one of them, Cummins et al. (1972), focuses on life
insurance industry at our knowledge. In addition, banking studies are primarily focused
on individual companies, while majority of the insurance studies use country aggregated
data (Carroll, 1993; Bajtelsmit and Bouzouita, 1998; Chidambaran et al., 1997). Results
of these studies are ambiguous. For example, Bajtelsmit and Bouzouita (1998) focus on
automobile insurance and their results show positive and significant relation between
market performance and market concentration. According to Weiss (1974) and Choi and
Weiss (2005), collusive behaviour should be more frequently observed in highly
concentrated market, since only a relatively small number of firms must agree to collude.
Therefore, higher concentrated market may causes higher prices as well as higher profits
and performance (Ellickson, 2014). On contrary, Cummins et al. (1972) find also
statistical significant but invers relation between market concentration and market
performance. According to their analysis of the U.S. life insurance market, these
variables are inversely related, which indicates a positive relationship between market
concentration and profitability. However, these results are weaker in comparison to
banks and non-life insurers.

3 Methodology and Data

In the research, we focus on the verification of the SCP hypothesis in Slovak life
insurance industry during the period from 1993 to 2012. We use a linear regression
model on a country level with robust standard errors. Data are log-log transformed for
interpretation as elasticity.

Model specification is as follows:
Profit_life, = B, + B{HHLlife + B,gGWP_life + &, (1)

where t refers to time, t € (1, 2..., 20), & refers to unobservable random disturbance and
Bo, B1, B, are regression coefficients of key explanatory variables used to evaluate SCP
hypothesis. We use underwriting profit in life insurance industry in Slovak Republic
(Profit_life;) as a dependent variable. In our analysis, it represents an indicator of market
performance, while underwriting profit is a profit that insurance companies obtain from
direct insurance services, i.e. earned premium remaining after deduction of paid claims
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and administrative costs linked to life insurance. By this profit, we can approximate real
profit from life insurance products in Slovak insurance market while these values are
adjusted from non-direct insurance operations of insurance companies. As for log
transformation, positive values are required and this assumption is not fully applicable to
all values, we have to add a constant to all observations. Life insurance market
concentration approximated by the Herfindahl-Hirschman index (HHI_life) represents an
explanatory variable. Herfindahl-Hirschman index is a sum of squared market shares of
firms, where increased value of index represents increased market concentration as well.
According to the U.S. Department of Justice, market with a result of less than 1,000 to
be a competitive marketplace while a result of 1,800 or greater indicated highly
concentrated marketplace (Rhoades, 1993). In the estimation, we also incorporate a
control variable for market growth - growth of Gross Written Premium (gGWP_life =
(GWP_life, — GWP_life,_,)/ GWP_life,_,). However, the role of market growth varies based
on the barriers to entry (Choi and Weiss, 2005). When the barriers to market entry are
low the market growth entices new insurers to enter the market. But on the other hand,
when the barriers to market entry are significantly high then the growth of market evoke
increasing in profitability of insurance companies.

As SCP hypothesis predicts, simultaneous cause-and-effect relationship between market
structure and market performance (Choi and Weiss, 2005), Augmented Durbin-Wu-
Hausman (DWH) test are conducted for the Equation (1) to determine whether the
suspect variables are endogenous. In the time series sample, we rejected presence of
unit root by Augmented Dickey-Fuller test (p<0.001). Serial correlation in regressions
were rejected by Durbin-Watson statistic (p>0.05).

Dataset is obtained from the database of the National Bank of Slovakia and descriptive
statistics are shown in Table 1.

Table 1 Descriptive statistics

Variable Obs. Mean St. Dev Min Max

Profit_life 20 162 173.1 150 363.7 -23927.15 581 774.8

HHI_ life 20 2 858.97 2 196.598 1 231.266 7 271.633
_gGWP_life 19 1.172472 0.1516657 0.9359061 1.551661

Source: Authors’ own calculations

4 Results and Discussion

The life insurance industry has developed dynamically in the Slovak Republic during the
analyzed period, which was driven mainly by socio-economic, law and institutional
changes. Step by step with these changes arose the integration efforts of Slovak Republic
into international organizations like OECD, NATO and the European Union. Necessary
harmonization of the legislation and integrated financial services supervisions had a
major impact on the changes that occurred in the private insurance industry. Since 1995,
the role of life insurance has started increasing faster and more dynamically. Changes in
needs of population started to turn mainly property and liability coverage oriented
insurance market on to market offering wide variety of life insurance products.

Improving life insurance industry performance also motivated new insurance companies
for enter to the market. Market benefited not only by the entry of new specialized foreign
companies that brought new know-how and labor opportunities but also by the increased
competition between new and established companies. Efficiency and competition on the
life insurance sector are important not only for companies but also for households to
keep premiums low and innovation and quality high (Bikker, 2012). Those changes did
not result only in the increased number of insurance companies but in overall benefits in
supply as well as demand for life insurance products. Attractiveness of the life insurance
had increased especially during the years 2006 and 2011, when clients could use tax
advantage of life insurance. Entrant insurance companies offering life insurance products
brought also new types of policies for consumers with wider coverage and services that
were usual in developed economies. Majority of these “new” companies were subsidiary
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firms of international companies with foreign capital. Turning point in the Slovak
insurance industry was the merge of the dominant insurance company Slovenska
poistovna, a.s. (with life insurance market share 28,32% in 2002 followed by
Kooperativa poistovnia, a.s. with 11,86%) and Allianz poistoviia, a.s.(with life insurance
market share 5,43% in 2002) in 2003. The life insurance market share of new merged
Allianz - Slovenska poistovna, a.s. was 30,08% in 2003. But its market share in life
insurance was decreasing during the following years and nearly equalized the share
around 20% with the Kooperativa poistoviia, a.s. in 2012. However, half of the life
insurance market according to gross written premium was controlled by three insurance
companies.

Main indicators of life insurance market development as gross written premium, share of
life insurance, insurance penetration and density are shown in reduced form of four years
periods in Table 2. Chosen period is illustrated by not only growing numbers of entities
offering life insurance products but also by the increase in the gross written premium,
share of life insurance, insurance penetration and density.

Table 2 Indicators of life insurance industry in the Slovak Republic

Variable 1993 1997 2001 2005 2009 2012
g{,‘:f)s Written Premium (millions oo 13 156 79 45741 731,33 1062.1 1165.6
Share of Life Insurance (%) 23.47 26.94 42.90 42.50 52.39 55.13
Insurance Penetration (%) 0.38 0.51 0.94 1.85 1.69 1.63
Insurance Density (EUR) 1.28 29.13 85.02 135.75 196.02 215.55
Market share of foreign life

insurance companies in the N/A 25.14 55,95 92.43 91.56 90.20

domestic market

Underwriting Profit _
(thousands EUR) 16.23 24.18 151.88 295.89 221.38 122.31

Herfindahl-Hirschman index 7272 5199 1739 1391 1377 1231
Number of life insurance 6 22 22 21 17 19

companies
Source: National Bank of Slovakia, OECD

From the Table 2, it is evident that during the analyzed period, the gross written
premium in life insurance industry has increased by almost eighteen times. Also the
share of the life insurance on the whole industry has risen from les then quarter in 1993
to more than 55% in 2012. Market performance measured as underwriting profit of life
insurance industry has increased, while life insurance market concentration measured by
Herfindahl-Hirschman index has decreased (see Figure 1).

Figure 1 Market performance and market concentration

T T T T T T
1993 1997 2001 2005 2009 2013
year

‘ InHHI_life InProfit_life

Source: Authors’ own calculations
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Regressions results supported results of Figure 1. In table 3, we can see inverse relation
between market performance and market structure. Due to identified endogenity, with
respect to the concentration variables and gross written premium growth in Equation (1)
by Augmented Durbin-Wu-Hausman (DWH) test, we decided beside the Ordinary least
square regression (OLS regression) conduct also Instrumental variables (2SLS)
regression. In this model, we assumed that market concentration in life insurance
industry (In_HHI) is in relation with the amount of gross written premium in life
insurance industry (IngGWP_life) and the year change of absolute value of life insurance
companies (IngIC_life). We decided to implement this variable mainly due to fact that
traditional SCP hypothesis omits the possibility of insurance companies to entry the
market (Choi and Weiss, 2005). However, due to the observed development in Slovak
Republic, the number of insurance companies varies during this period. The industry has
also witnessed tremendous growth in the number of life insurance entities, mainly
between 1993 and 1996, when their number more than doubled.

Table 3 Regression results

Instrumental
InProfit_life OLS Regression variables (2SLS)
regression
InHHI_life -2.743438** -2.713257**x*
(0.9283807) (0.8076294)
_IngGWP_life 4.683789 1.405165
(1.463963) (1.436591)
Constant 32.31828*** 32.09582%**
(6.752665) (5.870782)
R-squared 0.6603 0.6602
Prob > chi2 0.0282 0.0031

Note: ** and *** denote significance at the 5% and 1% level, respectively. Regarding the
Instrumental variables (2SLS) regression: Instrumented: In_HHI_life, Instruments: InGWP_life,
IngIC_life

Source: Authors’ own calculations

In general, similar results were obtained by OLS regression as well as Instrumental
variables (2SLS) regression. Both models show that with decreasing market
concentration increases profit, which supports the results of Cummins et al. (1972). Our
results also support empirical evidence of Zhang and Zhu (2005) and Sliwinski et al.
(2013) that monopolistic insurance markets are less developed than competitive and also
the level of performance of the market is significantly lower. Therefore, the social and
economic transformations, the break-up of monopolies and growing competition in the
Slovak Republic have contributed to the increase of life insurance industry performance.

5 Conclusions

The paper examines the relationships among market structure and performance of
Slovak life insurance industry over the period 1993-2012. We performed OLS regression
and Instrumental variables (2SLS) regression to identify the statistically significant
relation between the development of market structure and market performance. Both
models proved that decreasing market concentration increases profit, which supports
previous results of Cummins et al. (1972). In addition, our results support empirical
evidence of Zhang and Zhu (2005) and Sliwinski et al. (2013) that monopolistic
insurance markets are less developed than competitive and likewise the level of
performance of the industry is significantly lower. Improving of the Slovak life insurance
industry performance caused several changes in the market. As the positive changes in
life insurance industry during the analyzed period, we consider: increased market share
and gross written premium; growth in the number of insurance entities and increased
competitiveness; wider coverage and services; and better performance. On the other
hand, changing conditions caused also the negative consequences on the market
performance linked primarily with fusions and acquisitions. These increase the market
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concentration, which according to our results may lead to the decrease of market
performance and affects life insurance companies as well as their clients. Regulation
authorities, therefore, should be very careful with the mergers and acquisitions
permission in the area of life insurance.

It is important to note that while in the manufacturing industry, the benefits of merger
and acquisition transactions lie primarily on the acquisition of know-how as well as on
mutual research and development to reduce costs (Péliova and Kova¢, 2009), in case of
life insurance companies and other financial institutions mergers and acquisitions are on
the front burden the enhance of a market position and gain of the potential of the clients.
This is the reason why the interest of the regulators should be concerned on the fusions
and acquisitions and moreover our results are confirming that the monopolistic markets
cause less efficiency and performance from which neither insurance companies nor
clients benefit. For the better performance of the insurance industry, as the significant
part of the economy, is necessary to focus on the effects of the fusions and acquisitions
to the market structure.

The main limitation of our paper is the aggregated character of used dataset, where the
results are based on very few observations. Therefore, our current results about the
presence of relation between market structure and market performance development are
not robust. However in the further research, we would like to confirm our results by
extended model based on individual companies’ data and incorporation of the analysis of
efficiency changes role in this relation. In addition, deeper analysis of endogenity among
analyze variables will be in the area of our further interest.
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Abstract: The paper shows the characteristic of risks of small and medium-sized
enterprises (SMEs), which represent a significant market economy element. Insurance is
comprehended as a type of business entities protection in case of the occurrence of
business risks. Decision-making criteria of a company upon the selection of a commercial
insurance company to insure the given company are an up-to-date issue nowadays.
Commercial insurance companies provide insurance protection and company
management decide what criteria they choose selecting a commercial insurance
company. The main criterion of most companies for selecting a commercial insurance
company is the price of insurance. We believe that the price of insurance is an important
although not the only criterion for selecting a suitable commercial insurance company.

Keywords: insurance, commercial insurance company, risks, small and medium-sized
enterprises, decision-making criteria

JEL codes: G22

1 Introduction

Trading in small and medium-sized enterprises (SMEs) fulfils a significant and
irreplaceable role in all countries with a market economy. We can claim that small and
medium-sized enterprises are a backbone of the European economy, as well as the key
employer in the long term. Great advantages of SMEs include their flexibility, lower
capital demand, possibilities of innovation and the coverage of more and more
differentiated market segments. They are considered to be the most effective, the most
progressive, and thus the most important part of economics. The article will characterise
the risks of small and medium-sized enterprises and the possibility of their insurance.
The objective of the paper was to characterize the risks of SMEs and recommend criteria
for selecting a commercial insurance company.

2 Methodology and Data

The aim of this paper is to characterise the risks of small and medium-sized enterprises
and the possibilities of their insurance and recommend criteria for selecting a commercial
insurance company. The methods of description, analysis, synthesis, deduction and
comparison will be used. The conclusion will present several possibilities of broadening
the criteria for selecting commercial insurance companies and making SMEs risk
insurance more effective. This paper is the output of a scientific projects IGA no. 3/2014
»~Risk insurance for small and medium-sized enterprises® and VEGA no. 1/0208/14 ,
Insurance market efficiency and insurance" authors of the paper are researches of these
projects, as well as authors of numerous publications in this area.

3 Results and Discussion

Economic activities carried out in small and medium-sized enterprises also reflect in
negative terms. These enterprises are also jeopardized by risks occurring in business
activities in the given enterprises. A significant form of risk financial coverage is
insurance. Insurance is focused on the coverage of risks whose occurrence would cause
significant damage to a business entity and could lead up to bankruptcy. The role of risk
insurance of small and medium-sized enterprises is gradually increasing nowadays.
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Problematic spheres particularly include complex legislation, low level of law
enforcement, high contributory burden as well as administrative burden of business. On
the other hand, companies are jeopardized by risks resulting from business activities
(e.g. manufacturing, technical and technological, market, social, financial risks, etc.).

The range of risks to which business entities are exposed has broadened over the last
decades. The number of risks related to various natural disasters, vandalism, fraudulent
behaviour and others has increased. The solution of damage caused by the given risks is
offered by insurance and insuring.

3.1 Risk Insurance of Companies

In order for a company to do business smoothly, it has to have an overview of risks
which could jeopardize the smooth operation of the given company in future. Prior to risk
identification, the owner and employees of a company need to carry out the inventory of
all company values (material, financial, intangible assets, manpower) which could be a
subject to losses or destruction. They have to do it in order to find out which risk factors
represent potential threats for their company.

The risk of business entities or companies can also be viewed on the grounds of whether
the factors work from the inside of an entity or from its environment. It concerns internal
and external risks. Internal risks include e.g. the non-fulfilment of safety regulations,
which can lead to employee health impairment. External factors include e.g. flood, which
can cause damage to property, health and life of persons. The risks occurred suddenly,
particularly as a result of a change of natural conditions, are called natural hazards.

Many risks can be eliminated. They can be interacted and subsequently controlled. Such
risks are called influenceable risks. They include e.g. damage or theft of property. A
business entity can use different means to decrease the risk of property theft, e.g. the
implementation of safety service, safety system, porter and others. However, some risks
are hardly influenceable. An example is a volcanic eruption.

We can state that there are many different risks which can be divided according to
different viewpoints - pure and speculative risk, risk due to a natural factor and risk due
to the human factor, natural and non-natural hazards, internal and external risks,
influenceable and non-influenceable risks, and others.

Insurable risks are predominantly concerned in risk insurance and insuring of SMEs.

For each risk, the insurer considers whether it is possible to precisely identify a risk,
whether it is possible to precisely quantify a loss following a risk occurrence, and whether
a risk is economically advantageous, and thus acceptable for the insurer. If a risk is
accidental, identifiable, quantifiable and economically advantageous, it can be insured,
i.e. it is insurable. Each insurance company publishes the risks they insure.

Negative events result in direct and indirect losses of people and business entities. Direct
losses are quantifiable — e.g. damage or destruction of property. Indirect losses are
incurred by an interruption of the main activity of a business entity (e.g. market position
loss) or damage to a good reputation. Such losses are hardly quantifiable, and thus also
hardly insurable.

Various risk factors and risk levels are important for premium amount specification in
practice. Calculating premium, insurance policies are divided into tariff groups according
to different factors and risk levels. A tariff group represents a group of insurance policies
with approximately identical risks. For example, there can be four risk factors regarding
motor hull insurance - the age of driver, gender, car type and residential address. On
their grounds, various levels can be considered, e.g. there are three levels regarding the
age of driver - from 18 to 25, from 26 to 58, and 59 and more; two levels are considered
regarding gender — male and female, etc. The number of tariff groups then equals the
product of the number of factors and levels. Each tariff group has a certain different
amount of premium. This is how the procedure of its calculation is simplified in practice.
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Further risks of SMEs also include credit risk, liquidity risk, market risk, currency risk,
interest rate risk, operational risk and other risks (Cejkova et al., 2011).

Risk management: Neither people nor business entities can insure all risks which
threaten their lives or business activities. Some risks can also be eliminated otherwise. It
is important for them to know risk management tools and to implement the process
called risk management. Risk management is the process of risk monitoring, its
influencing, prevention and damage reduction, and exploring the options of financial
coverage of its consequences (Martinovic¢ova and Cejkova, 2013).

It is first of all important in risk management to know risks jeopardizing an entity, which
includes their identification, seriousness specification, probability of their occurrence, and
the evaluation of measures possibly reducing the given risks. They include different
precautionary measures, e.g. different trainings, safety features like fire detectors, safety
service implementation and others. Risk diversification and risk financial coverage
predominantly by insurance and insuring is an important part of risk management.

Risk identification: The following (model) and other risks can be found and classified
during the identification:

Table 1 Risk division - model

Natural hazards

Risks of theft, vandalism

Credit risk

Risk of non-payment of debts

Payment risks

Transportation risks - risks of national and international

transport

> Risk of the occurrence of a work injury

INTERNAL RISKS » Risk of the loss of qualified workers

Source: own processing under IGA Project No. 3/2014 School of Economics and Management in
Public Administration in Bratislava, 2014

EXTERNAL RISKS

V|V V V|V V

Companies conclude policies enforced by law (i.e. compulsory insurance policies) and
voluntary insurance policies which they decide for. Compulsory insurance includes e.g.
liability for damage caused by motor vehicle operation, liability for environmental
damage, and other policies. Voluntary insurance includes motor hull insurance for the
events of damage resulting from several risks, e.g. traffic accidents, theft, vandalism,
unauthorized usage of a means of transport or a natural disaster. Such risks can include
windstorms, hailstorms, floods, fires, landslides, earthquakes, etc. Insurance covers
damage during the transport of goods as well as damage to property of a company.

Many risks were found during the identification of risks, with only a negligible part having
insurance coverage. Risks having catastrophic effects on a company, e.g. natural hazards
and risks of theft, are sometimes not covered at all. To cover these risks, property
insurance or motor hull insurance can be implemented, and the most appropriate life
assurance can be implemented as one of the forms of the motivation of employees of a
company.

The insurance of risks related to business activities is frequent in companies,
predominantly including the following:

e Property insurance: The insurance coverage of property for the events of
natural hazards and risks of theft. It is important that companies insure for the
events of the occurrence of these as well as other risks. The objects insured are
different office buildings, service shops and other operational buildings.

e Credit insurance: Credit insurance insures the inability to pay off a credit in the
events of the occurrence of different risks specified in an insurance policy, e.g. in
the events of the loss of employment, illness, injury or death of the insured and
others. This insurance is also offered by banks themselves upon credit provision.
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e Loss of profits insurance: In case of profit insurance, the object insured is the
profit of a business entity in the events of the occurrence of different risks
specified in an insurance policy, e.g. unfavorable weather conditions, uncollectible
debts, etc.

e Legal expenses insurance: Concerning legal expenses insurance, indemnity in
case of an insured event is not the provision of an agreed financial amount to the
insured but the provision of legal services. Legal services can be provided in
various cases, e.g. in labor disputes, neighborly disputes, disputes related to
property rentals, or related to the accidents of motor vehicle drivers, etc.

3.2 Possibilities of Further Insurance and Insuring of the Risks of Small and
Medium-Sized Enterprises

In case of insurance and insuring of the risks of SMEs, predominantly so called insurable
risks are concerned, particularly including insurance against natural disasters, which
protects the insured property (a group or individual objects) in case of a damage
resulting from natural disasters, caused by accidental insured events, e.g. fire, explosion,
lightning, windstorm, fall of objects, flood or deluge, hailstorm, landslide, fall of rocks,
earth and avalanche, earthquake, and other risks. Buildings and sites are also insured for
the case of a damage caused by snow or icing weight. This insurance also provides
insurance protection in case the insured objects have been damaged or destroyed by
water from water supply equipment and the substance flowing from fire extinguishers. If
the insured object is a building, insurance also covers water piping, discharge piping, and
heating and solar systems damaged due to an overpressure of fluid or steam, or water
freezing in them. Insurance for the event of theft provides insurance protection in case of
a theft or burglary, if the perpetrator overcame an obstruction protecting the insured
objects or used violence. Insured objects have to be protected for the case of theft by
means corresponding to their value (safety lockers and foils, safe-deposits, etc.).
Insurance can also be related to the theft of money during its transport by an authorized
person. Insurance of sites is implemented for the cases of natural disasters and other
risks. An advantage of this insurance product is that complex property and liability
insurance according to the needs and interests of a company can be agreed within a
single insurance policy. Insurance for the case of the loss of employment and other types
of insurance can also be implemented (Cejkova and Fabus, 2012).

3.3 Criteria for Selection of Commercial Insurance Company for Small and
Medium-Sized Enterprises

SMEs determine their own criteria for insurance selection, on the grounds of which they
subsequently decide in their selection of a commercial insurance company. These criteria
can be generalized, however each business entity prefers and considers different criteria
on the grounds of which they decide. Decisions of business entities in selecting a
commercial insurance company are also affected by the price of insurance. They mostly
want to get the greatest possible profit for the lowest possible costs.

Selecting a commercial insurance company and its insurance products, SMEs take various
criteria into consideration, including the following:

recommendations of a commercial insurance company by acquaintances;

the portfolio of a particular insurance company;

the amount of its capital;

the solvency of a commercial insurance company;

own experience with a selected commercial insurance company;

the amount of premium;

the intensity and type of risk;

offered insurance services;

the speed of insured events processing, indemnity payment, etc. (Martinovicova
and Cejkova, 2013).

Each business entity prefers a different criterion playing the greatest role from their
viewpoint; however, the most frequent are those aforementioned. Premium, i.e. the price
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a business entity is to pay for an offered insurance product of an insurance company
upon insurance policy conclusion, can be emphasized. Another frequent criterion is the
solvency of the given insurance company, as business entities are mistrustful in current
economic situation and do not want to put their money in an insurance company which is
irresponsible, respectively unable to provide them an optimum indemnity in case of an
insured event occurrence. The third frequent criterion is the speed of insured events
processing, which is partially related to recommendations regarding an insurance
company. In case of the occurrence of a damage against which a business entity has
been insured, the speed of indemnity payment is considered.

Some SMEs prefer insurance companies on the grounds of the criteria they might find
more important. However, a very significant factor is the satisfaction of a company with
their cooperation and the insurance company, and an insurance relationship based on
trust. By means of insurance, business entities have to be in permanent contact with
their insurance company, which is why it is important for them to select a commercial
insurance company with which they will be satisfied and able to communicate with well.

The main criterion of some SMEs is the amount of premium. However, we recommend to
several SMEs to broaden their criteria for selecting a commercial insurance company to
insure their business-related risks by the following criteria:

the market share of a commercial insurance company on the insurance market;
the image of a commercial insurance company;

the reference and experience with a commercial insurance company;

the solvency of a commercial insurance company;

the availability of provided services;

the type of risk;

insurance terms and conditions;

the speed of insured events settlement;

the insurance products of a commercial insurance company, etc. (Martinovicova
and Cejkova, 2013).

4 Conclusions

Economic and other activities of small and medium-sized enterprises have certain risks. A
significant form of risk financial coverage is insurance. Insurance is focused on the
coverage of risks whose occurrence would cause significant damage to a business entity.
That is why the role of insuring the risks of small and medium-sized enterprises is
increasing nowadays.

These entities conclude various insurance policies regarding their risks. However, SMEs
conclude voluntary insurance policies in a smaller extent, e.g. insurance of liability for
damage caused by the operation of an organization, insurance of liability for damage
caused by an employee, and other liability insurance policies. SMEs also conclude life
assurance policies for company employees in a smaller extent. Risks of various financial
losses resulting from business activities, e.g. profit loss, employment reliability,
insufficient income, legal protection, etc. are frequently not insured. On the grounds of
the aforementioned, we proposed some other insurance products. These products are
included in the portfolios of commercial insurance companies.

The objective of the paper was to characterize the risks of SMEs and recommend criteria
for selecting a commercial insurance company. According to the already mentioned state
of SMEs, they predominantly decide on the grounds of the premium amount criterion.

We also consider the inclusion of other criteria, e.g.:

the share of a commercial insurance company on the insurance market,
the image of a commercial insurance company,

the speed of insured events settlement,

the solvency of an insurance company,

the availability of provided services,
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e insurance terms and conditions,
e the type of risk and others, among the selection criteria for selecting a commercial
insurance company to be important.

SMEs can choose the most appropriate commercial insurance company and transfer the
risks of their business. By means of this transfer, SMEs ensure the effectiveness and
profitability, and eliminate losses of their own financial means.
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Abstract: From November 4, 2014 the ECB, acting on its responsibility as regional
supervisor will be launching the Single Supervisory Mechanism (SSM). The Mechanism
puts in place a system of community banks supervision that involves national supervisors
and the ECB. Participation in the SSM is not mandatory for the countries outside the euro
area. They have the option to participate in the system by entering into close cooperation
agreement with ECB. For this purpose, the ECB will have to issue and adopt many rules
and operating procedures before the commencement of the SSM. The ECB has already
completed the design of ECB SSM Framework Regulation, which has dealt with the
implementation of Council Regulation No 1024/2013 on SSM in the supervisory practices
of the ECB. The proposal is submitted for public consultation. In terms of surveillance
activities it will be interesting to evaluate the implications and possible consequences,
whether the Czech Republic steps into the SSM or not.
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1 Introduction

The European Central Bank (hereinafter referred to as "ECB") published, on February 7"
of this year, a proposal of the Regulation of the European Central Bank (hereinafter
referred to as "the Proposal"), which establishes a framework for cooperation between
the ECB, the national competent authorities and national designated authority
(hereinafter referred to as "NAs" or "NA") within the single supervisory mechanism
(hereinafter also referred to as "SSM").

The SSM is the result of several years of effort by the EU institutions on the closer
integration of financial market supervision. The trigger (or excuse?) for increasing the
dynamism of this process was the 2008 financial crisis, whose consequences are still
outpacing Europe. The European Commission was afraid of a bailout of the banking
sector and the threat of recession. Thus, it has decided to create a new model of
regulation, which would be able more effectively, and in a timely manner, to indicate the
negative events on the financial markets and through closer supranational cooperation on
these phenomena in time to react. The first result was the report of a team led by
Jacques de Larosiére. The report identified weaknesses in the current regulatory system
and proposed new solutions. Although the document was accepted largely without
opposition, in some cases it was not possible to fully identify with his findings. In
particular with the regulation of Credit Rating Agencies, influence exert over IASB, the
extension of regulation to all firms or entities conducting financial activities of a
potentially systemic nature (even if they have no direct dealings with the public at large),
proposals to further develop common rules for investment funds in the EU, tighter
supervisory control over the independent role of depositories and custodians,
interconnection between compensation incentives and shareholder interests, high and
robust protection of all customers (also in the insurance and investment sectors) etc.

The cause of the crisis was the failure of the supervisory institutions and the regulation of
banks exposures in the area of complex structured instruments (e.g.. ABS). To this
failure may have significantly contributed a sectoral fragmentation of financial
supervision authorities and related gaps in coverage of the markets of those instruments
by the supervision. The attention thus should have been paid especially to how these
gaps close and not the projects of further enlargement of the scope of regulated entities.
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The material was adopted relatively quickly and smoothly over the background of
subsiding panic and lingering recession and became a pillar of the new European
supervisory institutional architecture. By a decision of the Council of the EU (hereinafter
referred to as "Council") of 9.6.2009 came to the consolidation of the financial market
supervision. The Council decided in the meaning of Jacques de Larosiere report on the
establishment of the European Systemic Risk Board (ESRB) and the European System of
Financial Supervisors (ESFS), umbrella European Supervisory Authorities (ESAs).

Although the Jacques de Larosiere report was ambitious, it did not mean, in connection
with the ESFS and ESRB, such a significant integration step, as the formation of the SSM.
The current project is probably beyond the scope of the original claims.

One of the Jacques de Larosiére proposals (adoption a balanced group support regime)
shifting the power from the host to the home regulator became the basic pillar of the
SSM design. The aim of this work is to evaluate the benefits and drawbacks of
cooperation schemes in the area of the surveillance and regulation of banks after the
takeover of the supervision by the ECB starting November this year.

2 The Single Supervisory Mechanism
2.1 The Scope

The design of ECB SSM Framework Regulation is based on the Council Regulation No
1024/2013. The purpose of the ECB's Proposal is to establish the rules and procedures
for cooperation between the ECB and the NAs of the participating states in order to
ensure the good functioning of the SSM. The Proposal addresses the following areas in
particular:

e a methodology for the assessment of the relevance of the supervised entity or
group in order to determine whether it falls under the direct or indirect exercise of
supervision,

cooperation and exchange of information between the ECB and the NAs,

the language regime of the various processes within the SSM,

the general principles for the performance of the ECB'S supervisory procedures,
procedures related to macro-prudential tasks of the ECB,

the organization of close cooperation (see below) with the states whose currency
is not the euro,

e imposition of administrative penalties.

2.2 Organization, Principles, Supervision on a Consolidated Basis

Joint Supervisory Teams (hereinafter referred to as "JST") carries out the supervision in
the case of significant institutions. Their main tasks include the design and
implementation of surveillance monitoring and evaluation activities and coordination of
examinations on the spot. It is composed of staff of the ECB and the staff nominated by
the relevant NAs. Supervision on site is also carried out on the basis of the ECB's
decision. The ECB has a major say in the formation and composition of the team carrying
out the on the spot examination.

The ECB shall exercise supervision over the significant credit institutionson on a
consolidated basis. Consolidated supervision of groups that are “less significant”
institutions, continue to ensure the relevant NAs.

If the groups operate in more than one state, there shall be established, for the
performance of the consolidated supervision, the Colleges of supervisors, with the
following composition:

In the case of significant institution with maternity institution in the participating state,
the ECB is the Chairman of the College. NAs of credit institutions subsidiaries in the not-
participating states, or branches in the not-participating states, that are significant, are
members of the College and the NAs of credit institutions subsidiaries in participating
states are in the role of observer.

112



In the event that the controlling institution and thus consolidating supervisory authority
does not have a registered office in the participating state, then it is the status of the
ECB and the NAs of credit institutions subsidiaries in participating states following:

e in the event that all of the supervised bodies in the participating states have the
status of significant institutions, the ECB becomes a member of the College, while
the NAs are in the role of observers,

e in the event that all entities have the status of less significant institutions,
members of the College are the only NAs,

e in the case that some of the bodies of the participating states are significant
institutions and some of the bodies of these states are less significant institution,
the ECB and the NAs of those less important institutions are members of the
College, while the NAs, in whose state has registered a significant institution, have
in the College the role of observers.

2.3 Important and Less Important Institutions

The SSM Regulation sets out the basic criteria for determining significance in article 6(4)
of the SSM Regulation. The criteria laid down are:

e size, the volume of assets in the amount of at least 30 billion EUR,

e importance for the economy of the EU or a participating Member State, the
volume of assets in the amount of at least 5 billion EUR and the ratio of assets to
GDP of the participating state at least 20%,

e significance of cross-border activities, controlling person of the group has a
subsidiary of a credit institution in at least two EU Member States and the
proportion of non-resident assets or liabilities on the total balance sheet of the
entire group is at least 10%,

e request for or receipt of public financial assistance directly from the EFSF or the
European Stability Mechanism (ESM), relevant areboth, the supervised entity that
has applied for aid, as well as all other supervised bodies of his group, and

e qualifying as one of the three most significant credit institutions in a participating
Member State.

Whether a supervised entity or a supervised group are regarded as significant is
determined at the highest level of consolidation in a participating Member State. All
credit institutions that are part of a significant group will be subject to direct supervision
by the ECB on a consolidated and on an individual basis.

The ECB sets the body between the significant institutions by its decision and shall
publish a list of all significant institutions.

2.4 Cooperation in the Context of the ECB's Macro Prudential Tasks

NAs on one side and the ECB on the other side, shall be entitled to apply to the bodies
macro-prudential measures, in particular in the form of a requirement to maintain capital
reserves beyond minimum regulatory capital requirements (counter-cyclical reserves, the
reserve for the G-SlIIs, reserves to cover systemic risk).

NAs and the ECB are obliged to inform each other, that they intend to introduce certain
macro-prudential measures, at least 10 working days before they decide and the
counterparty has the right to raise objections within 5 working days prior to the
applicable date.

2.5 Procedures in the Framework of Close Cooperation

The non-euro area Member States that decide to enter into the SSM through close
cooperation are referred to as closely cooperating states. The ECB is not entitled to
exercise its supervisory powers in a closely cooperating states against the supervised
bodies directly, but only through the NAs. The ECB may however in such cases issue in
relation to the significant institutions general or specific instructions, requests or guides
requesting the NAs, to issue decisions relating to these significant institutions. Without

113



the instructions of the ECB the NAs cannot issue any decision (NAs may, however apply
for the instruction).

In relation to the less significant institutions, the ECB publishes the guidelines not in
relation to specific supervised bodies, but the groups or categories of the bodies.
Similarly, in case of macro-prudential tasks entrusted to the ECB, the ECB may issue
specific instructions, requests, or guides to the NAs. NAs will bear responsibility for any
damages, if the instructions of the ECB were not timely applied.

In the case of non-participation in the SSM the ECB shall conclude with the Czech
National Bank (hereinafter referred to as "CNB") and other NAs of not-participating states
a multilateral MoU on cooperation in the area of supervision.

2.6 Administrative Sanctions

The sanctions are the result of violation of the obligations of significant or less significant
institutions arising from the relevant regulation or decision of the ECB. The Proposal
establishes an independent investigative group, composed of staff appointed by the ECB,
which should examine possible breaches and prepare draft decisions. Revenue from
administrative sanctions granted by the ECB shall become the property of the ECB.

2.7 Transitional and Final Provisions

At least two months before the 4. November 2014 sends the ECB to all significant
institutions decision on the takeover of exercising supervision. In the case of a body that
is part of a group, the ECB shall send the decision to the parent company. NAs must,
within 4. August 2014 send to the ECB a list of licensed credit institutions.

3 Evaluation Method, Criteria

The evaluation was necessarily influenced by the fact, that, for a given topic, there were
not sufficient amounts of available publications. This is due to the fact, that the project is
still in the praparatory stage and, at the same time, it is not very hot for the majority of
the EU countries. The findings will also be burdened with a certain degree of
subjectiveness, since it was impossible to quantify them exactly. The criteria for the
evaluation of the cooperation schemes are therefore established by individual choice, but
with regard to the quality and effectiveness of surveillance at both, the Community level
and the NA level, who, as the stakeholder, takes a signifiant part on the responsibility
and costs (without taking the proportional part on the decision making process).

For assessment purposes there were used ordinary criteria like

Administrative demands

Simplicity and clarity of the arrangement
Economy

Communication and cooperation
Readiness for action

Enforcement options

3.1 The Impact of the Proposal on the Regulatory Environment in the Czech
Republic

CNB remains not-participating NA

e the czech banks, which are subsidiaries of controlling persons registered in one of
the participating states, will be subject to supervision on a consolidated basis in
the framework of the SSM,

e new coordination of the activities of the not-participating country NAs with ECB
will be established, conclusion of new agreements on cooperation within colleges
will be required,

¢ the CNB would have the same supervisory powers as before the creation of the
SSM, the SSM should not have any significant impact on the objectives and
methods of the performance of the supervision of credit institutions,
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e communication with the consolidating foreign supervisory authority should be
simplified, as the ECB takes over the current position of the consolidating
supervisors.

ECB will chair the colleges while NAs from the participating countries will, instead of the
current position of the members newly be in the role of observers. Currently
consolidating supervisory authorities (the European parent banks) will be replaced, in
exercise of their powers newly by the ECB. Paradoxically, the European supervisory
authorities will become an observer in the College, while the CNB, as the supervisory
authority of the not-participating state, will remain a member of the relevant Colleges. In
case the other supervisory authorities have entered also into a close cooperation, the
CNB and the ECB would have been members of the colleges, and all of the other
supervisory authorities, would have just observer status. Joint decision of those Colleges
might be a joint decision of the ECB and the CNB.

¢NB participates in close cooperation

Supervisory powers of the CNB over banks would be limited by the guidelines and
instructions of the ECB and spun from the fact of significance or, conversely, the smaller
significance of the supervised entity or group.

In the case of supervision of less significant institutions would be the CNB obliged to
follow general guidelines and instructions issued by the ECB and at the request of the
ECB to take decisions (not in relation to individual supervised body, but in relation to
specific groups or categories of supervised entities).

In the case of supervision of significant institutions would the CNB have far more tasks,
inter alia:

e to ensure that the ECB has received all the information and statements that the
CNB received from or in connection with the examination of significant
institutions,

e designate a local coordinator or other staff in the JST under the direction of a
main coordinator of the ECB, 5

e take a decision (only) on the basis of the instructions of the ECB, the CNB should
be able to apply to the ECB for the release of the instructions,

e ensure that the supervised institutions in the Czech Republic can be subject to the
assessment which institution will be considered significant and the procedures of
close cooperation,

e impose administrative penalties (only) on the basis of the ECB guideline and
inform ECB of decision drafted by the CNB,

e use the powers of investigation in accordance with the instructions of the ECB,
including the obligation to invite the staff of the ECB to the investigation in the
role of observer and inform the ECB of the outcome of the investigation.

Provisions of the Proposal in the area of macroprudential instruments, creates a fairly
broad space for the implementation of a whole range of measures at the local level,
however, these measures will be necessary to consult with the ECB.

NAs of states participating on the basis of close cooperation have the right to request the
termination of close cooperation with immediate effect, under the conditions laid down in
the regulation on SSM. The Proposal deals only with the time limit of this process.

4 Conclusion

In the case of supervision of signifiant institutions would the NA have far more tasks
since it becomes the service point of the ECB. Administrative demands attributable to
both, to the NA and to the Community, would therefore be higher.

Simplicity and clarity of the arrangement does not appear to be the worrying factor. Only
the need for interpretation of some terms or the neccesity to scrutinize the range of
signifiant subjects would make the future arrangement a bit more complicated.
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Economy - in the case of supervision of signifiant institutions would the NA have far more
tasks which would require additional capacities.

Communication and cooperation with the consolidating foreign supervisory authority
should be simplified as the ECB takes over this consolidating position. All the
communication would be directed at the ECB.

Readiness for action (from the NA point of view) would be limited because of the loss of
the supervisory power over the host signifiant institutions. The influence in the colleges
of supervisors on the consolidated basis would be weak (would depend od the strength of
the observers role).

The off/on site examinations and following steps would have to proceeded in line with
ECB instruction including the obligation to invite the staff of the ECB to the investigation
in the role of observer and to inform the ECB of the outcome of the investigation. This
may complicate the enforcement opportunities in the cases, where the national rules and
practices are well and effectively developed and cover fairy good the national conduct of
business. Potential conflicts with the national admistrative procedures may thus arise
despite the direct applicability of the community regulations.

It is obvious, that five of six simple basic criteria are not in favour of the close
cooperation.

Problems can be expected due to the different segmentation of entities, the differences in
the arrangement of supervision (functional versus sectoral arrangement), differences in
the number and focus of supervisory institutions in EU countries. Many countries have
their own system of specific financial institutions, which must be treated specifically
(saving unions, building societies, etc.)

The project of close cooperation would on the other hand bring a lot of positive changes.
It may, in the Czech Republic, touch approximately 23 legal standards. It would trigger
the acceleration of the unification of many legal concepts, procedures and terms. For
example the use of the principle of the individualization of penalties or the determination
of its size which usually depends on a number of factors, like severity of the misconduct,
the way the tort was committed (by the act, omission, fraud or otherwise seriously), the
circumstances and consequences of committing a tort, the duration of the infringement,
relapse, property circumstances of the delinquent (the inadmissibility of the winding-up
of the fine) etc.

The positive impact could be seen also in the examination steps. There were different
standards of supervision across the EU countries. Many authorities did not collect enough
data about specific transactions. This led to the inability to detect defective practices
using off site surveillance tools. Many authorities did not check the individual credit files
of banks, they relied on the in advance prepared presentations. There was no deeper
knowledge of the functioning of the systems and processes at the examined institution
(no defects could be revealed without that in the internal control mechanisms of the
banks that are the source of uncontrolled risk taking). A thorough verification of the
quality of the assets has not yet been subject to the normal activities of European
supervisors, a thorough review is running within the SSM now.

The bank supervision in the Czech Republic has not failed in any of the designated areas
so it is well prepared to become a part of the project that unfortunately the high
supervisory standards just started to design.

Finally, there is also the question of subsidiarity, which the EU has incorporated in all
basic documents. I.e., whether due to significant historical, cultural and customary
differences of European regions were some goals met more efficiently by national and
regional authorities.

Long-term benefits of surveillance integration can nowadays hardly be estimated. There
are no doubts, that they will outweigh the potential costs. Irrespective of this conclusion,
the present accession to the SSM appears to be premature.
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Abstract: The contribution is dealing with selected assessments of the most important
risk in the banking sector in the Czech Republic. The aim of this article is calculate,
compare capital requirements and calibrate effective portfolio of business loans regarding
to the optimal amount of the final capital adequacy of the given commercial bank in the
Czech Republic. Paper is focused on the credit risk management where the evaluation of
the capital adequacy with using Standardized Based Approach (STA approach) with
external rating and Foundation Internal Rating Based Approach (IRB approach)
methodology of legislative framework of Basel III is used. Results of our calculations
show that IRB methodology is beneficial only for big banks that are able to choose their
clients (with AAA rating, low credit risk and default rate). On the other hand, if the bank
would like to make an offer to client with the rating B and worse, compared to the
competitor who is used only Standardized Approach without External Rating, it has
competitive disadvantage, because of higher entitlement on the amount of bank's equity
which has to be hold and which could represent higher prices of provided loans. On the
other hand, because of the possibility still using the old STA methodology and their non-
sensibility on PDs, small banks could focus on worse customers and offer them lower
(better) interest rate because of the possibility to hold lower amount of the capital.

Keywords: Basel III, Standardized Based Approach without external rating, Foundation
Internal Rating Based Approach, Probability of default, credit risk management

JEL codes: G22, G18, G32

1 Introduction

Due to the fact that banks use huge amount of external financial sources in their
business models (amount of these sources reached more than 95 %), it is necessary to
adjust this area by some legislative framework. This legislative framework consisting
primarily of the regulatory agreements of Basel III sets legal rules which govern the
capital adequacy of banks. Therefore following rules have to be followed for establishing
of the effective loans portfolio of commercial banks. On the other side there is obvious
demand of the banks’ owner to maximize the return on equity. The aim of effective
active business management should be to create such a portfolio which respects the
legislative framework, but also bring the highest return on equity for the banks’ owner in
the same time.
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The aim of this article is calculate, compare capital requirements and calibrate effective
portfolio of business loans regarding to the optimal amount of the final capital adequacy
of the given commercial bank in the Czech Republic.

Lastra (2004) also argues that banks with the arrival of Basel II standards and the
possibility of development of their own IRB models banks will try to use these
methodologies to reduce their equity and thus to increase ROE. Harle et al. (2010) states
that most banks in Europe did not reverted to the new credit risk approach. With the
arrival of higher capital requirements in relation to the new implementation of Basel III,
there is offering the opportunity for banks to defend these new costs. The aim of this
paper is to prove that for effective modeling portfolio of business loans in the context of
capital adequacy is more advantageous for the usage of the IRB approach compared to
using STA (Standardized Approach Based) approach.

According to McKinsey (Harle et al., 2010), the cost of additional capital due to
implementation of Basel III within the current state of portfolio of European commercial
banks are estimated at € 1,100 billion of additional Tier 1 capital, €1300 billion of short-
term liquidity and €2300 billion of long-term resources. At the same time there is an
estimation of a reduction in average ROE by 4% in the banking sector. According to
authors, the transition to Basel III represents an impulse for banks which have not begun
with improvements of their approaches for the optimal level of risk-weighted assets
(RWA) yet, because these approaches make the capital and liquidity much less available
and much more expensive. Certain solutions for banks (Harle et al., 2010) could be seen
in a reduction of the value of risk-weighted assets (RWA) within the credit risk
management. In this context, banks are particularly concerned about the loss of capital
and liquidity, which are derived from ineffective implementation of the new regulation.
Authors see two major events which banks may face challenges of Basel III with: the
improvement of capital efficiency especially in the trading portfolio and the determination
of the sub-optimal liquidity management practices.

Due to the legislative changes of Basel II, it allows to develop internal rating models for
banks and set the capital adequacy on their basis which may lead to improve the
efficiency of the capital and the development of efficient portfolio of business loans.
(Basel Committee on Banking Supervision, 2009) Basel II came up with this possibility
precisely because of the criticism of insensitivity to credit risks of individual borrowers -
excellent company, as well as the almost defaulted company had gained the same RWA
100 %. (Reppulo, Suarez, 2004)

In the banking area, there are two perspectives on this topic - the perspective of the
owners and the perspective of civil society. Due to the fact that banks works with the
deposits of the general population who often do not realize that their savings are on-lent,
there is a logical pressure of the society to banks to manage with these funds on the
least possible risk level. In contrast, owners require banks to have the greatest profit
using the minimal amount of their own funds. Therefore in this case the goal is to
minimize the capital requirement of banks. This contribution solves this issue from the
perspective of owners and seeks to minimize the need for bank capital.

Internal rating models for credit risk assessment of the client should therefore be an
important part of the credit risk management in commercial bank. These models, which
are extremely important in the phase of risk measurement, recorded very dynamic
development and should become an inevitable part of the assessment of credit risk in
banks in the last period. Generally, rating systems are used to determine the credit risk
of individual borrowers. Using different methods, the credit rating score is assigned to
individual borrowers and indicates the level of their credit worthiness. Aggregate risk of
individual clients defines also the relevant amount of capital requirement.

2 Methodology and Data

According to Basel II, commercial banks can use not only Standardized approach (STA)
but also Internal Rating Based Approach (IRB) for credit risk measurement and for
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calculation of required amount of equity. The issue of capital adequacy of commercial
banks, the quality and functioning of the models for credit risk measurement in the
macro-economic framework examined the study Belas a Polach (2011).

Standardized approach for credit risk measurement exactly determines risk weights for
credit assets. For example, for corporate loans applies: if the bank has available rating
scores of recognized rating agency (STA+ ER approach), this rating classifies individual
exposures (EaD) to six level of credit quality. First level of credit quality means that given
assets has risk weight of 20 % and sixth level of rating quality is assigned risk weight of
150 % to given assets (Czech National Bank, 2007c). If there is no available rating
scores of recognized rating agency (STA-ER approach), risk weight of 100 % of given
state is assigned to given assets. The amount of capital requirements (KP) for individual
exposures is calculated through this formula:

KP = EAD x RW x k, (1)
where k is a coefficient of capital adequacy (0.08).

Internal Rating Based Approach is enable to use own systems for credit risk
measurement in banks (Antloch, 2008; G. Falavigna, 2008; Jankowitsch, Pichler a
Chwaiger, 2007; Meyer, 2006; Witzany, 2010). If the bank uses Fundamental Internal
Rating Based Approach (FIRB), only the Probability of default can be estimated by own
approaches and other parameters is determined by a national regulator. If the bank uses
Advanced Internal Rating Based Approach (AIRB), then all risk parameters can be
estimated by own approaches a models including a Probability of default (PD), Loss Given
Default LGD, Exposure at Default EaD and the maturity. IRB is enabling to calculate own
calculations of risk weights of exposures, which significantly determine appropriate
capital requirements (Czech National Bank, 2007a), (Czech National Bank, 2007b),
(Czech National Bank, 2007c).

The Internal Rating Based Approach determines that inputs parameters which are
required to calculate an appropriate amount of equity (such as PD, LGD, EaD, M) can be
estimated by own approaches of an individual bank institution on the basis of national
regulator permission.

The value of risk weighted assets (RWA) is calculated by formula as follows:

RWA =RW x EAD (2)
Risk weight (RW) is defined by the following formula:
RW =125 x1,06 x (LGD x N B G(PD) + ixG(o,999)— PDxLGD |X S (3)
J1-R N1-R

Where s is the maturity, N(x) is a function of the normal distribution of random variable
(N (0, 1)), G (2) is the inverse cumulative distribution function for a standard random
variable, “R” is the correlation of systemic risk, “M” is effective maturity and "“s” is
adjusted maturity. The way how to calculate these parameters is set by a national
regulator. Probability of default to corporate exposures or institution exposures is at least
0,03 %. Probability of default of borrowers is 100 %. The value of M (maturity) which is
used by institution which have no permission to use own LGD, represents 2,5 years. LGD
for subordinated exposures without eligible collateral is 75%. Estimates of PD are based
on the usage of historical experience and empirical evidence, not only on a personal
assessment. (Czech National Bank, 2007a), (Czech National Bank, 2007b), (Czech
National Bank, 2007c¢).

Based on this requirement, PDs which were obtained by CEKIA Company (today known
as Bisnode Ceska republika a.s. with nearly 20-years history) for the effective modeling
portfolio of business loans in the context of capital adequacy have been used. This Czech
Capital Information Agency (CEKIA) a.s. was founded by Prague Stock Exchange, Ceska
sporitelna and Komerc¢ni banka to provide information about the nascent Czech capital
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market. Due to these preconditions, CEKIA is able to define as accurately as possible the
stability of the company and also predict the risk of companies’ bankruptcy within the
period of next twelve months. Split into groups corresponds to the minimum of credit
rating requirement, i.e. 7 rating groups. Data classification of companies should conform
to the requirements of the CNB's internal rating models and estimation of PD.
Methodology of CEKIA’s rating model is in accordance with the rules of Basel II".
(Bisnode, © 2001-2013)

Belds, Cipovova, Novak, Polach (2012) present the theoretical-methodological and
practical aspects of validation of internal rating models of commercial banks. Other
related studies can be found here (Horvatova, E., 2013; Horvatova, E., 2008;
Chovancova, B., Arendas, P., 2013; Chovancova, B., Arendas, P., 2012)

Foundation Internal Rating Based Approach (FIRB) is based on the fact that that bank
evaluates only PDs of individual borrowers. PDs of individual borrowers when using the
approved IRB hybrid model CNB should not be significantly different from the values
determined by CEKIA in its model, which is in accordance with the rules of Basel II.
Therefore values obtained by CEKIA as the values which would be achieved in the
internal rating model of the bank, have been used. Standardized Based Approach (STA)
with the use of external ratings in this paper is neglected because it does not make sense
to use this approach in the case where data only from the Czech Republic will be used
(the percentage of firms with external rating is negligible). In the calculation, the capital
requirement of 8 % is used.

Table 1 Rating groups of CEKIA and their average of PDs

t::lgfozl;) evzft?ant?on Description Description of the group Avi':ge
AAA Excellent Stable company, high probability of 0.0003
AA Outstanding reliable fulfillment of obligations, the 0.0012
Excellent high probability of return on -
A Great investment, low credit risk, minimal 0.0029
risk of bankruptcy

BBB Very good A quality company, the possibility of 0.0062

a slight delay in the implementation
BB Good of the commitments, the need for 0.0121

Good A

individual assessment of return on

B Sufficient investment, acceptable credit risk, 0.0241
low risk of bankruptcy
CCC Risk Risk companies, the probability of 0.0518
- - late payment towards meeting

Risk cC High risk commitments, the possibility of 0.1127

future deterioration of the financial
C Extremely risk situation, a higher credit risk, high 0.2549

bankruptcy risk
Default D Default Inability to meet its obligations -

Source: (Blumenbecker Prag, 2012)

3 Results and Discussion

On the beginning of this research, following hypothesis has been set:

H 1. Savings of the capital in the transition from STA approach (Standardized Based
Approach) to an FIRB approach (Foundation Internal Rating Based Approach) will

be more than 10%.

To test the hypothesis, the distribution of Czech companies in terms of rating during the
years 2006 -2011 has been used.
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Table 2 The distribution of Czech companies according to CEKIA 2006-2011

RATING 2006 2007 2008 2009 2010 2011 PD
AAA 14.27% 11.31% 2.39% 4.08% 2.06% 2.19% 0.0003
AA 21.65% 22.28% 5.73% 7.20% 4.51% 6.06% 0.0012

A 22.59% 22.21% 21.02% 13.16% 11.14% 13.41%  0.0029

Suma A 58.51% 55.80% 29.11% 24.44% 17.71% 21.67%

BBB 19.29% 22.05% 37.55% 17.24% 16.90% 20.81%  0.0062
BB 9.40% 10.26% 11.75% 14.63% 13.81% 15.98%  0.0121
B 6.87% 6.73% 13.20% 22.31%  25.50% 18.80%  0.0241

Suma B 35.56% 39.04% 62.50% 54.18%  56.21% 55.59%

CCC 3.69% 3.37% 5.91% 13.39% 13.11% 13.36%  0.0518

CC 1.47% 1.20% 1.67% 6.94% 8.20% 6.62% 0.1127

C 0.78% 0.59% 0.80% 1.04% 4.18% 1.95% 0.2549
Suma C 5.94% 5.16% 8.38% 21.37%  25.49% 21.93%

Source: Own source according to data from (Bisnode, © 2001-2013)

As a first step, results of the individual probability of defaults of individual rating groups
have been used. These groups in a portfolio which is consisted of corporates’ loans have
been distributed evenly. This portfolio of € 900 million showed that within the 8 % capital
requirement, the bank needs € 131 million using FIRB approach and € 72 million using
STA without external rating approach. Regarding to the given PD selection and portfolio
distribution, it would be better for the bank to choose a STA without external rating.

Table 3 Equally distributed portfolio with corporates’ loans

LGD 0.7
maturity 2.5
Rating EAD PD R N(x) b RW RWA |[CAIRB SCT‘)\
AAA 100 0.0003 | 0.2382 -2.2036 0.3168 | 0.238 |[23.8158| 1.91 8
AA 100 0.0012 | 0.2330 -1.7629 0.2371 | 0.543 |54.3431| 4.35 8
A 100 0.0029 | 0.2238 -1.4721 0.1923 | 0.881 |88.1238| 7.05 8
BBB 100 0.0062 | 0.2080 -1.2260 0.1575 | 1.262 |126.177| 10.09 8
BB 100 0.0121 | 0.1855 -1.0226 0.1298 | 1.626 | 162,581 | 13.01 8
B 100 0.0241 | 0.1559 -0.8220 0.1040 | 1.994 |199.409| 15.95 8
CCC 100 0.0518 | 0.1290 -0.5547 0.0787 | 2.500 |250.048| 20.00 8
CC 100 0.1127 | 0.1204 -0.1491 0.0566 | 3.325 |332.507| 26.60 8
C 100 0.2549 | 0.1200 0.4384 0.0374 | 4.074 |407.383| 32.59 8
CA in total 131.55| 72

Source: own source

In the next step, the same distribution of the portfolio according to CEKIA in 2006 has
been used. On the beginning it is necessary to draw attention to the interpretation of
data. This table may give a false impression — CEKIA shows the distribution of companies
within each rating groups but it does not reflect their need for capital. For example, a
large company with a A rating will be represented in the bank's portfolio as a exposure
with € 500 million while a small company with a B rating will be represented as a
exposure with € 5 million but this fact does not occur in the portfolio. In other words, our
examined bank has € 10 billion and provides to all companies in the Czech Republic the
same amount of loans. These companies are situated in each particular rating group.
EAD is based on the percentage of the rating group at the whole group of companies in
the Czech Republic in 2006. Table also shows that it would be more preferable to choose
STA approach without external rating for such portfolio which is largely represented by
loans to companies with worse rating than A rating.

In the next year the procedure was taken analogously to the previous year. Again, the
portfolio was divided among all companies equally. These companies are found in each
particular rating group. EAD based on of the percentage of the rating group at the whole
group of companies in the Czech Republic in 2008. Table also shows that it would be
more preferable to choose STA approach without external rating for such portfolio which
is largely represented by loans to companies with worse rating than A rating. Since the
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data is always to December 31, it may observe the impact of the crisis on the financial
situation of companies the growth of credit risk. In this case, it can be seen the even
more radically demonstration of the benefits of STA approach without external rating for
a bank.

Table 4 Year 2006 - portfolio of € 10 billion corporates' loans which is distributed equally

among the companies in the Czech Republic in their former state

LGD 0.7
maturity 2.5
. RWA
Rating EAD PD RW CAIRB CA STA
AAA 1427 0.0003 0.238 339.852 27.19 114.20
AA 2165 0.0012 0.543 1176.528 94.12 173.20
A 2259 0.0029 0.881 1990.717 159.26 180.70
BBB 1929 0.0062 1.262 2433.964 194.72 154.30
BB 940 0.0121 1.626 1528.263 122.26 75.20
B 687 0.0241 1.994 1369.940 109.60 54.96
CCC 369 0.0518 2.500 922.680 73.81 29.52
CC 147 0.1127 3.325 488.786 39.10 11.76
C 78 0.2549 4.074 317.759 25.42 6.24
CA in total 845.48 800.10

Table 5 Year 2008 - portfolio of € 10 billion corporates' loans which is distributed equally

Source: ownh source

among the companies in the Czech Republic in their former state

LGD 0.7
maturity 2.5
EAD PD RW RWA CA IRB CA STA
AAA 239 0.0003 0.238 | 56.91985 4.55 19.12
AA 573 0.0012 0.543 311.386 24.91 45.84
A 2102 0.0029 0.881 | 1852.362 148.19 168.2
BBB 3755 0.0062 1.262 | 4737.965 379.04 300.4
BB 1175 0.0121 1.626 | 1910.329 152.83 94
B 1320 0.0241 1.994 | 2632.199 210.58 105.6
CcC 591 0.0518 2.500 | 1477.788 118.22 47.28
CC 167 0.1127 3.325 | 555.2874 44.42 13.36
C 80 0.2549 4.074 | 325.9064 26.07 6.4
10002 SUMA KP 1108.81 800.2

Source: own source

In 2012, it was occurred the same situation as in the previous years, just with the
difference that a few years of crisis have increased the credit risk and thus the difference
between the IRB and STA approach increased again. The capital adequacy using FIRB
approach was € 1349.77 billion and for STA approach was € 793.4 million.

Next, we have attempted to model the potential portfolio of commercial banks with
different emphasis on the creditworthiness of clients. In the first case, the situation
where the bank focuses only on high-credit quality clients has been calibrated. In the
case where banks hold only high quality exposure in their portfolio, it shows the
advantages of using FIRB approach within the credit risk management as can be seen in
the following table. If the bank had in its portfolio loans of creditworthy borrowers only
with high ratings, it is significantly better use of to the opportunities of FIRB approach,
because capital requirements in this case fell by more than 30%.
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Table 6 Banks' portfolio modeling which is focused only on the creditworthy clients in
relation to FIRB and STA approach

EAD PD R N(x) b RW RWA CA IRB | CA STA
AAA | 2000 | 0.0003| 0.2382 -2.2036 | 0.3168 0.238 476.316 | 38.110 160
AA | 4000 [0.0012] 0.2330 -1.7629 | 0.2371 0.543 | 2173.724 | 173.90 320
A 4000 | 0.0029| 0.2238 -1.4721 | 0.1923 0.881 | 3524.952 | 282.00 320
10000 CA in total 494.00 800

Source: own source

On the contrary, in the case where the portfolio consisted only of corporates’ loans with
the internal rating around intermediate level, it is again more favorable to use STA
approach, as can be seen in Table 7.

Table 7 Banks' portfolio modeling which is focused on corporates’ loans with the internal

rating around intermediate level clients in relation to FIRB and STA approach

EAD PD R N(x) b RW RWA CA IRB SCTI;

A 2000 [0.0029| 0.2238 | -1.4721 |0.192372|0.881| 1762.476 | 141.00 160
BBB 2000 |0.0062| 0.2080 | -1.2260 |0.157592|1.262| 2523.55 201.88 160
BB 2000 [0.0121| 0.1855 | -1.0226 | 0.129851|1.626| 3251.624 | 260.13 160
B 2000 [0.0241| 0.1559 | -0.8220 0.104 [1.994| 3988.180 | 319.05 160
CCC 2000 |0.0518| 0.1290 | -0.5547 |0.078786|2.500| 5000.975 | 400.08 160
10000 CA in total 849.95 800

Source: own source

In the case where only loans of companies with poor internal rating (worse than BB
rating with PD of 1.21 %) will be prevailing in the portfolio, FIRB approach will cost
excluding the cost of deployment and management as well as the essential increase of
cost of capital, as in the case of more than 100 %. Within the calculations, capital
adequacy for FIRB approach is twice larger than in the case of using STA approach (FIRB
- € 1771.40 billion and STA approach — 800 million).

Based on these findings, hypothesis cannot be rejected or confirmed. It depends on the
composition of the portfolio of individual banks. But if the banks had only exposure to
clients with internal rating better than A, so the savings would be unambiguous and even
higher than 10 % of STA approach.

4 Conclusions

The aim of this article is calculate, compare capital requirements and calibrate effective
portfolio of business loans regarding to the optimal amount of the final capital adequacy
of the given commercial bank in the Czech Republic.

The modeling of portfolio showed that FIRB approach is worthwhile only for large banks
that can choose their customers - those with prestigious rating and low credit risk. On
the contrary if the bank would like to make an offer to the client with a B rating and
worse, the banks has a competitive disadvantage compared to the competitive bank
which is not using FIRB approach because of higher capital requirement which will be
reflected in the price of the loan. On the other hand, smaller bank will not offer a good
interest rate to creditworthy customers than large banks with FIRB approach. But in the
same time, smaller banks can offer better interest rate to bad clients, but only in the
case if the client does not have an external rating. This conclusion is confirmed by other
foreign studies. (Ruthenberg, Landskroner, 2008) or (Repullo, Suarez, 2004). Cipovova a
Belds (2012) analyzed the effects of using the FIRB approach on the financial
performance of the bank.

Hypothesis which has been set as follows: savings of the capital in the transition from
STA approach (Standardized Based Approach) to an FIRB approach (Foundation Internal
Rating Based Approach) will be more than 10%, cannot be rejected either confirmed. It
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depends on the composition of the portfolio of individual banks. But if the banks had only
exposure to clients with internal rating better than A, so the savings would be
unambiguous and even higher than 10 % of STA approach.

Due to the recent situation on the market, worldwide banking industry is facing the need
to effectively manage credit risk by techniques for credit risk management. Banks
implements modern methods of risk management to their system and not just because
of the new regulatory agreement by the Basel Committee, but also because of increasing
competition, which is forced them to introduce better internal methodologies and
processes. Processes, which will enable to find the optimal combination of risk involved
and maximize the revenue of capital and reserves.

New regulatory agreements respond to the recent financial crisis in order to strengthen
the resilience of the banking sector to sustainable economic growth through tighter
capital adequacy and new standards for liquidity. It could cause financial problem for
perspective banks due a business with growing volume of. However, correct settings of
internal processes for capital requirement calculation and proper setup of collateral use
as techniques to reduce credit risk in legislative term could significantly minimize the
growth of equity.
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Abstract: Many previous studies associated with long-term monitoring of equity returns
data and inflation led to the conclusion that, historically, stock prices failed to keep up
with inflation and the rate of return on shares was negatively correlated with the rate of
inflation. When examining the impact of inflation on stock prices, several aspects can be
applied, being an important element the different levels of expected inflation. Currently,
analysts point out the danger of deflation, which can have a significant negative impact
on both the stock markets and the real economy. The aim of this paper is to examine the
impact of inflation on the stock markets accentuating the last decade, which is associated
with considerable bubbles in stock markets. It is necessary to analyze the relationship
between inflation and the stock market, in connection with monetary policy and its
important instrument - interest rates. When doing the quantitative analysis, we pay the
attention to the stock market within the European Union.

Keywords: market, inflation, interest rate, quantitative easing
JEL codes: GO1, G15, E44

1 Introduction

Permanent growth of inflation and related depreciation of money leads many laymen and
investors to the conclusion that investments in the form of bank deposits or bonds are
devaluating and that the only protection against inflation is to invest in stocks. Their
thinking proceeds from the assumption that at the time of inflation, the corporate profits
are rising, subsequently dividends are rising too, and finally this leads to higher stock
prices.

The connection between the evolution of stock markets and inflation has been
investigated by many authors who explored this relationship not only in developed capital
markets, but also in the countries of emerging markets. Choudry (1999) proved, on the
basis of extensive research of the relationship between inflation and stock markets in
countries like Argentina, Venezuela and Mexico, that stocks can be really considered as a
hedge against inflation. But he also highlights the effect of the time shift, i.e. the stock
market responds to inflation lately. In his work he concludes that the inflation from the
past provides important information for future inflation. Also studies of Gerrit and Yuce
(1999), Jang and Sul (2002) are known. They paid attention to mutual correlation of
stock markets and inflation, especially during the Asian financial crisis. Laopodis (2005)
also examined the interaction of the stock market and inflation in connection with the
monetary policy. In his research he used the method VAR and Vector Error Correction
model (VEC). The results of his research point to the fact that certain stock returns are
negatively correlated with inflation. Wei (2007) in his study works with the phenomenon
of expected and unexpected inflation and its relationship to stock returns. In conclusion,
he shows that equity returns can react negatively especially to unexpected inflation.
Saryal (2007) examined the impact of inflation on the stock market, being the subject of
his analysis developed capital market as well as less developed market. He proved that
the higher the rate of inflation, especially in the less developed countries, the greater the
nominal rate of return on the stock market, but also the volatility of the stock market will
be higher.

All these results of research are based on theories like the theory of tax effect, the theory
of mediated effect or the theory of money illusion, which also show that high inflation
negatively affects the stock returns, especially in the long run.
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The aim of this paper is to extend the knowledge of the relationship between inflation
and the stock market with regard to the euro area.
2 Methodology and Data

An important factor in examining the relationship between inflation and stock market are
the changes in the growth rate of inflation. Many analysts now warn that it is necessary
to distinguish what the growth rate of inflation can be expected and they illustrate it on
historical experience.

The above mentioned background can be observed in the following chart.

Figure 1 Development of inflation and stock index S&P since 1913 to 2011

Inflation vs. S&P 500
{1913- Dec 31, 2011) By Decade
Compound Annual Growth Rate (CAGR)
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The graph clearly shows that any significant increase in inflation is associated with a
significant decline in the stock market and therefore with the increased volatility of the
stock market. On the contrary, efforts to lower inflation in the 1950s or in the 1990s led
to the growth of stock returns. Particular attention was paid to the correlation between
the stock market and inflation at the end of the 1970s, subsequently the inflation
significantly decreased especially in the 1980s-90s and the stock market began to soar.

If we introduce the categorization of inflation on its year-on-year basis into our analysis
and if we examine its impact on the returns of the stock market (base year 1960), so our
analysis can be summarized in the following categories:

high inflation,

high and decreasing inflation,
neutral inflation,

low and rising inflation,

low and decreasing inflation.

We will try to indicate how the stock market reacted to the various categories of inflation
using historical data.

Given the current situation in Europe, which shows a relatively low inflation in the
medium run, and also various opinions about the danger of deflation, we will try to
analyze this connection using the stock market benchmark Eurostoxx 50, which
represents the 50 largest companies in the euro area and we will analyze the relationship
between inflation and the growth of the stock market in a sample of 10 stock companies.
This relationship will be also expressed by the coefficient of correlation.
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The time horizon is of medium-term nature given that Europe as an integration whole
has no long-run history of unified stock market and the history of common stock indices
became real in the turn of the millennium.

Inflation Dynamics in Relation to the Equity Market

Based on historical data from 1970 and different dynamics, or levels of inflation, we will
express in what way, positive or negative, the inflation has affected the stock market. As
a basic indicator we use the stock index, taking into account mainly return of the S&P
500:

a) high inflation
- is determined by the level of 4,5%, in recent years even 3,6% - high inflation
negatively affects the profitability of the stock market, which is specifically
reflected in the S&P index through the decline in the profitability of about -0,4%

b) high and decreasing inflation

- (interventions in the monetary policy and information about decrease in
inflation) expectations of investors are associated with optimism and investors are
starting up the stock markets. With high and decreasing inflation the profitability
of the stock market reaches a positive value and gradually increases. This
connection can be also observed in the late 1980s and earlyl990s when the
profitability of the stock index was continuously growing starting with a positive
value of 1,2%, while the inflation was decreasing.

c) neutral inflation
- is associated with the stabilization of prices and, when observing the graph, it is
obvious that the neutral inflation also led to the growth of the stock market
returns in the annual average of +0,5 %;

d) low and rising inflation
- is defined below 2,5 %, this level of inflation causes a relatively high increase in
the returns at annual average of +1,4 %

e) low and decreasing inflation
- below the 2,5 % leads to the growth of returns, but paradoxically in annual

average stands at 0,7 %, what in comparison with low and rising inflation reduces
returns.

Why the low and rising inflation shows surprisingly better appreciation of the stock
market than the low and decreasing inflation? We can state that this paradox stems from
investors’ expectations. Information about the future growth of inflation leads investors
to raise investments in the stock market in an effort to protect their investments from
future inflation. This phenomenon can be also observed today on the Japanese stock
market. When the Japanese government announced growth and regulation of inflation
last year, the stock market began to show a higher appreciation.

3 Results and Discussion

Low and decreasing inflation is also a very negative phenomenon for the stock market,
as it may lead to reduced appreciation of investment in the stock market. Persistently
low inflation rate paves the way for deflation, which, in the past decade, was reflected in
the Japanese economy. A new phenomenon for Europe is currently "lowflation and
deflation", which may have a negative impact not only on the real economy, but also on
the stock markets.

Impact of Lowflation and Deflation on the Stock Market in Europe

Due to integration tendencies in Europe, there is a significant problem in examining the
relationship between inflation and the stock market. The stock index Eurostoxx 50 has
worked since 1997, what creates an assumption for research only in the medium run and
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also limited opportunities to use econometric models that work with long-term
databases.

More significant differences appear when examining the connections between inflation
and the stock market, particularly in the last decade and now. The subject of our analysis
has been the evolution of inflation and the stock market within Europe. We have
observed the evolution of inflation from 2001 to the present and we have adjusted the
observation of returns of stock index DJ Eurostoxx 50, which constitutes a representative
sample of the 50 largest stock companies in Europe. Given the very low inflation and the
current rise in deflationary pressures in Europe we have set the threshold for the
transition to high inflation 3,6% and for the low inflation 2,5%.

The following chart studies the changes in inflation and changes in returns of the DJ]
Eurostoxx 50, based on which we can analyze and characterize the mutual positive or
negative relationship between those variables.

Figure 2 Evolution of inflation and stock index DJ Eurostoxx 50 since 2001 to 2013
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As the graph implies the evolution of inflation in Europe over the period 2001-2013 did
not exceed the specified range of 3,6%. The maximum level of 3,6% was reached only
during a short period in 2002 and 2008. This higher rate of inflation is mainly associated
with the increase in prices on the commodities market, which is directly reflected in the
rise in total inflation (Arendas 2013).

During longer intervals the level of inflation was below 2,5%. From this evolution of
inflation it can be deduced that such low inflation significantly stimulates the stock
market. This connection can be observed from 2002, when inflation began to fall sharply
and then, with a certain time lag (year 2003), the stock market started to soar. A similar
situation repeated in 2009-2010, when a gradual decline in inflation caused significant
growth of the stock market.

On the contrary, during the growth of inflation in 2006 and 2008 there is a sharp decline
in the stock index and the situation repeated when signs of rising inflation appeared in
2011-2012. Using the Fisher effect it can be concluded that at very low inflation and high
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volatility of the stock index an investor, also in time of great financial turmoil, could
achieve an annual real rate of return close to the limit of 20% (particularly in 2004 and
2010).

In this analysis, we abstract from other factors that significantly affect the stock market
like the increase in money supply that is observed within Europe through the monetary
aggregate M3 and interest rates. Opinions of analysts that which of the above factors
influenced the development of stock markets to the greatest extent are characterized by
diversity. Recently, the negative impact of very low inflation and the risk of transition to
deflation is highlighted, which could also have a negative impact on the development of
the stock markets in Europe. This trend is often compared to the previous development
of the Japanese economy, which since the early 1990s to the present failed to start up
the economy and the stock market. The Bank of Japan and the government used all the
classic instruments of monetary policy like quantitative easing, near-zero interest rates,
low inflation and transition to the deflation, fiscal stimulus. Nevertheless, the Japanese
stock market is still at the level of the 1980s before the big bubble and the economy
stagnates in the long run. This scenario is often associated with the current and future
development of the European market and economies.

Observing the stock index Eurostoxx in absolute terms since 2000, when it showed more
than 5000 points, to the end of 2013, when it reached 3000 points, it implies that an
investor, who entered the European market in early 2000, has to the present a devalued
investment.

Individual Stocks and Their Relation to the Inflation

The index Eurostoxx 50 is currently the benchmark of the European stock market. The
largest and the most significant companies of EU, especially of the euro area, are
included in it, which significantly affect the development of the stock market in this area,
both in terms of market capitalization and trading. Therefore, we decided to look at the
composition of the index and select a sample of stocks, subsequently we have examined
their sensitivity to inflation, resp. deflation.

In our selection we have decided to proceed on the basis of the principle of
diversification, i.e. we have selected stocks from different sectors of the economy, but
also from different countries of the euro area. Our sample represents the following
stocks:

Company Sector Country
1. Bayer Chemicals Germany
2. Carrefour Retail France
3. Enel Utilities Italy
4, Intesa SanPaolo Banks Italy
5. L oreal Personal and Household Goods France
6. Philips Industrial Goods and Services Netherland
7. Unilever Food and Beverages Netherland
8. SAP Technology Germany
9. Telefonica Telecomunications Spain
10. Volkswagen Automotives Germany

In the following table changes in the development of particular stocks can be observed,
we have also included changes in the index Eurostoxx 50 and subsequently we have
introduced the relationship between inflation and changes in stock prices using the
correlation analysis.
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Table 1 Changes in stock prices for the years 2001-2013 and their correlation with

inflation
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2001 32.46 -17.93 0.25 59.09 25.19 9.91 12.78 -14.21 -20.58 8.95 2.04

2002 -29.69 -14.73 -17.65 -42.10 -5.06 -23.65 6.55 -1.82 -33.64 -7.95 -23.21
2003 -56.35 -35.09 -19.60 -36.51 -18.40 -49.97 -12.58 -47.11 -34.21 -29.70 -38.75
2004 50.22 8.43 9.45 -9745 -1.01 53.35 -3.57 54.53 39.42 15.37 26.29
2005 0.04 -1.42 24,53 1946 -9.74 -17.04 -8.02 -9.91 11.50 -15.03 5.12

2006 40.92 -1.74 -3.33 3146 16.28 38.21 17.01 41.25 -10.03 31.18 23.68
2007 31.51 13.74 16.50 23.50 21.41 7.42 6.41 -15.93 33.36 81.15 13.20
2008 21.31 6.36 -8.37 -17.82 1.68 -12.27 6.71 -9.07 16.66 79.36 -9.23

2009 -24.11  -43.01 -40.99 -48.00 -36.82 -45.76 -20.74 -13.51 -28.71 68.37 -41.02
2010 18.89 31.91 -11.16 12.55 46.74 54.23 28.55 18.78 24.62 -71.88 24.13
2011 8.87 1.25 5.90 -12.59 10.92 3.97 -2.70 27.63 5.65 58,55 6.37

2012 -0.59 -51.23 -24.21 -39.92 -4.12 -32.15 17.82 9.40 -27.32 2.38 -18.18

2013 35.75 20.23 2.56 2.74 34.55 49.51 17.09 30.63 -19.88 43.28 11.85

Cor. Infl. -0.01 -0.23 -0.05 0.08 -0.03 -0.27 0.20 -0.12 -0.25 0.24 -0.20

Source: data processed according to information provided by finance.yahoo.com; www.boerse-
frankfurt.de; www.unilever.com; quotes.wsj.com; www.philips.com

As the table implies, changes in the performance of particular stocks have showed a very
different level of correlation. This is also evident from the total situation or the chaos in
the stock market, when the inflation was decreasing but at the same time the stock
market was decreasing too. This was particularly connected with the onset of the
financial crisis in 2008-2009, when excluding Volkswagen there was a significant drop in
all stocks despite the decrease in inflation. Important role in this period was also played
by a fiscal stimulus in the form of scrapping.

During the whole period 2001-2013 the correlation of the Eurostoxx 50 with inflation was
negative, but it reached only a minimum level -0,20. If we follow the behaviour of
individual stocks, then the highest level of negative correlation was showed by Philips,
Telefénica, Carrefour but they moved only at -0,27 to -0,23. Conversely, a positive level
of correlation was showed by Unilever (+0,20) and Volkswagen (+0,24). Hence, the
profitability of these stocks was not affected by the growth of inflation.

4 Conclusions

If we take into account the hypothesis that rising inflation negatively affects the stock
markets, and, on the contrary, a decline in inflation stimulates the growth of stock
markets, then this relationship cannot be applied to the European stock market. The
results of our analysis show that lowflation has only a minimal impact on the
performance of the stock market in the short and medium run. Individual stocks react
positively, which means that when there is a fall in inflation, there is also a decline in
their performance.

Fiscal stimulus and interest rate cuts had a significant impact on the stock market in
Europe. There are efforts to stimulate the European economy and the stock market
through the growth of the money supply at very low interest rates. Low interest rates
also require low inflation, because otherwise a negative investment effect is showed. In
the longer run, however, low inflation can lead to deflation and therefore to a negative
impact on the stock market.
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Abstract: Recent events taking place on the housing project market provide a strong
impetus to the study of risk in housing projects development. This issue is important not
only from the point of view of the developer but also his client. This paper proposes a
dynamic model of the financial surplus process. The model takes into account structure
of the credit payments, the random nature of the real estate sale process (compound
Poisson process: the moment of sale and sale price), predictable and unpredictable
expenses. Monte Carlo simulations have been performed in order to present model. The
purpose of this paper is to present the proposed model below. Proposed model of
financial surplus can be a starting point for further research and analysis.

Keywords: housing projects development, financial surplus, stochastic modeling,
simulations
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1 Introduction

The events of recent years in the property development market have attested to the
urgent necessity to carry out research on the risk associated with the development of
housing investments (Tworek, 2010b). The topic of risk of construction investments is
not only relevant from the point of view of developers but also of their customers. The
literature on the risk of investments related to construction mostly covers the topic of
risk arising from the contractor of the construction project (Skorupka, 2007), (Tworek,
2010a), (Huh et al., 2012). The problem of project scheduling with probabilistic cash
inflows was discussed in e.g. (Ozdamar et al., 1997). This paper presents a dynamic
model of a financial surplus of a property development company.

2 Methodology

For the purposes of this study the authors have assumed that the financial surplus is the
balance on the current account of the company. Therefore, negative balance of the
surplus will be interpreted as a working capital facility granted by the bank to the

developer. In the study, the financial surplus is a random process N(t) with the known
initial value N(O)zNo. The dynamics of the surplus is described using the following
stochastic difference equation

AN:Nk+1_Nk:ZPk+1,i (1)
where
N, - financial surplus at time k{0,1,..., T

T - simulation horizon (days)
P, - deterministic or random cashflow of the ith factor at time k.

The time unit is one day, and one year comprises 360 days (no distinction between
business days and holidays was made). Additionally, the initial point of the investment
was not placed in a specified range within the calendar year.

The following cashflows were taken into account
e interest on current account - interest accrued each day (interest rate was not
applied in case of positive surplus capital)
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where: i - nominal interest rate of the overdraft on the current account,
0 dlax<0 . .
(x)= - Heaviside step function
1 dlax>0
e standard aggregate costs of business activity P, - salaries, cost of

rental/maintenance of office space, marketing expenses etc. (tax-related aspects
were ignored)

e investment loan B ; - tranches of the loan and installments
e costs related to the implementation of the investment P,
o revenue from the sale of residential premises P, ;
e other unexpected costs P, .
Tax-related aspects of the undertaking were ignored.

3 Credit Interest Rate

For the purposes of the simulations it was assumed that the process of spot rate (LIBOR
ON) is generated by the equation [CIR] (all stochastic differential equations are
understood in the sense of Ito (Oksendal, 2007), (Hanson, 2007))

d};:a(y—rt)dt+6\/2th (3)
where
r, - spot rate (LIBOR ON)
W, - Wiener process

a, u,o>0- parameters.

The authors decided to employ CIR model because of its appealing characteristics:

2
aﬂ>1 is met

e spot rate of zero (also negative) is precluded if the —;
(e

e CIR is an autoregressive mean-reverting model

e the formulas for the valuation of a zero-coupon bond have a simple form.

CIR model allows to analytically determine the price of a zero-coupon bond P(t,T) with a
face value equal to one monetary unit

P(1,T)= A(t,T)e """ (4)

2au

a+h)(T- &2 -
2he( )2( 1) 2(e(T )h_l)

2h+(a+h)(e(r"’)h —1)  B(eT)= 2h+(a+h)(e(f—t)h _1) ’

h=+a*+20% .

where A(t,T)=
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Since it was assumed for the purposes of the simulations that the borrowing rate is
based on the rate of LIBOR EUR 3M (the beginning value of the borrowing rate (
WIBOR3M ) was converted to the spot rate 7, using the following formula

—12& 90
BRI, 90 405 ®
12 360

where the values of the parameters a«=0.5, ©#=0.003, ¢ =0.02 were adopted on an ad
hoc basis.

By solving the equation the following is obtained

90
( |, LIBOR3M, jmm
1
=gy 1290 (6)
B| 0,— A| 0,—
360 360
The values of LIBOR 3M are determined using the formula
_360 360 90
——B|0,— |
LIBOR3M, =12 A(o,%j w0 ol | -

The simulations assumed that the bank updates the borrowing rate every three months
based on the current value of LIBOR 3M or based on the averaged values LIBOR 3M from
the past few days. For the purposes of the simulation a principle was assumed based on
the averaged LIBOR 3M from the last 5 quotes.

Some banks change the borrowing rate only where the change in the value of LIBOR 3M
(or its average) is greater than the previously set value (the formula for an update based
on LIBOR 3M for a given day)

iy =i, +(LIBOR3M, —i,)0(LIBOR3M,,, i, —w,, )+

(8)
+(LIBOR3M ,, —i,)0(i, — LIBOR3M ., - w,..)

k+1
where

i, - borrowing rate

Wy 1 Winm — Minimum value of the increase/decrease of LIBOR 3M resulting in a change of

the borrowing rate. In general w

up * Wdown '

The following figure shows example implementations of the borrowing rate (without the
margin), taking into account the changes' thresholds. For the purposes of the simulations
the beginning value LIBOR3M,=0.3% was assumed, and w,, =0.0002 and w,,,, =0.0004 .
This asymmetric selection of the thresholds is advantageous to the bank because the
bank will raise the borrowing rate if LIBOR 3M exceeds the borrowing rate for the
previous period i, by at least 0.0002. The bank will lower the borrowing rate if LIBOR 3M
is lower than the current rate i, by at least 0.0004. Therefore, the increase of the rate is
more likely than its decrease.
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Figure 1 Sample credit interest rate realizations
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Selling process

Three types of residential premises were considered for the purposes of the simulations.
In general, it is possible to consider any number of the classes of premises. The process
of the amount of the sold premises within each of the three classes »,, (i=1,2,3) is

modeled using independent non-homogenous Poisson processes
* n,=0
e independent increments

e if At0 1 then P(m,,,, —n, =1)=4 At +o(At)

i t+AL it

e if At 1 then P(n,,,, —n, >1)=0(Ar)

i,t+At

where 4, >0 is the intensity of the sale process at time ¢.

It can be demonstrated that the probability of a sale of k¥ premises of class i during time
period (t,t+At) can be expressed as

k
P(ni,t+At -, = k) = @em‘(”m) 9)

t+At

where m, (1,At)= [ ,ds.

The intensity of the sales process was modeled based on the shifted gamma distribution
(shifted gamma distribution is obtained by excluding the K, constant)

/li, =K, — [ (t - ti,start )aﬁl eibi(titmmn)a(t - t"’s"““ ) (10)

where

K, >0 - proportionality constant, a,,b, >0 parameters, F(al.)zjz”f"e‘zdz— gamma
0

function and ¢, - start time of selling class i premises.

,start

The intensity of the sales is at its peak at the time
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= 4t

i,max b i,start

for a,>1. (11)

i

In the simulations authors assumed that

tl‘start = tZ,stan = t},start = ZLsta\rt (12)

tl,max = tZ,max = t3,max = tmax * (13)
On the basis of (11), (12), (13) it is possible to express a, by b

@, = (Fpax —lyan )b +F1>1. (14)

In the simulations it was also assumed that the most likely amount of sold premises
within the analysed time frame ¢, is equal to the total number of built premises /,

K 7/((tmax stan)b +1 b ( Sm”)) =l- (15)

: T ((£yae =ty )55 +1) :

where 7/(x,y):Iz"’1e’Zdz is the incomplete gamma function.
0

To determine the value of b it was assumed that the most likely percentage of sold
premises in class i until time 7, is ¢,

P (s =t )5+ 1B, (£ 110 5
7((tmax - start)b +1 b ( o _tsnm)) P

The parameter b is the solution of the equation (16), which has no analytical solutions,
therefore it was necessary to apply a nhumerical algorithm.

(16)

The presented algorithm generates only the sale process of the premises. The algorithm
presented below allows to take into account negotiation of the prices.

Transaction prices of a square meter for each of the classes are within the following
ranges

C e[k Cin -k Crax |

min * max

C, e[kCpksCo ] (17)

min ?

C, €[k,Crn o ksCr |

min ? max
where

C. - price of a square meter in class i
k, - multiplier for class i
C C - respectively the minimum and maximum base price.

min / max

The minimum base price was determined on the basis of an initial simulation so that
there is probability p, that the final financial surplus is greater than zero. Price C,, was

set so that there is probability p, that the final surplus is greater than the initial surplus
subject to a set interest rate (i.e. deposit interest rate).

Transaction prices C, were generated basing on a transformed beta distribution

C, =k [ Coin +(Coax = Coia )Y | (18)

min max
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where Y is a random variable with a beta distribution (Gentle, 2003)
1 ;-1 fi-1 F(a.)r(ﬂ.) i i
=y (1= d B(a,f,)=————+= beta function.
£ (») B(a[,ﬂl.)y (1-y)"" and B(a,.p) (a1 ) is a beta function

From the point of view of the above considerations on the sale process of premises and
the transaction prices, the selling process is a compounded Poisson process.

4 Results

It was assumed for the purposes of the simulations that the time unit is one day and one
year comprises 360 days (no distinction between business days and holidays was made).

The beginning value of the surplus is N(O)=€0.5 million, the planned total cost of the

investment amounts to €5 million (construction cost of €4.5 million plus other costs:
marketing, etc.).

The missing capital is borrowed. For the purposes of the simulations it was assumed that
the repayment period of the loan is five years and the time of payment of the loan is the
time of the settlement of the investment (the loan is not repaid in advance). A loan in the
amount of €4.5 million was awarded in three tranches. The first tranche is paid at the
beginning of the investment and the next ones at the end of the following half-years (the
tranches were set to amount to €0.6, €2.6, €1.8 million). The borrowing rate consisted of
a fixed 3.7% margin plus LIBOR 3M (generated by the respective process). The
simulations assumed that the repayment of the loan is deferred for one year, and during
the deferment period the debt accumulated in accordance with the assumed borrowing
rate for the given period (monthly compounding in arrears). The first non-zero
installment is repaid after a year. Together with the update of the debt to include a new
tranche the entire loan repayment plan was updated. As noted earlier, any other costs
associated with the loan, such as the commission or insurance, were ignored.

The estimated cost of the construction amounting to €4.5 million was spread over two
years (the expected date of completion of the construction), some costs were covered on
a monthly basis in the amount of €100,000 and the remaining amount was paid in 4
tranches of €525,000 at the end of each half-year. Additionally two unexpected amounts
of costs associated with the construction were generated, each up to 5% of €4.5 million,
at randomly generated times between month 6 and 25 of the investment.

Standard aggregate costs of business activity (salaries, cost of rental/maintenance of
office space, marketing expenses etc) were assumed to amount to €100,000 plus up to
(generated randomly) 10% of €100,000.

The process of selling the premises begins 6 months after the commencement of the
investment, the sale of the premises is identified with financial flow - payment. Three
types of residential premises were considered for the purposes of the simulations

e 100 premises with an area of 50 m2
e 50 premises with an area of 80 m2
e 25 premises with an area of 120 m2

The maximum intensity of the sale was assumed to occur after two years from the
beginning of the investment (planned completion time), whereas it was assumed that a
period of five years (the entire term of the investment) is the period in which the most
probable amount of sold premises is 100% (this does not mean, however, that all
premises will be sold at that time),

Transaction prices are generated randomly within a set range. For each class the price
range of the premises is adjusted using the appropriate multiplier (k, =1Lk, =1.1,k; =1.3).
The initial price range is adjusted based on a measure referred to as the probability of
failure to achieve the aspiration level. The minimum price was determined so that the
probability of the event that the generated final surplus in pre-simulations (50 000) will
have a value less (or equal to) zero and will not exceed 0.1. The maximum price was
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generated in a similar manner (for a probability of 0.01), whereas the aspiration level
was then set as the value of the initial surplus value subject to demanded rate of return
(assumed at the level of 10% p.a.) for the entire period of the investment. After the
determination of the initial price range, subsequent simulations of the implementation of
the surplus were carried out, in which the price of the premises (expressed per m2) was
generated on the basis of the previously determined range.

The interest rate on the current account with the surplus (the interest compounded on a
daily basis) was 15% for an overdraft, interest rate was not applied in case of positive
surplus capital (that is, for positive values of N(t) the interest rate was assumed to be
0%).

With the above assumptions, Monte Carlo simulations were carried out by generating
50000 realizations of daily changes in surplus capital both in the pre-simulations
(establishment of the initial price range for m2) and in the final simulations. The

minimum price in the pre-simulations was obtained at €1100 per m2, the maximum
price: €1400 per m2.

A histogram of the final surplus (that is, after five years of the investment, regardless of
whether all the apartments will have been sold) is shown below. The histogram shows
that the settlement of the investment may result in losses, in extreme cases even up to
€0.5 million. Therefore, it should be considered whether it is reasonable to initiate a
procedure of early withdrawal from the investment and minimizing losses. However, in
vast majority of the cases the final surplus is positive and greater than the initial value
(the average value of the financial surplus after the fifth year of the investment amounts
to €3.4 million). The average number of premises which haven’t been sold is app. 8.

Figure 2 Histogram of final financial surplus
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Source: own elaboration

Figure 3 shows the quantile of the final financial surplus for probability levels of 0.01,
0.03, and 0.05. The quantile determined on the basis of the empirical distribution of the
final surplus amounts to: €1.3 million, €1.7 million and €2.0 million, for the respective
assumed tolerance levels. Corresponding Value at Risk figure would be analogous.
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Figure 3 Quantile of final financial surplus
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5 Conclusions

The model of a financial surplus presented in this paper is only a starting point for further
considerations. As noted above, it ignores the relationships between the quantities, does
not allow for the calibration on the basis of the market data (process of the value of the
sold premises, process of borrowing rates, price-demand relationship), does not take into
account the tax aspects of the investment and the possibility of the initiation of
bankruptcy proceedings. allow for the adjustment on the basis of the market data
(process of the value of the sold premises, process of borrowing rates, price-demand
relationship).

For this reason, further analyses should take into account the calibration of the model,
possible decisions of the developer in the course of the investment (additional loans,
lowering the price below the assumed minimum level to avoid insolvency, or the
possibility of declaring insolvency). Additionally, the possibility of implementing different
models of borrowing rate should be considered, as well as different models of the
distribution of transaction prices or functional relationships of the intensity of the sales
process. Measures of risk/attractiveness that augment the decision making with regard to
the attractiveness of the investment can also be employed.
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Abstract: In this paper we investigate the interdependence of the sovereign default risk
and its domestic banks on the example of China during the time period of 2003-2011
using credit default swaps as a proxy for default risk. China’s banking industry has
predominantly remained state-owned, even after a series of significant reforms in the
last two decades. We employ bivariate vector autoregressive (VAR) and vector error
correction (VECM) framework to analyze the short- and long-run dynamics of the chosen
data series. To describe the direction of the discovered dynamics, we use Granger
causality. We find evidence of a stable long-run relationship between sovereign and bank
CDS spreads in chosen time period. The relationship was significant only in a state-bank
direction and not vice versa.

Keywords: sovereign default risk, bank default risk, CDS, China, risk transfer
JEL codes: G18, G21

1 Introduction

During the recent financial crisis which started in the US and has quickly spread to
Europe and the rest of the World, extraordinary measures were taken by central banks
and governments to prevent a collapse of the financial sector. However, certain effects of
taking such measures on the interdependence of the financial and sovereign sectors were
unknown or undisclosed to the public until the Eurozone sovereign debt crisis.

Bank for International Settlements identifies four main channels through which
deterioration in the state’s creditworthiness can potentially affects the banking system
stability (BIS, 2011). First, since banks traditionally hold a large share of government
debt, it might have a negative impact on banks’ assets when the government faces
certain fiscal problems. Second, higher sovereign default risk significantly reduces the
value of collateral that can be used for funding. Third, downgrade in country rating also
translates to home country banks. And finally, when the government faces difficulties it
has a little chance to provide guarantees for a bank in trouble, hence, increasing its
default probability.

When a financial institution faces liquidity issues of any sort, it may cause a contagion
process affecting public sector. Sovereign default risk significantly rises when state might
intervene to prevent bank bankruptcy. It is this particular private-to-public risk transfer
that adjusts the probability of sovereign default, on one hand, and lowers the default risk
of financial institution, on the other. The main consequence of the risk transfer from the
private sector to sovereign treasuries has been an increased interdependence of banks
and countries, causing negative feedback loops between their financial conditions.
Acharya et al. (2011) model this feedback mechanism in detail.

If the connectivity between sovereign default risk and bank fragility became apparent in
the developed countries only after the crisis, the same connectivity is historically
presumed for developing countries, where the biggest banks are mainly state-owned. At
the same time, since main channels through which sovereign risk can have an impact on
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financial institutions (such as asset holding channel and collateral channel) are
significantly smaller in developing countries than in Europe due to significantly lower
public debt, the two-way nexus problem is not that apparent and straightforward
anymore.

In this paper, we are aimed to test the sovereign default — bank fragility nexus on the
world’s biggest emerging market. China’s banking industry has predominantly remained
state-owned, even after a series of significant reforms in the last two decades. Of the
Top-10 world banks by total assets four are resident in China and are all controlled by
the central government. The so called “Big Four” state-owned banks were allowed to
commercialize their operations by the Commercial Bank Law in 1995. Since the
government had a major role in government-directed lending, the Chinese banking
sector was stuck with a large share of non-performing loans. According to the Central
bank report (2003), non-performing loans accounted in average for 25,4% of total
lending of China’s Big Four banks in 2002. The situation improved only after
government’s interventions, when most of non-performing loans were transferred under
management of specially created financial institutions. However, still growing bubble in
the construction sector might significantly affect the banking system in the future. This
alone suggests possible dependence of sovereign default risk and bank fragility.

We assume that the increase/decrease in Chinese sovereign default risk should cause the
change in the default risk of domestic banks in the same direction. However, the
intensity of this direct linkage changes over time with effects of seemingly successful
“survival” of the global financial crisis, followed by the domestic credit expansion with
higher risks to facilitate higher rates of economic growth. We also test whether the
possible problems of growing housing bubble and non-performing loans increase the
sovereign default risk even when the government debt remains comparatively low.

Our study contributes to, at least, two strands of literature. On the one hand, it is linked
to the literature that investigates the interconnectivity between sovereign default risk
and bank stability and its development during financial crisis. On the other, it is related
to the analysis of emerging markets banking sector, its status and similarities to banking
systems of advanced economies.

Tied to the first strand, the interconnectedness of balance sheets of government and
banks has been proven right in various empirical studies. For instance, Alter and Schiler
(2012) analyzed daily credit default swaps (CDS) for several European countries between
2007 and 2010. Gerlach et al. (2010) claim that systemic and sovereign risk became
more interwoven after the governments began to issue guarantees for banks’ liabilities.
Acharya et al. (2011) provided an evidence of interconnectedness of financial and
sovereign sector credit risk as a result of bailout programs. Koénig et al. (2014) employ a
global-game approach to show the importance of balance sheet transparency when trying
to use bank debt guarantees as a costless measure to prevent unwilling bank runs.
Ejsing and Lemke (2011) argue that the sensitivity of sovereign CDS to the financial
crisis in Europe increased after the bailout of the financial sector. Dieckmann and Plank
(2011) found evidence of a private-to-public risk transfer for countries whose
governments have intervened in the financial system.

As the globalization continues, the financial markets become more and more
interconnected and the “diabolic loop” might be also endangering emerging market
economies. Hence, within the second strand of literature Zhang et al. (2013) investigates
the relationship between market concentration, risk-taking, and bank performance in
BRIC countries over the period 2003-2010. They found a negative association between
market concentration and performance. Eichler (2014) study the political determinants of
sovereign bond yields spreads. He found that political determinants have more significant
impact on sovereign bond yield spreads in autocratic and closed regimes than in
democratic and open countries. Using GARCH models, Fender et al. (2012) found that
that daily CDS spreads for emerging market sovereigns are more related to global and
regional risk premia than to country-specific risk factors. Qin and Zhu (2014) tested the
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BRICS countries for the “too non-traditional to fail” argument with negative results
confirming the validity of “too big to fail” argument instead.

We add to existing literature by quantifying the relationship of the interdependence of
the sovereign default risk and its domestic banks on the example of China as one of the
world’s most expanding economies and member of BRICS countries.

2 Data and Methodology

To study the nexus between sovereign default risk and bank fragility in China, we
consider five-year credit default swaps for the People’s Republic of China (PRC) and one
of the China’s Big Four banks - Bank of China, both collected from Bloomberg.
Bloomberg reports CMA data, which compiles prices quoted by dealers in the privately
negotiated market. To describe it briefly, the CDS is a derivatives contract that hedges
the default risk of an underlying state or company that it references by transferring it to
a third party on a bilateral basis. Traditionally, CDS spreads represent the fair insurance
price for the credit risk of a company or sovereign default risk of a state, and have been
used as an indicator to measure the counterparty risk. We have chosen five-year spreads
as the benchmark since they are generally considered the most liquidly traded and
therefore offer more accurate barometer of risk appetite. The sample data consists of
weekly prices from January 24th, 2003 till October 28th, 2011. Further data are only
partially available and, hence, excluded from our investigation.

Figure 1 describes data in levels. Casual observation of levels implies that each CDS
series appears to be non-stationary and that both CDS spreads tend to move together
over time without a trend. The differences of chosen variables seem to vary over a
constant level of zero, although there are few large outliers, which should be accounted
for in the model. From the inspection of properties of data seen in first differences (not
reported here due to space constraints, but available on request), it is indicated that the
assumption of multivariate normality might be accepted with minor changes of the model
in order to obtain better specification and robustness of further analysis.

Figure 1 CDS level series of PRC and Bank of China
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To analyze the dynamics of the long- and short-run interdependencies between selected
CDS price series, we employ bivariate vector autoregressive (VAR) and vector error
correction (VECM) framework. Such framework allows for testing and interpreting
cointegration relation between studied series. To further illustrate the entire dynamics
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between the CDS spreads and describe the direction of the discovered dynamics, we
consider Granger causality tests. The study employs cointegration analysis and follows
theoretical formations described in Johansen (1996) and Juselius (2006).

Cointegrated VAR analysis should be employed with great caution, while several
conditions have to be met to achieve trustworthy and credible results. Following Granger
(1986) and Engle and Granger (1987), variables are called cointegrated if they have a
common stochastic trend. To check the stochastic non-stationarity of the data the unit
root is required. We conduct standard Augment Dickey-Fuller (1981) unit root test (ADF),
which constructs a parametric correction for higher-order correlation by assuming that
the y, time series follows an AR(p) process with p lagged difference terms and both with
and without constant «;:

Acds, = ag + ycds; + B Acds,_y + -+ + ﬁpAcdst_p +é&, wherey=—-(1-3 o) (1)

Alternatively, we use non-parametric Phillips-Perron (PP) test relaxing the ADF test
assumption of identically distributed errors. The test is robust with respect to unspecified
autocorrelation and heteroscedasticity in the disturbance process of the test equation (1).
The parameter of interest in both regressions is y, being that if y = 0, the series contain
unit root. The result of the t-test is compared to appropriate critical values.

We employ both Engle-Granger and Johansen procedures to find the common trend in
the bivariate time series, which is based on the vector autoregressive (VAR) model of the
form:

cdssop _ CdSsop;_ CdSsopy_

(Cdsban}:t) = (Cdsban,:t_ll) + HP (Cdsbank:p) + Up + D + & (2)
The deterministic components might include a vector of constant terms, p,, and D,
contains dummy variables explaining extraordinary effects. The lag p is determined by
several criteria: sequential modified LR test statistic, final prediction error, Akaike,
Schwarz and Hannan-Quinn information criteria.

In the Engle-Granger two step method two time series are cointegrated, when the linear
combination of them is stationary. Johansen cointegration technique is based on two test
statistics to determine the number of cointegrating vectors (the rank of the matrix)
namely the trace statistic and the maximum eigenvalue statistic, which are computed for
the null hypothesis of no cointegration as:

LR (rlk) = =T X 11 log(1 — 1) (3)
LRpax(r|lr +1) = —Tlog(1 — A;) = LRy (r|k) — LRy (r + 1]k) (4)

Trace statistic tests the null hypothesis of r cointegrating relations against the alternative
of k cointegrating relations, where k is the number of variables in the system for r
=0,1,2...k-1. The maximum eigenvalue statistics tests the null hypothesis of r
cointegrating relations against the alternative of r+1 cointegrating relations for r
=0,1,2...k-1. The null hypothesis of no cointegration is rejected, if the rank of the
coefficient matrix is at least 1.

The third step of our investigation is based on Granger Representation Theorem, that is if
the variables in the VAR, which represents the long-run dynamics between indices, are
found to be cointegrated, when there must exist an associated error-correction model,
which can be built by imposing as restrictions the number of cointegration relations
previously identified:

( Acds_sovg ) _ 1—1( cds_sovs_q ) +r ( Acds_sove_p ) + 1o + oD, + £, (5)

Acds_bank; cds_bank¢_q Acds_bank¢_p

wher Il = (;st;qovk) (Bcas_gov  Beds bank)e represents long-run changes of the system and
cas_oban

I; denotes transitory adjustments.
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As the last step, we employ Granger causality test to identify the causality sense
between CDS series (causality implies a chronological ordering of movements of the
series). If we denote the first analyzed series (its daily returns) as I, and the second
series as I,, the Granger causality model takes the following form:

Le=ag+ X ailie i + X Bl j+& (6)

Wald’s test for joint significance of the parameters g;is performed to evaluate the null
hypothesis that I, , does not Granger cause I,,.

3 Results and Discussion

The logarithms of the chosen CDS series are tested for unit roots using the Augment
Dickey-Fuller (ADF) and Phillips-Perron (PP) tests. The p-values used in the test are
MacKinnon one-sided p-values. Several ADF test are calculated in levels and in the first
differences with inclusion of constant or constant and trend (Table 1).

Table 1 Results of ADF and PP tests

Test PRC Bank of China

" ADF (with intercept) -1.599 -0.4456

° ADF (with trend and intercept) -2.833 -1.9398
3 PP (with intercept) -1.5747 -0.7762
PP (with trend and intercept) -2.8139 -2.1591

0 ADF (with intercept) -25.5706 -20.1905

@ j'_a @ ADF (with trend and intercept) -25.5809 -20.2456
= % £ PP (with intercept) -25.5113 -20.4899
PP (with trend and intercept) -25.5239 -20.5165

Note: MacKinnon critical values are 3.4443 and -2.8676 for 1% and 5% level
of significance respectively

The results of the ADF unit root test show that at logarithm levels all CDS spreads are
non-stationary series with a deterministic trend. However, the ADF tests performed at
first differences suggest that data are stationary, hence all variables are first-order
integrated series or I(1).

Table 2 Lag length determination

Lag LogL LR FPE AIC SC HQ
0 -426.5205 NA 0.023024 1.904536 1.922799 1.911734
1 997.5242 2829.102 4.18e-05 -4.406774 -4.351984 -4.385180
2 1011.687 28.0113* 4.00e-05 -4.451943 -4.360627%* -4.415952%*
3 1015.975 8.442976 3.99e-05 -4.453224 -4.325381 -4.402836
4 1020.304 8.484038 3.98e-05* -4.454685%* -4.290315 -4.389900
5 1021.936 3.185068 4.03e-05 -4.444162 -4.243266 -4.364981
6 1022.963 1.992781 4.08e-05 -4.430944 -4.193521 -4.337367

Note: * indicates lag order selected by the criterion

Having confirmed that studied CDS spreads can be characterized as integrated series
with order one, I(1), we first examine the long-run relations among selected spreads.
Vector Autoregressive model of ten stock markets indicates that the appropriate lag
order in the full sample and each sub-period sample is one, which is selected by three
criteria: LR test statistic, Schwarz Information Criterion and Hannan-Quinn Information
Criterion (Table 2).

The residual analysis is conducted to determine whether chosen model specification is
statistically well-specified, or in other words, to check the assumption of the error terms
being independently normally distributed (results are summarized in Table 3). It is worth
mentioning that valid statistical inference is sensitive to violation of certain assumptions,
such as autocorrelated or skewed residuals and parameter inconstancy, and quite robust
to violation of others, such as residual heteroskedasticity or excess kurtosis.
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Table 3 Multivariate misspecification tests

Test Model without dummies Model with dummies

Residual autocorrelation LM(1) x%(4) =6.5868 [0.159] x%(4) =26.506 [0.000]
Residual autocorrelation LM(2) x%(4) =5.4125[0.247] x%(4) =13.249 [0.0101]
Test for normality (skewness) x%(2) =50.900 [0.000] x%(2) =3.3666 [0.1858]
Test for normality (kurtosis) x*(2) =1133.3 [0.000] x*(2) =209.094 [0.000]

Note: p-values are denoted in brackets

The better specified model includes several dummies, allowing for further application of
the proposed methodology. Model dummies signify three substantial events on the
Chinese banking market. First dummy (April 2003) corresponds to Chinese government
extra-ordinary measures to resolve the issue of bank non-performing loans. Up to the
end of 2003 the four major financial asset management corporations had disposed of
301.4 billion yuan of NPLs excluding the conversion of liabilities to equities, recovering
101.3 billion yuan including 67.5 billion yuan of cash (Ye, 2003). Second dummy
(November 2007) relates to the sudden effects of the global financial crisis on Chinese
financial markets through diminishing liquidity for interbank funding. As a result, Chinese
stock indexes lose over 60 percent between November 2007 and September 2008. Third
dummy (October 2008) illustrates China’s central bank measures on handling domestic
economic slowdown (growth of the Chinese economy fell to 6,8% in the fourth quarter of
2008 from 13% in 2007). China's central bank cut both interest rate and reserve
requirements and released 4 trillion yuan special stimulus package in an effort to boost
domestic economy and avoid deflation.

Table 4 Rank determination (Johansen cointegration test)

- P —
Hyplz:rlllesis ﬁ::;;:;:s‘;z Eigenvalue Test statistic 5 /:’:r:lte'cal p-value
Trace test
r=0 r>0 0.039316 18.41549 12.32090 0.0042
r<1i r>1 0.000364 0.165708 4.129906 0.7363

Maximum eigenvalue test
r=0 r=1 0.039316 18.24978 11.22480 0.0025
r=1 r=2 0.000364 0.165708 4.129906 0.7363

For the model including above described dummies, we cannot reject the null hypothesis
of no first or second order autocorrelation, while model residuals are found to be
normally skewed. Now we can assume the robustness of results of cointegration tests.
The Engle-Granger cointegration test requires individual variables to be non-stationary,
which was established previously (Table 1). Significant coefficient of the individual
variable in the cointegrating regression (p-value of 0.0014) alongside with stationary
residuals from the cointegrating regression (F-test (2, 452) = 11.043 with p-value of 0)
indicate cointegration of studied CDS series. Alternative test of rank determination also
signals the existence of cointegration. Both trace test and maximum eigenvalue test
suggests the cointegration rank of the model to equal one (Table 4).

Table 5 Results of cointegration analysis

acds_gov X cds_bank B cds_gov B cds_bank
Cointegration -0.0592719  -0.0270587 1 (0.00) -0.90549
term (0.00565) (0.16229) (0.015740)
Error-correction terms Acds_sov; Acds_bank,
Acds_sov;_4 0.0440 (0.4519) 0.1812 (0.0007)
Acds_bank,_4 0.0064 (0.9269) -0.0531 (0.4041)
D, (11.04.2003) -0.5923 (0.0000) 0.0348 (0.6716)
D, (16.11.2007) 0.5829 (0.0000) 0.6258 (0.0000)
D, (24.10.2008) -0.6874 (0.0000) -0.2692 (0.0000)
R-squared 0.3324 0.1621

Note: p-values are denoted in brackets

148



The results of the error-correction model specification are summarized in Table 5. The a-
coefficients in the relations of China’s and Bank of China suggests that the bank spread
do not adjust to any deviations from the long-run equilibrium, while the sovereign CDS
adjusts at a rate of a4 40, = —0,06 to changes in the Bank of China spreads. At the same
time, model results suggest that bank risks adjust to short-term dynamics of sovereign
CDS spreads. The impact of dummies is found to be significant for both CDS spreads,
except for effects of NPL problem on sovereign default risk in April 2003.

Figure 2 Cointegration relations
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The graphic representation of cointegration relations allows us to analyze how the
studied nexus changes over time (Figure 2). The changing character of cointegration
corresponds to extraordinary events in the Chinese banking market, which were partially

included into our model specification.

Table 6 Results of Granger-causality tests

Independent Dependent x%(2)

variable variable statistic p-value
Acds_bank, Acds_sov, 1.520122 0.4676
Acds_sov, Acds_bank, 13.01726 0.0015

In order to test short-run linkages between selected stock markets we conduct Granger
tests for intertemporal causality. Table 6 shows the results of Granger Causality/Block
Exogeneity Wald tests. It estimates the chi-squared value of coefficient on the lagged
endogenous variables. The causality is investigated in there periods. The hypothesis in
this test is that the lagged endogenous variables do not “"Granger cause” the dependent
variable. Tests for Granger-causality indicate that only a sovereign CDS Granger-causes
Bank of China CDS at the 1% significance level in the observed time period and not vice
versa. This can be view as a potential thread in the Chinese banking market.

4 Conclusions

As a result of ever growing interconnectivity in the financial sector, financial stability
became a public good when its provider cannot exclude any party from its benefits and
any party should not influence its state. The interdependence between the financial and
public sector has started to be one of the major concerns of regulators and policy
makers. Our main goal was to test this relationship on the example of baking sector of
China in the time period from 2003 to 2011. We use sovereign and bank CDS as a proxy
for modelling default risk. Our results suggest that the bank CDS spread adjusts to any
short-term deviations of sovereign default risk, while the sovereign CDS adjust to the
changes in the Bank of China spreads in the long run. Granger causality confirms our
findings.

Any significant changes of Chinese sovereign credit risk will significantly affect the
banking market in China both in short- and long terms. Growing fragility of the banking
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system will affect the public sector only in some time. Even if Chinese public sector is
considered to be one of the most stable in the world, the problems in banking sector
could raise sovereign default risks. As a recent example, when one of the Chinese major
financial institutions China Credit Trust Co. was in danger of default in the beginning of
2014, interbank lending rates started to rise, thus, pressuring sovereign default rates.

Acknowledgments

Authors acknowledge the support of the Masaryk University Student Project Grant
MUNI/A /0786/2013 “Analyza a predikce vyvoje cen financnich a investicnich nastroji”
and GA CR project 13-20613S (registration number) “Institutional Structures of Financial
Services Supervision and Monitoring of Systemic Risk in Central Europe”.

References

Acharya, V., Drechsler, I., Schnabl, P. (2011). A Pyrrhic victory? Bank bailouts and
sovereign credit risk. NBER Working Paper Series, No. 17136.

Alter, A., Schiiler, Y. S. (2012). Credit spread interdependencies of European states and
banks during the financial crisis. Journal of Banking & Finance, vol. 36(1), pp. 3444-
3468.

BIS (2011). The impact of sovereign credit risk on bank funding conditions. Committee
on the Global Financial System Papers, vol. 43.

Central Bank of China (2003). Annual Report 2003, Chapter II. Financial Development.
Retrieved from: http://www.cbc.gov.tw/ct.asp?xItem=26964&ctNode=776&mp=2.

Dickey, D. A., Fuller, W. A. (1981). Likelihood Ratio Tests for Autoregressive Time Series
with a Unit Root. Econometrica, vol. 49, pp. 1057-1072.

Dieckmann, S., Plank, T. (2011). Default risk of advanced economies: an empirical
analysis of credit default swaps during the financial crisis. Review of Finance, vol. 6(14),
pp. 903-934.

Eichler, S. (2014). The political determinants of sovereign bond yield spreads. Journal of
International Money and Finance, Forthcoming.

Ejsing, J., Lemke, W. (2011). The Janus-headed salvation: Sovereign and bank credit
risk premia during 2008-2009. Economics Letters, vol. 110, pp. 28-31.

Engle, R. F., Granger, C. W. (1987). Co-integration and Error Correction: Representation,
Estimation and Testing. Econometrica, vol. 55, pp. 251-276.

Fender, 1., Hayo, B., Neunkircher, M. (2012). Daily pricing of emerging market sovereign
CDS before and during global financial crisis. Journal of Banking & Finance, vol. 36(1),
pp. 2786-2794.

Gerlach, S., Schulz, A., Wolff, G. (2010). Banking and sovereign risk in the euro area.
Deutsche Bundesbank Discussion Paper No. 09.

Granger, C. W. (1986). Developments in the Study of Cointegrated Economic Variables.
Oxford Bulletin of Economics and Statistics, vol. 3, pp. 213-228.

Johansen, S. (1996). Likelihood-based Inference in Cointegrated Vector Auto-Regressive
Models, Oxford University Press.

Juselius, K. (2006). The Cointegrated VAR Model: Methodology and Applications, Oxford
University Press.

Kénig, P., Anand, K., Heinemann, F. (2014). Guarantees, transparency and the
interdependency between sovereign and bank default risk. Journal of Banking & Finance,
Forthcoming.

Qin X., Zhu, X. (2014). Too non-traditional to fail? Determinants of systemic risk for
BRICs banks. Applied Economics Letters, vol. 21(4), pp. 261-264.

Ye, Y. (2003). The Way of Dealing with Non-performing Loans and Its Effects on Macro-
statistics in China. Retrieved from: https://www.imf.org/external/np/sta/npl/eng/2003/
051603a.pdf.

Zhang, 1., Jiang, Ch., Qu, B., Wang, P. (2013). Market concentration risk-taking, and
bank performance: evidence from emerging economies. International Review of Financial
Analysis, vol. 30(1), pp. 149-157.

150



Financial Literacy of Masaryk University Students
in "Financial Literacy"” Course

Bohuslava Dolakova

Masaryk University
Faculty of Economics and Administration, Department of Finance
Lipova 41 a, 602 00 Brno, Czech Republic
E-mail: 175975@mail.muni.cz

Abstract: The aim of the contribution “Financial Literacy of Masaryk University Students
in “Financial Literacy” Course” is to analyse the state of financial literacy among the
students who enrolled the very new course “Financial Literacy”. This course is intended to
be an introduction to the components of financial literacy (literacy monetary, price and
budget). My contribution focuses on the level of financial literacy in the time when
students were just being enrolled into the course. My question is what level of financial
literacy the students have in the time when they are getting started the course “Financial
Literacy”. The first part of my contribution is concentrated on the description of the basic
terms and a summary of theoretical knowledge about them. In the second part I provide
the research, which was conducted through a questionnaire survey. The survey was a
required condition for enrolment into the course as an entrance test. And in the final part
there are analysed the results of the survey based on the research question. From some
reasons not all registered students enrolled or passed the course but those who passed
have generally improved in their knowledge and abilities connected with financial literacy.

Keywords: financial literacy, education, personal and family budget, money
JEL codes: A10, A22, A23

1 Introduction

The term financial literacy is relatively new and the needed skills are now stressed
everywhere. There are new subjects created at schools of all levels. Very important is to
begin with children and teach them how to handle money. At the university level there is
a special situation: young people did not have a financial literacy courses at previous
educational stages and there are courses created for them too. The aim of the
contribution “Financial Literacy of Masaryk University Students in “Financial Literacy”
Course” is to analyse the state of financial literacy among the students who enrolled the
very new course “Financial Literacy”. This course is intended to be an introduction to the
components of financial literacy (literacy monetary, price and budget). At the end of the
course students should be able actively participate in the activities of organizations that
address the issue of financial literacy. The first part of my contribution is concentrated on
the description of the basic terms and a summary of theoretical knowledge about them.

Financial Literacy (FG) is defined rather inconsistently; the individual subjects that are
concerned with it have different definitions. Also across the Anglo-American world there
is no uniform approach to the FG, the United States used the term "financial literacy," i.e.
financial literacy (Roulet, 2009), while in the UK are more likely to encounter the phrase
"financial capability", or rather financial competence (Atkinson, 2005). Both terms are
translated into Czech in the same words (Balaban, 2011), but their meaning is slightly
different. The financial competence and financial literacy are closely linked together, but
they cannot be used as interchangeable terms. Financial literacy refers in particular to
the knowledge, financial skills rather refers to the ability of adequately usage of these
acquired skills and knowledge. The concepts (including the previously mentioned financial
literacy and competence) are closely interconnected, as it is evident in Figure 1.
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Figure 1 Interpenetration of the concepts related to financial literacy
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Firstly, Ministry of Finance begun to deal with the financial education and financial
literacy in the Czech Republic in connection with the consumer protection in the financial
market. Ministry of Finance defined the financial literacy in the National Strategy for
Financial Education (Ministry of Finance, 2007 updated 2010). It became the central
document for financial education in the Czech Republic. Financial literacy is a set of
knowledge, skills and abilities that are necessary for the citizen to financially secure
his/her and his/her family in contemporary society and was active in the market of
financial products and services. Financially literate citizen with the knowledge about
money and prices is able to responsibly manage personal and family budget, including
the management of financial assets and financial liabilities with respect to the changing
situation (Ministry of Finance, 2010).

As the main motto financial literacy the Ministry states: Citizens are not financial experts,
but they should be able to consider what is offered to them - the final solution is their
own responsibility.

Ministry of Finance structured the financial literacy into three main components:
e Financial (monetary) literacy,
e Price literacy,
e Budget literacy.

Figure 2 The basic scheme of financial literacy
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Source: The author’s own work
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Financial (monetary) literacy skills are required to manage cash and non-cash money
transactions as well as management tools for this purpose (e.g. current account,
payment instruments, etc.).

Price literacy skills are essential for understanding the price mechanisms and the
inflation.

Budget literacy skills are required to manage personal / family budget (e.g., the ability
to manage a budget, set financial goals and make decisions about the allocation of
financial resources), and includes the ability to manage different situations in life from a
financial point of view. Budget literacy includes not only general components but also two
specialized components: management of financial assets (e.g. deposits, investments and
insurance) and the management of financial liabilities (such as credits or leases)
(Ministry of Finance, 2010).

An integral part of the financial literacy is a macroeconomic policy, i.e. focusing on the
fundamental relationships between different sectors of the economy along with an
understanding of basic macroeconomic indicators (such as inflation, GDP and interest
rates). Necessary are also a basic awareness of the tax system and the role of taxation in
society, i.e., knowledge in the field of taxation.

The financial literacy is associated with numerical literacy, which is the ability to obtain,
use and interpret mathematical information and ideas in order to actively cope with the
mathematical demands that the life of an adult present. It is the ability to handle
numerical financial operations and work with numbers, graphs, tables, etc. in the context
of real life. Very important is also important information literacy, or the ability to look at
the context, understand, use and evaluate relevant information and legal literacy, i.e. the
orientation of the legal system knowledge of rights, obligations and opportunities Ministry
of Finance, 2010). The complementarity of the three additional literacies is illustrated on
Figure 3.

Figure 3 Continuity of additional literacy
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Information
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Source: The author’s own work

2 Methodology and Data

The very new course “Financial Literacy” started in spring semester 2014. My
contribution focuses on the level of financial literacy in the time when students were just
being enrolled into the course. The course is open to all students of Masaryk University
only the fields directly associated with the programme have the preference. The
presumption was that the main part of the sample would consist of relatively new
students of the Faculty of Economics and Administration — people who are assumed to be
interested in finance generally.

The course “Financial Literacy” requires active participation and many other duties:

e A prerequisite for the granting of credit, the active participation in seminars
(seminars), manufacture of team essays, passing tests of financial literacy and
cooperation in the exploration of financial literacy.
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e Tests of financial literacy

e Entrance test of financial literacy at home subject - by the end of the first week of
teaching.

e Second Final verification of financial literacy test after elf Seminar - at the latest
by twelve Seminars (is.muni.cz).

Maybe so many duties to pass the course were partly a reason why some students
quitted the course and are not going to pass it.

My question is what level of financial literacy the students have in the time when they
are getting started the course “Financial Literacy”.

The research should answer the basic question:

How much does the course “Financial Literacy” generally help students to improve their
financial literacy?

What kind of students is interested in improvement of their financial literacy?

Is it possible to anticipate how many students will quit the course and try to prevent this
to happen?

In the next part I provide the research, which was conducted through a questionnaire
survey. The survey was a required condition for enrolment into the course as an entrance
test. Next I will analyse the final test to see how much the results changed and how
much did the students improve their abilities.

Questionnaire usually involved questions that tried to simulate the need to make a
decision within the context. It was necessary to find out the real costs and benefits
associated with the decision and compare them. Some questions tried the students
spending decisions, which entail collecting information, planning and budgeting. There
were questions associated with the different choices about the saving money - time,
interest rates and inflation were crucial for the decisions. On the other side there was
tested the ability to use the credit options and to diverse the risk as an investor. Specific
question were connected with debit and credit cards, real impact of taxes on the prices
and special knowledge related to the Czech bureaucracy (e.g. what office is responsible
for disability pension). Some questions (like the tasks with the interest rate) needed to
be calculated but there were other question when there were necessary to know the
financial terms (like debit and credit cards different). Some questions asked the same
topic but in a different way (the question changed from positive to negative) so it was
easier to eliminate some “good tips”. The questions were from all of the fields mentioned
at the beginning. They tested financial literacy completely: monetary, price, budget
literacy and numerical, information, legal literacy too.

The demands for Entrance and Final tests were very similar, to make the comparison and
potential improvement clearer. They were as same level as it was possible.

3 Results and Discussion

Before the beginning of the semester spring 2014 there were 90 students interested in
improvement of their financial literacy. Two of them finally decided to enrol the course,
so 88 students enrolled the course. There were more women than men, but the
difference was not very distinct it is clear from the Figure 4.

Just after the enrolment 2 students definitely left their studies, so my research sample
starts with 86 people (it was getting be smaller as the course was in the process). The
students were mainly from the Bachelor’s Degree (see Figure 5). They probably took the
course as an opportunity to get some really practical information in one package.
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Figure 4 Gender of enrolled students

Gender (N = 88)

B Men
B Women

Source: The author’s own work based on survey results

Figure 5 Level of studies of enrolled students

Level of studies (N = 86)

M Bachelor’s Degree

W Master’s Degree

1 Follow-up Master’s
Degree

Source: The author’s own work based on survey results

As it is very clear from the Figure 6 absolute majority of enrolled students were students
of Faculty of Economics and Administration. In combination with previous information
about the study level it is clear that Bachelor’s students of Faculty of Economics and
Administration took the chance to get the complete course which most probably was
missing in their previous education (the Financial Literacy has just started to be a part of
the curriculum of elementary and secondary schools so these students did not have any
specialized compulsory course of financial literacy). The rest of the MU students had little
interest or information about the course of Financial Literacy (the knowledge about the
course among all students was not a part of the research). 2 students were from Faculty
of Informatics and 2 from Faculty of Sport Studies. 3 students studied two faculties in
one time, every time it was Faculty of Economics and Administration and Faculty of Law
in 1 case, Faculty of Arts in 1 case and Faculty of Social Studies in 1 case. 1 student was
from Faculty of Education and 1 from Faculty of Science.
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Figure 6 Original MU departments of enrolled students

MU original faculty (N = 86)
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Enrolled students had to pass the entrance test. The test had 276 questions each per 1
point, no negative points. It was able to enter the test as many times as it was
necessary, so students did not have to fill all the questions in one time, they could have
done what they want, close it and then open the test again. The received minimum was
61 points, maximum 248. In the Figure 7 there are absolute values of students and from
them it is obvious there were some students with very low level of financial literacy. Most
of the students belonged to the average and quite a few were already financially
educated.

Figure 7 Entrance test results
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Source: The author’s own work based on survey results

During the semester another student decided to leave the studies completely and other 8
students did not fill the final test in time (maybe they have forgotten or had other duties,
but they left the research sample). In the Masaryk university there is a possibility for
students who did not pass the course to request for non-repeating of the course (which is
not compulsory), so the students who left the course don’t have to enrol it any more in
the future, just if they want. The range of obtained points was from 31 points to 259
points. The maximum was 276 points again. The students from the 0-100 points were
checked and it was realised they had just very few tries for the final test, some of them
just 1 - it is probable they have forgotten to finish it. As it can be seen on Figure 8 the
group of 201-250 points-students grew up a lot and it is very possible it was thanks to
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the course - they learned the necessary things and did much better. Even 3 students
received more than 251 points, so overall the class get better.

Figure 8 Final test results

Final test (N = 77)
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As follows there are analysed the results of the survey based on the research question.
Generally the course “Financial Literacy” helps the students to orientate in word of
finance. Overall they did the better in final test than in the entrance test. Interesting
would be to directly compare individual student’s comparison. The student which was
the best by the entrance test remained the best from the group and got better and did
the best by the final test too.

As it was mentioned before the most interested in improvement of financial literacy
presented the students of Faculty of Economics and Administration. The rest of the
university was included just very little. It must be taken into account that the course is
very new and probably there was not much awareness about it. Maybe in next years it
will be participating by the students of other faculties too. Actually, it is kind of
presumption that the student of Faculty of Economics and Administration will gain the
information of financial literacy just in the compulsory courses in that faculty. It would be
logical to offer this course to the other faculties. But the problem of financial literacy is
that it is too general and most of the lecturers just assume students already have the
necessary information. It is not the student s fault because the financial literacy was not
taught at the school in the past. Maybe the feeling of inadequacy satisfied the students of
Faculty of Economics and Administration to enrol this course in such a big number.

The course “Financial Literacy” has a big target - to improve the financial literacy of
many students. It is obvious they have to do quite a lot of work and study. The reasons
why overall 13 students decided not to finally enrol or fulfil the requirements are not
known but it has to be clearly stated that the course requires a lot of work to make sure
just really interested students will have a place there.

4 Conclusions

Very new course of the Faculty of Economics and Administration called “Financial
Literacy” is kind of answer on the demand that is visible every where. Basic and
secondary schools started their compulsory financial education and the university - the
centre of whole knowledge has to do as much as possible to educate its own students in
this field. The aim of the course is to familiarize students with the fundamentals of
financial literacy. Even when it was not compulsory a lot of students registered in the
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course — the topic is very actual and has a direct connection to the praxis. From some
reasons not all registered students enrolled or passed the course but those who passed
have generally improved in their knowledge and abilities connected with financial literacy.

Majority of students enrolled in the course we the students of Faculty of Economics and
Administration. Maybe there could be some bigger offer of financial literacy courses even
for students of other faculties. In general, all Faculty of Economics and Administration
students must gain some amount of information (financial literacy included), so the
course should be more open to the other students. On the other hand who else should be
an expert on financial literacy than a student of Faculty of Economics and Administration?
Maybe it will take years to coordinate everything so well that all the university students
will have the deep financial literacy background from the basic and secondary school
that this course will be just for the other than Faculty of Economics and Administration
students. The results showed that this course was beneficial nearly for every enrolled
student, so it definitely has its reason.
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Abstract: The aim of the article is to inform experts about the potential usage of
selected modern tools for models of electronic banking management from the
perspective of Applied Cybernetics. The article’s content is based on general systems
theory and cybernetics with a projection of these theories to the new environment of
information and communication technologies and their possible applications in modern
information and knowledge society. The paper gives some insights on cyberspace and the
possibility of rationally understood management in the application of modern technical
and managerial control tools in a fast paced developing environment of the banking
world. The content of this article should contribute to the development of systemic
integration of models in the field of modern banking in a global and integrated electronic
business in a cyberspace (that is e.g. e-business, e-commerce, e-government, etc.) with
an electronic banking (i.e. e-banking). An environment of designing new models of
electronic banking in the future must be solved by modern means of artificial intelligence
for a new economy and taking into account necessary cyber security and protection of
the environment against cyberattacks in the upcoming global cyber war in the world.

Keywords: economic cybernetics, electronic banking, information and communication
technology, system integration, cyberspace, cyber security

JEL codes: 032, F15

1 Introduction

The new information and knowledge economy (also known as new economy or e-
economy - electronic economy) is and will be more based on the quality information,
knowledge, wisdom, visions and especially based on the system-defined understanding of
modern cybernetics in all processes of the very fast world dynamics. The new economy
as modern economic cybernetics will systematically define cyberspace in theory and
practice (cyberspace - Figure 1) for eventually modeling of optimal and optimized control
function. The new economy will especially define rational understanding of work with
knowledge and data in real time of physical processes of modern world and thus develop
e-business with information and knowledge. The Cybernetics trend used on the
background of information and communication technologies (ICT) will be developed in all
areas of civilized world (in business: e-business, in commerce: e-commerce, in banking:
e-banking, in a state and a public sector: e-government ...) and will integrate cyberspace
in the education (e-learning, demand-learning,...) especially within preparation of modern
virtual schools and universities, and in other areas of service, logistics, etc.

In this article, representing of a rapidly developing field of ICT will in this paper report
focus on electronic banking and the development of modern bank transfers for
systemically integrated environment of the new economy in intelligent devices equipped
cyberspace artificial intelligence models and it is comprehensively addressing the
knowledge economy such as robotic agents with high intelligence etc. This systemically
integrated profile of the knowledge economy will inevitably and very quickly dominate
the modern environment of current and anticipated developmental electronic banking in
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the technical, technological and social environment of digital resources in mobile
applications on high level of the security, in particular the application of the model in
cyberspace modern cryptography and general security of the electronic banking. Already,
we have to capture the world's information and communication security (it is generally
present in cyber security cyber war) and the very safety of new technical means and new
technologies (ICT). We have to incorporate them into new scientific work, research and
discoveries - supported by new directions in a physics and philosophy and directed into
the dynamics of development of the theory and practice of intelligent robots cyber
resources such as voice-controlled - anthropomorphic robots, industrial manufacturing
robots, robot or robotized production lines of business or new production activities
utilizing 3D printers and their possible applications in manufacturing and repair work in
the medical cybernetics, military cybernetics, etc.). Next, we have to pay attention to the
field of system integrated capabilities of modern information and communication (now
known Internet TV and Internet banking, ...) and other adaptable and intelligent
computer networks of the world (energy, transport, etc.). We must also focus on issues
of powerfully developed and used and abused global cyber security, cyber terrorism and
other potential cyber-attacks profiles within a world cyber war that has already begun. In
this huge range of new developments of the world we will only concentrate on the
selected parts advanced system of integrated tools in cyberspace management and
electronic banking within the conference focused on European financial systems.

2 Methodology and Data
2.1 Methodology Capabilities of Modern ICT Tools in Cyberspace Control

The modern and often neglected "Systems Theory" organizes logical knowledge about
abstract and real systems. This theory also describes, classifies and defines precisely the
resolution level of the analyzed systems and their essential structure for modeling, as
well as the necessary expression of the behavior of these systems in a defined
environment and by very thoughtful way defines still underrated immediate vicinity of
the systems involved in the life cycle environmental deformations of studied systems
(e.g., in terms of information ecology). This theory gives a definition of systems for the
practice on real objects, studies their properties, structure and behavior. Then, in this
systematic approach, cybernetics develop the theory and also the practical application of
systems theory in modern and necessary science which examines the general
characteristics and patterns of control and communication in biological, technical, social
and other systems. In addition to the theoretical cybernetics (using modern ICT tools of
control theory, information theory, automata theory, learning theory, game theory,
algorithms, and others) is also Technical Cybernetics and Applied Cybernetics (developed
as technical, medical and emerging economic - financial, banking - military, safety and
other subgroups of Applied Cybernetics).

In the chosen level of resolution of the economic system we can create (this is to
recognize or identify) appropriate analytical methods of the system based on classical
methods such as "Operations Research", or given modern methods of recognition scenes
environment of the described methods used in "Artificial intelligence", or identification
methods and systems described herein developed within the "Theoretical cybernetics" or
"Theoretical physics" and indeed other theoretical sciences) for this defined economic
environment (for application model of new economic model cybernetics).

The applied cybernetics methods were adopted for the abstract models of the
corresponding systems, for example electronic banking in the modern cyber space
(cyberspace) economic cybernetics, in together designed and solved specific system
identification by university research. Then the arrangement rational management
processes is expressed in the newly spatially oriented hierarchical structure of cybernetic
systems (Figure 1). This model is expressed by identifying the real environment as a
cybernetic system (cybernetic model) with appropriate strategies, target behavior,
relevant feedback and also the immediate surroundings of the system which identifies
the appropriate hierarchy of the models described below. The mentioned cybernetic
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system is described as a spatially ordered set of strategies, systems, elements from the
immediate environs of systems, by the set of resultant target behavior and within these
cyber systems is then described by spatially ordered set of control units, corresponding
to a set of controlled sub-systems, a set of feedbacks and executive orders. All of this is
represented in cyberspace control tools (in our case in cyberspace banking control on the
selected level of represented electronic banking in background hierarchy represented by
modern ICT tools and closed into environment cyber security of the entire system of
economic cybernetics).

Part of the Cyberspace modern management is then Internet and other more modern
technological tools (hardware) and program (software) security used to model and
simulates the real environment - here the electronic banking. The above mentioned
cybernetic security of the modern social system and the electronically supported learning
in virtual environment play an important role. (Dvorak, 2013)

ICT tools (Figure 1) are usually defined in terms of the modern concept of theoretical,
technical and applied cybernetics like possible and reasonable view of the application of
physical laws and regularities in the economic and legal environment such as ICT

hardware (technology from the solid phase - silicon, carbon, ... through optical ... to
significant new bionic means ...), cyber smart equipment (programming - modeling,
simulation, training and learning ... from the perspective of modern methods of

mathematics, physics, cybernetics and artificial intelligence on a new technical
cybernetics - for example, simulators, etc.).

Figure 1 Cyberspace in modern management
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2.2 Modeling Capabilities of Cyber Systems in Electronic Banking

Cyberspace management of new real systems - objects (Figure 2) is defined as a
dynamic environment conditions and the behavior of systems described by the system of
differential equations (matrix conditions of the state space of the real cybernetic system,
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..., phase- frequency and other characteristics of cybernetic systems : the frequency-
phase characteristics , stability processes in this cyber systems, optimal and crisis
conditions of this cybernetic system and other such as gathering information from data ,
information and knowledge of their mathematical transformation in areas such as
business reporting - Business intelligence - Economic Cybernetics,..., system integration
and optimization of socio- technical environment, ... an automated environment and
robotic lines and unmanned resources, ...), all as a result of modeling with partial
conclusions for the existence of the modern concept of the project of electronic banking
project.

All of these components of cyberspace and ICT are linked to an integrated or integrable
management environment that is again, in fact, another cybernetic system.

The modern environment is and will always be linked to the implementation of intelligent
cybernetic systems (smart intelligent social and technical environment using modern
methods of electronically supported education of the social system, i.e. the future of
learning at world “s virtual universities (Jankova, 2013).

Figure 2 Modelling capabilities of cyber systems in electronic banking
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Resources and tools for modern legal standards adopted in lots of countries clearly define
the use of the instruments of ICT, address security management of hierarchical
structures of cybernetic systems and their optimal management Figure 2 (projects of new
spatial models of hierarchical systems and advanced intelligent cybernetic systems - all
related to projects of system integration of electronic banking.

Cyber security shown in Figure 2 focuses on countermeasures using ICT as modern
weapons for the military, political and economic environment of Cybernetics, the
countermeasures aimed against terrorist abuse of ICT (e.g. misuse of information from
data warehouses - in our case, leading to new safety profile of electronic banking in the
knowledge economy of the world). Furthermore, for the production and dissemination of
harmful hardware and software cybernetic systems ...). Disabling committing cybercrimes
(cyber terrorism, cyber-bullying, ...), abuse of international networks of ICT (e.qg.
preventing a spread of destructive resources in cyberspace e-banking, e-government and
generally in all electronic systems business services, trade, etc.) in order to avert or
eliminate the effects of already planned and gradually implemented in the current world
of information and cyber war.

3 Results and Discussion
3.1 Possibilities of Mathematical Modeling in Cyberspace Electronic Banking

In Figure 2, there is generally expressed Profile "Mathematical model of characteristics
..." and in this section then it is briefly expressed by equation (1) and solved in a
laboratory way as possibility of a qualified state estimation (Krupka, 2009) using
Kalmamn’s filter that is loaded with disabilities from the immediate vicinity of the
investigated system (Figure 3) solution of the example:

x'(t) = F(t) x(t) + B)t) w(t) (1)
y(t) = H(t) x(t) + v(t) (2)
where: F(t) is the input matrix (n x n) at time t,

H(t) is the output matrix (m x n) at time t,

x'(t) is the state vector (n x 1) at time t,

y(t) is the output vector (m x 1) at time t,

w(t) is the process noise (the noise) at time t,

v(t) is the noise modeling in time t,

for modeling the noise w (t) and v (t) there will be Gaussian white with the
expected covariances.

For the quality of the estimation of the state vector, we considered average square
divergencies in order to minimize possible errors.

3.2 Partial Results of Modeling

The resulting model in MATLAB led to a solution of the problemm mentioned in the block
schematic representation in Figure 2.

Modeling confirmed that the described online banking example proves that Internet
banking as a part of e-banking, is managerially highly dependent on the process noise
and, therefore, this type of secure electronic banking has to be secured with combined
communication forms (tiered safety codes, a unique combination of the transmitted
security password and usage of a combined form of transmission paths - e.q.
accompanied with SMS messages on cell phones, etc.

Another task, prepared to model in our specific research is to obtain information about
the possible elimination of noise modeling and the possibility of making the project of
safer electronic banking structure combinations. It would certainly be interesting to
integrate biometrics into their models and noise properties of our model and upcoming
tasks to the overall concept of project management electronic banking considering the
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points of contact for integrating new ICT elements into the cybernetic model of secured
electronic banking.

Figure 3 Example of solutions as model of state space

The system of equations, differential equations, matrices states
: (according to Figure 2)
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4 Conclusions

New knowledge economy will be associated more and more with intelligent models of
hierarchical structures of cybernetic systems (i.e. cyber spaces with the use of modern
tools of mathematical modelling), their safe operating conditions of newly designed and
actually built system cyber security. Key to success will be primarily the ability to design
new integrated system and especially the system of integrable space hierarchically
structured adaptable cyber systems and the management of these large scale systems
with application of modern and intelligent ICT in a safe ad serviceable condition in the
possibilities of modern tools of cyberspace management and communication between
socio-economic systems.

The purpose of this paper is to show developing use of cyberspace control and
systemically integrated understanding of the role of management in a modern and new
concept of cyberspace management, two areas that have not been covered much. It also
shows the possibility of modeling and simulations of the system with a resulting in using
them to gather data from the information in the status area of cyber systems. In addition
to these points, it also shows the links between researches for the future development of
cybernetic intelligent robotic systems in future segments of the financial markets.

The contribution of the described specific research is a systemic definition of cyberspace
and modelling environment provided with new options systemically integrated user-
friendly information and communication systems.
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Abstract: Among a range of yield curve models are parsimonious methods that become
the most popular in countries with well developed debt markets. Since these models let
receive the implied forward rate directly they play a crucial role in modern monetary
policy. The questions that arise during the modeling process reflect a choice of the best
estimation method (the objective function). The solution provided in this paper
implements a multiple criteria decision making which through its methodology allows to
create an aggregated rating based on different evaluation criteria. The construction of an
aggregated measure of the yield curve model for Polish monetary policy requires the
adoption of subjective evaluation criteria. During the study two classic measures (which
represent the quality of the fit) were taken into account and three based on the
characteristics of a 7-day implied forward rate. Such method gives more comprehensive
view on and capacity for the selection of the yield curve model. The data used in the
paper came from Polish inter-bank market in 2009-2012.
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1 Introduction

Among a range of yield curve models are parsimonious methods (Nelson, Siegel 1987)
(Svensson 1994) that become the most popular in countries with well developed debt
markets. Since these models let receive the implied forward rate directly they play a
crucial role in modern monetary policy. A yield curve itself is understood as a plot of
zero-coupon rates for different terms and could be easily built from money market data
(money market inter-bank rates, FRAs, interest rate swaps).

Different criteria applied for evaluating process of the vyield curve prevent from
unanimous judgment (Brousseau 2002). It leans towards search for the aggregated
measure which represents desirable features of the yield curve.

The solution is provided by a multiple criteria decision making, which thanks to its
methodology allows to create an aggregated rating based on different evaluation criteria
(Stabryta 2011), (Szreder 2004). The advantage of such procedure is to swing the multi-
dimensional problem into one-dimensional one, while the disadvantage is subjectivity in
the estimation of the weights of the criteria.

The construction of an aggregated evaluation of the yield curve model for Polish
monetary policy requires the adoption of subjective evaluation criteria. During the study
two classic measures (which represent the quality of the fit) were taken into account and
three additional based on the characteristics of a 7-day implied forward rate. It should be
emphasized that these three constructed measures are biased by the subjectivity of the
author and are highly sensitive to input data (assumptions). Such method gives more
comprehensive view on and capacity for the selection of the yield curve model. In case of
additional analysis of any other yield curve’s feature a redesign of indicators in order to
achieve satisfactory results is required.

2 Methodology and Data

For the further analysis the Nelson-Siegel model with four parameters (NS_ ) and the
Svensson model with six parameters (SV_ ) are to be utilized.
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A set of parameters is estimated by three different objective functions covering mean
square errors that minimize sum of squared differences between:

- market prices and theoretical ones, described as: NS_P, SV_P;
- market and theoretical yields, described as: NS_Y, SV_Y;
- prices divided by duration, described as: NS_P/D, SV_P/D;

Taking into account three approximation methods, and assuming that the goodness of fit
is not the most important measure, there is a need to apply new criteria which help to
point out the most appropriate model. The question arises what kind of criteria should be
chosen to achieve the suitable estimation.

Despite various studies concerning yield curves estimating procedures the criteria for the
verification of the models due to the choice of optimization criterion (criterion matching
the estimated function of the actual data) are not widely adopted.

In this paper, to compare the received functions, the following measures were used
expressed in percentage points (Dziwok 2014):

e medium average (absolute) deviation of the MAE, that expressing the average
difference between the observed and theoretical rates of instruments of varying
maturities, collected on the same day 7, based on the following formula:

PR ACADENACAD

MAE . = p (1)
e the mean square error MSE for rates:
k . Lk 2
MSE. - lel(l/(f’t/)_ll (z,t))) )

k
where (¢, t,)- rate determined at the time : based on the estimation result obtained

as a vector of parameters
k - number of days in which the construction of the curve was made (test period)

In order to verify the yield curve constructions for the sake of parametric model type and
estimation criteria, it is possible to design a subjective measures based on dynamic
characteristics of forward rates. The following analysis involve three subjective
measures:

e the indicator of short-term volatility of implied forward rates
e the adequacy ratio of a correlation surface
e the indicator measuring the level of the risk premium

Since the interest is focused on the implied 7-day forward rate and its dynamics shortly
before the change of monetary policy, the construction of the index is based on the

arithmetic mean of the four implied forward rate volatilities using the formula:
4

(7,,7 7-(n+1)
3657 365

M(o) = = 7] (3)

where: M(o)- indicator of short-term volatility of implied forward rates

o(Zn; 70y - standard deviation, calculated for n =1,2,3,4 .

Verification of the yield curve could be also based on mutual relationship between the
selected implied forward rates.

To describe the adequacy ratio of a correlation surface a matrix of the correlation
coefficients that express the distance between the terms of settlement (measured in
weeks) has to be presented. The matrix should possess the following features (Rebonato
2002):
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[1] pmm =1, forany m;

[2] -1< pn,m < 1/

[3]1 Pmp = Pomi

[4] for a fixed n, p,,. is a decreasing function of m. This feature, usually described as

a de-correlation effect (Brace, Gatarek, Musiela 1997), means that with increasing
range between the realization dates of implied forward rates | n - m |, their mutual

relationship is weakening;
[5] for afixed n, lim p, .., =a >0 tends to the positive value,

[6] for a fixed m, p,,, iS an increasing function of n, which means that in case of

short term horizon the market strongly differentiated the expectations, while these
differences disappear when the investment horizon is long.

A comparison of yield curve models lead to the pointing out the indicators which let
interpret the behavior of the correlation surface in the context of fulfilling the features
[1] - [6]. Since the form of the correlation matrix itself satisfies features [1] - [3], the
construction of the indicator could be described as a aggregated weighted average taking
into account the features [4], [5] and [6]:

M[4](P) + M[s](P) + M[sa](P) + M[Gb] (p)
4

where: M(p)- the adequacy ratio of a correlation surface

M(p) = (4)

Mu(p) = |pis|—|pr1e| - Measures the degree of decline in the correlation, before
aggregation was standardized as a stimulant (stimulus);

if >0
M[s](p) _ P1,17 . P1,17
0 if  py; <0

aggregation was standardized as a stimulant;

- measures the marginal correlation limit, before

My (p) = |pis = pis| - Measures the strength of expectations’ diversity in the
short term, before aggregation was standardized as a stimulant;

Miesj(P) = |p1a7 = p116| - Measures the degree of similarity for correlations in the
longer term, before aggregation was standardized as a de-stimulant.

The third indicator measuring the level of the risk premium is the average:

M) = 2321515 + 520 - T (5) (5)

where: M(r)- the indicator measuring the level of the risk premium

r - days in which the implied forward rate was determined (7-days before the
announcement of the MPC)

f.(s,s+ %) - 7-day forward rate determined at the moment -,

iwsp (s) - the reference rate of the National Bank of Poland

s- means the days on which the message was announced after the meeting of the
Monetary Policy Council.
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3 Results and Discussion

As a final value of the assessment the arithmetic average of measures was adopted that
reflect the characteristics desired by yield curve model.

To compare the yield curve models two types of methods were selected from a number
of methods used in multi-criteria analysis, including min-max normalization and the
ranking method (Stabryia

Min-max Normalization

The simplest method to create the synthetic evaluation is to calculate the average of the
indicators, both in the form of the arithmetic mean and weighted average with weights
corresponding to analyst judgment.

The construction of an aggregated indicator for the yield curve evaluation is done
according to the scheme:

O determine the aggregate index formula according to certain criteria,
[0 a statement describing the criteria of sub-indices,

[0 a normalization of indicators,

[0 calculating the ratio of aggregate assessment,

1 ranking the models according to a sliding scale.

The important step involves process of normalization to get the comparable criteria. For

the variable which is the stimulant, its normalized value is calculated based on formula:

__ Xi— min{x, }
max{x; | - min{x, |

(6)

i

where: x, - normalized i-th value of the ratio of the form of stimulants,
x, - the variable in the form of stimulant
min{x,} - the minimum of the observed values
max{x,} - the maximum of the observed values

For the variable which behave in contrast to the stimulant its normalized value could be
calculated by the formula:

max{x; } - x; 7)

X = max{x; | - min{x; |

]

Due to the normalization, the indexes not only become comparable, but also included in
the range [0;1]. The closer to one is the value the better the model represents the

characteristics described by the measure (Walesiak, E. Gatnar 2009).
Ranking Method

The ranking method is used to evaluate the models on the scale of natural numbers,
from best to worst project (or vice versa). Its application to the evaluation of yield curve
models allows - through its design based on the natural numbers - for a greater
diversification.

The evaluation process using the ranking method comprises the following steps:
[0 establishing the criteria to describe the features of the yield curve,

[0 putting together the sub-indices describing the criteria,

O setting ranks (the lower the rank the higher position of the model),

O calculation of the final ranks as a result of summarizing or averaging,

[0 rank the models according to the scale of the growing

At the first stages the ranking method is similar to the min-max normalization. The
process consists of assigning following natural numbers (1 to 24), and in the case of the
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same rank the joint value is putted in the form of the average. Since features were both
stimulants and reversal to stimulants, this fact has been taken into account in the
process of setting ranks.

In the next step a Spearman's rank correlation coefficient was calculated to identify
whether relationship between two variables is monotonic.

Table 1 Matrix of Spearman's rank correlation coefficient

MSE MAE M(s) M(p) M(r)
MSE 1,00 0,60 0,16 0,46 0,09
MAE | 0,60 1,00 0,44 0,76 0,39
M(s) | 0,16 0,44 1,00 0,58 0,83
M(p) | 0,46 0,76 0,58 1,00 0,61
M(r) | 0,09 0,39 0,83 0,61 1,00

Source: own computations

Verification of the Yield Curve Models

The construction of the aggregated measure is based on five criteria (sub-indices) which
involve: the statistics of the mean average error (MAE) and the mean square error MSE,
the measure of short-term volatility of implied forward rates M(c), adequacy of surface

correlation of implied forward rates M(p) and the level of risk premium M(r), (Wedzki
2009).

The final result was received by calculating the arithmetic mean of five indicators
constructed on the basis of mentioned criteria.

The use of both methods for the aggregated evaluation allows to rank the yield curve
models independently. The distance between the minimum and maximum of each scale
was divided into three equal intervals, into which the aggregate evaluation of particular
model was provided. This procedure led to the division into three groups: good models,
average and poor ones.

In both cases the best models are those constructed on the basis of WIBOR (Nelson-
Siegel and Svensson one) with the objective function based on the minimization the sum
of squared distances between the observed and theoretical yields WIBOR SV_Y, WIBOR
NS_Y and prices weighted by the inverse of the duration WIBOR SV_P/D, WIBOR
NS_P/D. In addition, well behaved models can be obtained using the 3M FRA rates for
both types of parametric models with the objective function based on the minimization
the sum of squared distances between the observed and theoretical yields.

The best model - according to both methods - is the Svensson one built for WIBOR data
with the objective function based on the minimization the sum of squared distances
between the observed and theoretical yields WIBOR SV_Y.
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Table 2 Positioning of yield curve models

RANKING METHOD MIN-MAX NORMALIZATION
WIBOR Sv_Y 4,73 WIBOR Sv_Y 0,97
WIBOR NS_P/D 5,63 WIBOR NS_Y 0,96
FRA 3M Sv_Y 7,40 WIBOR NS_P/D 0,95
WIBOR NS_Y 8,01 WIBOR Sv_P/D 0,92
FRA 3M NS_Y 8,35 FRA 3M Sv_Y 0,81
WIBOR Sv_P/D 8,75 FRA 3M NS_Y 0,80
SWAP NS_P 10,75 WIBOR NS_P 0,79
FRA 3M Sv_P 11,45 FRA 3M Sv_P 0,78
FRA 3M NS_P 11,50 FRA 3M NS_P 0,78
FRA 3M NS_P/D 11,60 FRA 3M NS_P/D 0,77
WIBOR Sv_P 11,83 SWAP Sv_P 0,73
WIBOR NS_P 11,98 SWAP NS_P 0,73
SWAP Sv_P 13,63 FRA 6M Sv_P/D 0,70
FRA 6M Sv_P/D 13,86 FRA 3M Sv_P/D 0,69
FRA 6M Sv_Y FRA 6M NS_Y 0,65
FRA 6M Sv_P FRA 6M Sv_Y 0,61
FRA 6M NS_Y WIBOR Sv_P 0,59
FRA 3M Sv_P/D FRA 6M NS_P/D

SWAP NS_Y SWAP NS_P/D

SWAP Sv_Y SWAP NS_Y

FRA 6M NS_P SWAP Sv_P/D

FRA 6M NS_P/D SWAP Sv_Y

SWAP Sv_P/D FRA 6M Sv_P

SWAP NS_P/D FRA 6M NS_P

Source: own computations

4 Conclusions

The adoption of min-max normalization and ranking method to verify the yield curves
models for Polish inter-bank market in 2009-2012 allows to formulate the following
conclusions:

e Due to the fact that the positioning differences were small, the indication of one type
of a parametric model with appropriate objective function is not possible. A more
detailed analysis carried out only for WIBOR 3M FRA would allow to receive more
diversified results.

e In 2009-2012 these models were considered to be good models constructed on the
basis of WIBOR (Nelson-Siegel and Svensson one) with the objective function based
on the minimization the sum of squared distances between the observed and
theoretical yields. In addition, well behaved models can be obtained using the 3M FRA
rates for both types of parametric models with the objective function based on the
minimization the sum of squared distances between the observed and theoretical
yields. The criterion of minimizing the sum of squared distances between the
observed and theoretical prices should not be used

e A satisfactory alternative to the model based on minimization the sum of squared
distances between theoretical and actual prices is a criterion adjusted for the reversal
of the duration. The application of this criterion into the Polish market helped to
increase the quality of the curve for instruments with a shorter maturity. The results
obtained were comparable to those achieved by applying the criterion of minimization
the sum of squared differences between theoretical and market rates.
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e The concept of aggregated measure which helps to evaluate the yield curve models
requires the adoption of new assessment criteria that are biased by the subjectivity of
the author. In case of additional analysis of any other yield curve’s feature a redesign
of indicators in order to achieve satisfactory results is required.

Acknowledgments

The author thanks the National Bank of Poland (NBP) for its financial support, through its
Committee for Economic Research (4th Competition for research projects, "Verifying of
yield curve models for monetary policy purposes").

References

Brace A., Gatarek D., Musiela M. (1997). The market model of interest rate dynamics.
Mathematical Finance vol. 7, pp. 127-154.

Brousseau V. (2002). The functional form of yield curves. ECB Working Paper, vol. 148.

Dziwok E. (2013). Weryfikacja modeli krzywej dochodowosci na potrzeby polityki
pienieznej NBP. Retrieved from: www.nbp.pl/home.aspx?f=/badania/projekty_badawcze/
iv_konkurs_kbe_archiwum.html.

Dziwok E. (2014). Yield curve modelling and its applications for post-crisis monetary
policy. In Stavarek D., Vodova P., (ed) Proceedings of the 14th International Conference
on Finance and Banking. Karvina: Silesian University, pp. 68-73.

Nelson C.R., Siegel A. F. (1987). Parsimonious modelling of yield curves. Journal of
Business, vol. 60(4), pp. 473-489.

Rebonato R. (2002). Modern pricing of interest-rate derivatives. Princeton and Oxford:
Princeton University Press, pp. 190-191.

Svensson L. E. O. (1994). Estimating and interpreting forward interest rates: Sweden
1992-1994. NBER Working Paper Series, No. 4871.

Stabryta A. (2011). Przeglad probleméw doskonalenia systeméw zarzgdzania
przedsiebiorstwem. Krakéw: Wydawnictwo Mifles, pp. 18-23.

Szreder M. (2004). Metody i techniki sondazowych badan opinii, Warszawa: Polskie
Wydawnictwo Ekonomiczne.

Walesiak M., Gatnar E. (2009). Statystyczna analiza danych z wykorzystaniem programu
R, Warszawa: Wydawnictwo Naukowe PWN, pp. 66.

Wedzki D. (2009). Analiza wskaznikowa sprawozdania finansowego: Tom 2. Wskazniki
finansowe. Warszawa, Krakow: Wolters Kluwer Polska sp. z 0.0., pp. 469.

172



Firm Default Prediction Model for Slovak Companies

Slavomir Faltus

University of Economics in Bratislava
Faculty of National Economy, Department of Finance
Dolnozemska cesta 1, 852 35 Bratislava, Slovak Republic
E-mail: slavomirfaltus@gmail.com

Abstract: The study is aimed at finding the optimal default prediction model for Slovak
companies. As partial goals, the accuracy of 49 individual ratios as well as 17 most
established comprehensive default prediction models used through the history of
predicting default was compared. The dataset for comparing and creating own model
consists of more than 300,000 individual observations for each variable within years
2003 - 2012. Methodology used for comparing ratios and models include Receiver
Operating Curves (ROCs) and from them derived Area Under Curve (AUC) indicator. Own
default prediction model is created on the basis of logistic regression and utilizes all
available data, thereby is referred to as dynamic (hazard) model. Moreover, the
combination of the accuracy maximizing (error minimizing) regression algorithm and the
variable choice based on maximum AUC ROC (score fusion minimizing) leads to the
compromise model.

Keywords: default, default prediction, default indicators, logistic regression, area under
ROC

JEL codes: C53, G33

1 Introduction

The beginning of the exploring of firm default probability is connected with a univariate
discriminant analysis represented by Beaver (1966) and Zmijewski model (1983).

The biggest expansion in the amount of models can be noticed using a multivariate
discriminant analysis (MDA). It includes Z score (Altman, 1968, 1983, and Altman et al.,
1995), Springate model (Sands et al., 1983), Fulmer model (1984), Beermann test
(1976), CH index (Chrastinova, 1998), Taffler model (Taffler and Tisshaw, 1977 and
Taffler, 1983), Bonity index (Kralicek, 1993), IN 95 (Neumaier and Neumaierova, 1995),
IN 99 (Kotuli¢ et al., 2010), IN 01 (Kotuli¢ et al., 2010), IN 05 (Kotuli¢ et al., 2010),
Doucha analysis I and II (1995). Similar model building method is scoring represented by
Tamari model (1978), Quick test (Kralicek, 1993) and A score (Argenti, 1976).

Logit and probit models are represented by O score (Ohlson, 1980) and Zmijewski model
(1984). Hazard model is represented by Shumway model (1999). Moody "s RiskCalc for
private companies has a specific model building method, thereby belongs to an individual
category. Models based on solely market indicators are not considered in this paper.

2 Methodology and Data

Selected models (17) from those mentioned in the introduction were tested using the
area under the curve Receiver Operating Characteristic (AUC ROC). Remaining models
contain variables that are not available in used database. The higher the area under the
curve is, the better the model performs in terms of score fusion minimizing.

The next step was to choose variables for own model. First, basic indicators (Sivak and
Mikocziova, 2009) were included, second, indicators from all models were considered.
The indicators that contain the same combination of variables or summed with other
variables to one were excluded as they contain no additional information. Likewise, the
indicators including variables that are not available in the database were not used. The
final number of indicators was 49.

All 49 chosen indicators were tested for AUC ROC. Three indicators with the highest AUC
ROC were chosen for the logit model, except for Working Capital/Total Assets. This
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variable displays multicollinearity with the variables in the final model causing the
opposite sign of the coefficient, thereby it was excluded.

Data for assessing models and indicators as well as for estimating the model are from
Albertina database by Bisnode company from 8/2013. Total amount of the vectors of
variables is 311,931 within years 2003 to 2012. This includes 82,572 firms, not every
year for every company is available in the database. The portion of balance sheets and
profit and loss accounts in the individual years, is depicted in figure 1.

Figure 1 The Portion of Balance Sheets and Profit and Loss Accounts in the Individual
Years

2012;1,8%

2003; 0,5% 2004; 3,1%

2005;
81%

!

12006;11,5%

Source: author, Albertina database

Since all the data are utilized for estimating the model coefficients, the model is referred
to as the dynamic or hazard model (Shumway, 1999), meaning that all available years
for non-defaulted companies are used as well as for defaulted companies. Proof that this
methodology provides more accurate and consistent results in comparison with
previously used methodology utilizing data from a year of default for defaulted
companies and omitting other years of such companies can be found in Shumway’s
article (1999). Companies are considered as non-defaulted until total assets are lower
than total liabilities. This approach is opposite to the one used in Ohlson (1980) and
Zmijewski (1984), where only data from one year for every company are used. For
defaulted companies, those from year before default, for those non-defaulted, those from
a year randomly chosen from a certain interval.

Model Specification

The model consisting of three variables takes the following form:
1

y= n —(-1.614023-0.000603.X;+0.076568..X, —0.000002. X5 ) (1)

I+e

where:

X; = (Own Capital/Sales).365,

X, = Total Liabilities/Total Assets,

X3 = Working Capital/Total Liabilities.
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3 Results and Discussion

The positive coefficient sign is indicating a relationship implying the higher value of
variable is, the higher probability of default and vice versa. The signs of the coefficients
coincide with the AUCs ROC.

The number of cases included in the regression was 269,241 including 46,762 defaults.
The presented model has the AUC ROC 0.996 (L?) for the state variable equal to 1
(default) in the year of default (default detection). As the measure of accuracy, a
likelihood ratio (LR) was chosen, the LR of the model is 15,434.311.

Table 1 Ten Indicators with the Highest AUC ROC

Number of
Indicator AUC ROC L/S? observations
(positive/negative)
(Own Capital/Sales).365 0.999 S 46,918/226,110
Total Liabilities/Total Assets 0.983 L 55,008/253,838
Working Capital/Total Assets 0.884 S 54,880/254,684
Working Capital/Total Liabilities 0.877 S 55,446/241,561
Short-term Liabilities/Total Assets 0.874 L 54,864/254,619
Short-term Assets/Total Liabilities 0.867 S 55,411/241,558
phort-term Assets/Short-term 0.848 s 54,937/238,718
iabilities

EAT/Labour Cost 0.829 S 38,283/181,874
EBIAT/Paid Interest 0.820 S 24,459/121,646
Operating Profit/Paid Interest 0.816 S 24,457/121,646

2L - Larger values of the test result variable indicate stronger evidence for a positive actual state. S
- Smaller values of the test result variable indicate stronger evidence for a positive actual state.
The positive actual state is 1 (default).

Source: author

Table 2 Ten Indicators with the Lowest AUC ROC

Number of
Indicator AUC ROC L/S? observations
(positive/negative)

(Total Assets/Sales).365 0.504 S 46,918/226,110
Depreciation &

Amortization/(Long-term Assets(t) 0.505 S 29,444/143,960
+ Increase in period)

EAT/Added Value 0.51 S 51,772/240,905
Revenues/Total Assets 0.51 S 54,416/253,789
Stock/Cost of Sold Products 0.513 L 51,670/239,321
Bank Loans/Total Liabilities 0.515 S 55,201/241,136
(Long-term Assets/Sales).365 0.519 L 46,918/226,109
Net Sales/Accounts Receivable 0.523 S 48,983/224,169
Stock/Total Assets 0.525 L 54,648/252,942
(Accounts Receivable/Sales).365 0.53 S 46,918/226,110

Source: author

Since a logistic regression is designed to accuracy maximization (error minimization)
(Cortes and Mohri, 2004) and the variables was chosen with respect to the AUC ROC
maximization, the model is referred to as the compromise model. It compromises
between accuracy maximization and score fusion minimization (AUC ROC maximization).

Nevertheless, the model AUC ROC overcame all tested comprehensive models. Their
values of this statistics for the state variable equal to 1 (default) in the year of default
(default detection) are displayed in table 3. This result was expected because the only
one from the tested models was designed for Slovak companies and it was proposed for
one sector of the economy.
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Table 3 AUC ROC for the Tested Models

Number of
Indicator AUC ROC L/S? observations
(positive/negative)

Zmijewski 0.967 L 54,303/237,528
Z score 1995 0.919 S 54,728/240,660
Quick 0.912 L 30,362/157,429
Taffler 1983 0.91 S 51,680/232,047
Ohlson 0.871 L 39,583/176,027
Springate 0.835 S 54,319/238,143
IN 01 0.823 S 24,229/120,068
IN 05 0.823 S 24,230/120,067
Z score 1983 0.819 S 54,726/240,658
Bonity index 0.796 S 30,492/157,616
CH index 0.788 S 35,008/168,406
IN 99 0.752 S 54,189/237,448
Taffler 1977 0.736 S 51,675/232,035
Doucha II 0.704 S 23,385/118,775
Fulmer 0.683 S 19,179/99,056
Beermann 0.556 L 24,545/133,616
Douchal 0.524 S 39,895/184,823

Source: author

Testing the Model Score Fusion for Prediction Horizons

Lastly, the AUCs ROC of the presented model for different prediction horizons were
computed. The state variable is equal to 1 (default) in one to five years before default
occurred.

Table 4 AUC ROC for Different Prediction Horizons

Number of
Prediction Horizon AUC ROC L/S? observations
(positive/negative)

1 year 0.906 L 34,542/164,966
2 years 0.85 L 22,785/115,826
3 years 0.811 L 14,783/79,393
4 years 0.787 L 8,884/51,122
5 years 0.77 L 4,813/30,300

Source: author

4 Conclusions

The estimated model approximates the relationship between financial ratios and the
probability of default for Slovak companies. Due to utilizing data from all available years
for defaulted and non-defaulted companies it is referred to as the dynamic (hazard)
model. Proof that this methodology provides more accurate and consistent results in
comparison with previously used methodology utilizing data from a year of default for
defaulted companies and omitting other years of such companies can be found in
Shumway “s article (1999). The model also compromises between accuracy maximization
and score fusion minimization. In order to maximize just one criterion, AUC ROC
(distinctive ability), special software would have to be used, e.g. Rank Boost, as standard
statistical packages do not offer such option.

Nevertheless, a comparison with selected models (17) proved the best distinctive ability
measured as the area under the curve ROC. For the prolonging prediction horizon, the
model score fusion worsening is obvious.
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Abstract: The appointment of a new coach is often a turning point for the development
of a football club’s game. But apart from the development of its game, the change affects
the club’s economic prospects as well. The coach has a position similar to that of a
leading manager in “classic” firms. Other studies have intensively investigated reactions
in share prices to results of specific games (see, instead of many, Ashton et al. 2011).
The relationship between a change in a club’s coach and the reaction of share prices has
rarely been investigated. The aim of this paper is to find out whether there is a
statistically significant influence on the share price performance of a listed European
football club following a change in its coach. The findings within the paper demonstrate
that the appointment of a new coach immediately affects the stock’s performance. The
analysis is based on the STOXX Europe Football Index. The index contains 23 European
football clubs that are listed on a European stock exchange. The investigation stretches
over a period of nine years, from 31.08.2004 to 19.09.2013. The sample contains 46
observations. The event study is on the basis of abnormal returns. The test period covers
+/- 3 days around the time of announcement of a new coach. This precludes mistakes
arising from other effects, such as results of games.

Keywords: change in coach, event study, information efficiency, STOXX Europe Football
Index

JEL codes: GO2, G14

1 Introduction

Football: Is it just fun, or is it a business? The gap between the two is small. Football has
a long tradition, especially in Europe. Every weekend, millions of fans of European
football clubs watch their teams fight it out for points so as to get better positions in the
domestic competition. In addition, during the week, some teams take part in the
international competitions, UEFA Champions League and UEFA Europa League. The
traditions of the game and the rivalry between fans promote the passion and fascination
for football.

But apart from just the passion and fascination associated with it, the economic
importance of football has grown in recent times. For example, the total revenue of the
20 clubs with the highest revenues reached EUR 5.4 billion in the past season
2012/2013. More than 30 clubs had revenues of more than EUR 100 million each. In the
season 1996/1997, only Manchester United had revenue of more than EUR 100 million.
(Battle et al., 2014, pp. 3-4)

At the moment, the general economic importance of football is discussed to a lesser
extent in the literature. The aim of this paper is to investigate the economic effects of a
change in a club’s coach, measured by the reactions of the stocks of the members of the
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STOXX Europe Football Index. A change in coach has significance for the approach of a
club to the game (Audas, Dobson, & Goddard, 2002), and it is interesting to see whether
there is an impact on the club’s economic performance.

2 Literature Review and Hypothesis Development

The available literature on soccer provides several findings relating to the relationship
between the developments of a football club as far as its approach to the game is
concerned and its economic development. Relevant literature in this field of research
focuses on game results.

In the literature, there is evidence from other kinds of sports as well. One of the first
investigations was into the stock market reactions to international rugby results in New
Zealand (Boyle & Walter, 2003). The authors found that game results of rugby matches
had an insignificant influence.

The first study with positive findings regarding soccer game results covers all British
clubs (Ashton, Gerrard, & Hudson, 2003). The authors use data from 1984 to 2002.
There are some other studies, which confirm the findings (see, instead of many, the
overview in Sarac & Zeren, 2013, pp. 303-304).

There are fewer studies dealing with subjects of investigation other than game results. If
a study does deal with other subjects of investigation, these subjects are explanatory
variables in a model (Stadtmann, 2003 or Samagaio, Couto, & Caiado, 2009).

In this paper, the subject of investigation is the change in the club’s coach. In relation to
the influence of a new coach on its game, the influence on the club’s stock returns is
interesting. A positive influence on the stock price signals, not only for football clubs but
in other organizations, such as companies, as well, that some persons are very important
for the company’s development, and that the companies are dependent on these
persons.

Audas et al., 2002 have shown the reaction in the club’s game to a new coach. Now, the
effects on a club’s stock prices after a change in the coach are investigated. The central
hypothesis of this paper is: A change in the club’s coach influences the stock
performance of a listed football club.

3 Data and Methodology

The database includes the stock prices of 20 European football clubs. All the clubs are
members of the STOXX Europe Football Index. The index covers football clubs from
Europe, Eastern Europe, and Turkey. (STOXX Index Methodology Guide, 2014, p. 88)

The investigation is based on daily stock returns. The returns are calculated with share
price data from Bloomberg. All the information on new coaches was picked up from
www.transfermarkt.de.

The daily stock returns for all clubs are calculated as R, = In(P,) — In(P,_,). R, is the return
for day t, P, and P,_; are the closing prices on day ¢t and day t — 1. (Fama, Fisher, Jensen,
& Roll, 1969)

The STOXX Europe Football Index is used in the study since it covers all the football clubs
analyzed. Furthermore, it reflects the European football market’'s economic development.
The estimated returns of the clubs are calculated with a market model (Brown & Warner,
1985). The model is defined as

Rit = a; + BiRm: + &, (1)

where R, is the return of the market index on day t, and «; and pB; are the estimated
values for the given period. B; reflects the sensitivity of the share price in relation to the
market risk. Based on the estimated values «; and g; from (1), the expected return of i at
day t is calculated as
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E(Rit) = a; + BiRme- (2)
Abnormal returns are calculated as
AR;t = Ryt — E(R;t). (3)

The change in the coach is the relevant event in this paper. The event day is the day on
which the particular football club officially announces the change on its website. All
events have to fulfill the following criteria:

e The change occurred between August 31, 2004, and September 19, 2013,
¢ One member of STOXX Europe Football Index was involved in the change,
e There were end-of-day prices for the relevant share, and

e There was news of the change.

After preparing the final dataset, 46 relevant changes in coaches of 20 members of the
STOXX Europe Football Index were found. All of them satisfy the criteria defined earlier.

The period of the investigation covers, at the most, three trading days before the event
and three after the event [-3; 3]. For detailed information, the following periods are
investigated as well: [-1; 1], [-1; 0], [0; 11, [0; 2], [0; 3]. In the literature reviewed, the
estimation periods differ. For this paper, a short estimation period is used, so as to
separate the effect of the appointment of a new coach from other overlapping effects e.g.
game results. The comparable values from the estimation period are built up for the 27
trading days before the event: [-30; -4].

The event periods are calculated with accumulated abnormal returns as:
AAR; = Z?=1ARit- (4)

The statistical significance of an event or an event period is tested under the null
hypothesis. The null hypothesis that is to be tested is the abnormal return AR;, or the
accumulated abnormal return AAR;. is equal to zero. (Boehmer, Masumeci, & Poulsen,
1991) This is an implication for the average effect of an event or an event period on
returns to the shareholders of the football clubs analyzed.

The test statistic is the ratio of the analyzed abnormal return AR;, or the accumulated
abnormal return AAR;, to their estimated standard deviation. The standard deviation is
estimated from the other abnormal returns AR;, or the accumulated abnormal returns
AAR;; in the observation period before the event. (Kolari & Pynnénen, 2010)

4 Results and Discussion

Table 1 provides an overview of the tested values. As far as the standard error is
concerned, there is no strong relationship within the tested values. The values are an
indicator for acceptable findings in the context of significance. The standard deviation
indicates that there is at maximum of 0.010659759 deviations between all investigated
means. These circumstances make a general statement much easier.

Table 1 One-Sample Statistics

Std.
Deviation

[-3] 46  0.002293873 0.0437329483 0.0064480715
[-2] 46 0.004619449 0.0453249677 0.0066828019
[-1] 46 0.005750625 0.0355838944 0.0052465590
[0] 46 0.000043789 0.0551771941 0.0081354334
[1] 46 -0.00132248 0.0393262429 0.0057983382
[2] 46 0.010626452 0.0377449079 0.0055651831
[31] 46 0.001311995 0.0309277064 0.0045600415

N Mean Std. Error Mean
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[-3; 3] 46 0.023323706 0.0946232479 0.0139514368
[-1; 1] 46 0.004471936 0.0834078465 0.0122978160
[-1; 0] 46 0.005794414 0.0690339296 0.0101784976
[0; 1] 46 -0.00127869 0.0739389344 0.0109017011
[0; 2] 46 0.009347764 0.0742786114 0.0109517838
[0; 3] 46 0.010659759 0.0726554588 0.0107124630

Note: Table 1 shows the results of the one-sample statistics. Column 1 includes the tested

abnormal returns: firstly the daily specific ones from [-3] up to [3]. It is followed by the

accumulated returns for the different periods. Furthermore, the table includes the amount of tested

events, as well as the mean, standard deviation, and the standard error mean of the tested events.
Source: Own calculation

The following table includes the results obtained from testing the null hypothesis. The
null hypothesis is tested with a two-tailed test. The chosen confidence interval of the
difference is 99 per cent. The span for the mean difference stretches from -
0.0013224781 in [1] up to 0.0106597590 in [-3; 0]. The gap between these values is
small. It can be pointed out that no value tears out in case of an extreme.

With a level of significance of 0.996 at the event day and 0.907 for the period [0; 1], the
most significant values are straight to the event. This draws attention to the hypothesis
formulated. According to the findings, the hypothesis that has been formulated can be
confirmed. It seems that there is a stock market reaction to a change in the coach. With
an error probability of 1 per cent, the average abnormal return is, on the event day,
between -0.021837151 and 0.021924729. Taking the period [0; 1] under consideration,
the average abnormal return is between -0.030599741 and 0.028042363, with an error
probability of 1 per cent.

Table 2 One-Sample Test

Test Value =0

999% Confidence Interval of

t df Sig. _Mean the Difference
(2-tailed) Difference
Lower Upper
[-3] 0.356 45 0.724 0.0022938727 -0.015048764 0.019636509
[-2] 0.691 45 0.493 0.0046194495 -0.013354514 0.022593413
[-1] 1.096 45 0.279 0.0057506248 -0.008360442 0.019861691
[0] 0.005 45 0.996 0.0000437893 -0.021837151 0.021924729
[1] -0.228 45 0.821 -0.0013224781 -0.016917602 0.014272645
[2] 1.909 45 0.063 0.0106264523 -0.004341581 0.025594485
[3] 0.288 45 0.775 0.0013119954 -0.010952624 0.013576615
[-3; 3] 1.672 45 0.102 0.0233237059 -0.014199869 0.060847281
[-1; 1] 0.364 45 0.718 0.0044719360 -0.028604086 0.037547958
[-1; 0] 0.569 45 0.572 0.0057944141 -0.021581521 0.033170349
[0; 1] -0.117 45 0.907 -0.0012786888 -0.030599741 0.028042363
[0; 2] 0.854 45 0.398 0.0093477636 -0.020107990 0.038803517
[0; 3] 0.995 45 0.325 0.0106597590 -0.018152321 0.039471839

Note: Table 2 represents the results of the one-sample test for the null hypothesis. The separation
is similar to table 1. It also includes the t-value, degrees of freedom, significance of two-tailed test,
mean difference, and the 99% confidence interval of the difference.

Source

: Own calculation
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If we do not concentrate just on the event day and the days after an event, the levels of
significance from the periods [-1; 1] with 0.718 and [-1; 0] with 0.572 indicate that
uncertified information about a new coach does influence the share price of a listed
football club.

To summarize, the findings indicate that the change in the club’s coach is important for
the development of its game and for the economic prospects of the football club. It
seems that shareholders link greater sporting success to a new coach. Greater sporting
success implies more future earnings. In this context, the German football club Borussia
Dortmund is a good example. After winning two national championships, the share price
rose more than 100 per cent. The stock reacted immediately to the appointment of a new
coach, on the date of the official announcement and one day after it.

These findings confirm the hypothesis that a coach is important not just for the
development of a club’s game. He is also important for a club’s financial prospects, as
measured by its stock performance.

5 Conclusion

All in all, these findings confirm previous findings that the development of stock returns
is connected to the sporting success of a football club. Apart from game results, these
findings show that persons who are engaged by a club are important for the club’s
economic development.

The coach of a team is often the most important person in a football club. Apart from
short-term decisions necessitated by the strategy for the next match, he is also
responsible for long-term decisions, as when new players are engaged. The big leeway in
making decisions shows how important it is for the clubs’ leaders to choose the right
coach. Their decision in favor of one or against another candidate is a decision, which is
crucial for the club’s future, for its sporting success as well as for its financial prospects.

In comparison to other businesses, the football business is rather turbulent. Similar to
other findings, these findings confirm that the change in coach impacts organizational
adaptation. (Tushman & Rosenkopf, 1996)

Apart from the fact that the findings are relevant for the football sector, the findings are
important in general terms as well. There are individuals in all companies who are
comparable to coaches in football clubs. These persons can be managers, but also
experts in specific fields of knowledge. It would be interesting to see whether there is a
stock reaction when such people switch companies.

In the final analysis, a new coach is important for an investment in the stock of a football
club. Moreover, the coach has an important position in the club’s organizational
structure. His decision-making exercises long-term influence on the club’s successes on
the field as well as its economic prospects.
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Abstract: The aim of the article was to quantify and compare the overall level of
satisfaction of the Czech banking customers, the most important factors of satisfaction
and dissatisfaction of these customers and number of used banking products and banks
in 2014 compared to 2012. Research on the satisfaction of retail customers in the Czech
Republic was conducted through a questionnaire survey in 2012 on a sample of 323
respondents, and in 2014 on a sample of 292 survey participants. The research results
are evaluated through Pearson statistics. Our research confirmed that the Czech Republic
remains on a relatively low position with satisfying its bank customers with provided
services. The main reason for satisfaction was the ability to use electronic banking and
most important reason for dissatisfaction were high priced products and services.
Number of banking products used by the Czech banking clients did not change
significantly.

Keywords: commercial bank, bank customer’s satisfaction, satisfaction factors, factors of
dissatisfaction, Cross-selling index
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1 Introduction

Customer satisfaction is an important factor in the performance and competitiveness of
banks. When analyzing the attributes of the banking client satisfaction, it is appropriate
to be based on the specific characteristics of commercial banking (Horvatova, 2013,
Chovancova, and Arendas, 2013, Cipovova, and Belads, 2012, Belas, Cipovova, Novak,
and Polach, 2012, Belas, and Polach, 2011, Horvatova, 2008, Belds, 2004), which
significantly affect business processes and shape attributes of bank customer
satisfaction.

Banking experience proves that achieving a reasonable rate of customer satisfaction
represents a challenge for the bank and it is a permanent process with varied results.
Bank customers in many countries show a considerable degree of dissatisfaction and
many banks admit that it's necessary to increase the level of customer care.

In this article satisfaction of the Czech bank customers with the services of commercial
banks was examined, as well as the most important factors of satisfaction, respectively
customer dissatisfaction and use of banking products and banks in 2014 compared to
2012.

2 Important Factors Determining Bank Customer Satisfaction

Customer satisfaction is a complex of various aspects, which operate in a coherent
manner and form attitudes of customers to the bank. In the process of forming of
customer satisfaction acting the economic factors, emotional attitudes and habits of
consumers. Customers' satisfaction determines their loyalty to the bank and willingness
to buy the bank’s products.

According to Chavan and Ahmad (2013) bank business increasingly depends on the
quality of the customer service provided and overall satisfaction of the customer.
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Relationship marketing has become the most critical aspect to corporate banking
success.

Maddern, Maull, and Smart (2007) state, that the key elements in building customer
satisfaction are employee satisfaction and service quality. In this context Gounaris and
Boukis (2014) indicate, that the employee job satisfaction influences a customer’s
perception of quality and customer satisfaction. Many authors agree that it is the banks
skilled workers with high emotional quotient are the prerequisite for building loyalty
among clients. (Rostamy, 2009; Bidmead, 2007) Customers in business relationships
require a high degree of acceptance of their own needs from staff and accurate service
delivery. (Lages and Piercy, 2012)

According to Baumann, Elliott and Burton (2012) a combination of two factors, namely
emotional connection with the bank and economic benefits should protect the bank
against competition. In this context Wruuck (2013) submits, that the prices play a
central role for customer satisfaction and profitability. Satisfaction with products prices
does not automatically mean total and complete satisfaction, but it is one of the most
important preconditions. On the other hand Chen, Liu, Sheu and Yang (2012) argue that
people rarely try to get the best services; instead they seek only for a fair services and a
consistent treatment. In their presented study, the significant direct correlation between
a customer satisfaction and the fair approach has been proved.

According to Mandahachitara and Poolthang (2011) customer’s loyalty is very important,
because getting new customers also brings additional costs and vice versa with the
duration of customer relationship profitability of this relationship grows as well. Effective
tool for building true loyalty can be e.g. friendly approach to clients, availability of
banking products and services, intensive communication and activities in the field of
Corporate social responsibility.

On the contrary, Frearing and Minor (2013) in their study indicate, that in the
relationship with the customer there are phenomena that extend beyond loyalty. The
most outstanding is the effort to remain faithful. Despite the fact that the customer
exposed to daily offers from competition develops a conscious effort to remain as there is
a complete trust to the product from the client’s side. The second phenomenon is the
social ties obtained during use or consumption of the product. (although this second
factor was not confirmed as a follow-up research on the concept of satisfaction-loyalty).
The conclusion of this study is also surprising finding that high levels of satisfaction and
loyalty is not only associated with longtime customers. The highest levels of these factors
were declared by respondents in the early years of the relationship, means after one year
of contract. This also means that financial institutions may induce high levels of customer
satisfaction, loyalty and effort to remain with them for over more timely stages of mutual
relationship.

The hot topic is the analysis of the satisfaction of banks’ customers in context of online
banking. According to Liébana-Cabanillas, Munoz-Leiva and Rején-Guardia (2013)
electronic banking has become an essential service to secure clients’ loyalty by ensuring
greater customer satisfaction and building stronger ties with them. Yang, Lu and Chau
(2013) report, that online channel service quality enhances service quality in the offline
channel. In this context Genser, Leeflang and Skiera (2012) indicate that online use
improves customer profitability by increasing customer revenue and decreasing cost to
serve. Authors found out that online customers conduct 2.50 more transactions per
month than do their offline counterparts and their customer profitability improves by
0.28 EUR per month.

3 Objectives, Methodology and Data

The aim of this article was to quantify and compare the overall level of satisfaction of the
Czech banking customers, the most important factors of satisfaction and dissatisfaction
of these customers and number of used banking products and banks in 2014 compared
to 2012.
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Research on the satisfaction of retail customers in the Czech Republic was conducted
through a questionnaire survey in 2012 and then in 2014.

In our research, five scientific hypotheses were set. When establishing quantitative
criteria estimation techniques were used.

H1: The overall level of satisfaction of bank customers in the Czech Republic in 2014
compared to 2012 has not changed and is now less than 65%.

H2: Czech clients are the mostly satisfied with the availability of banking products and
services through electronic banking. Electronic banking is still the most important factor
of satisfaction for Czech customers. More than 60% of Czech clients are satisfied with
this factor.

H3: The most important factor of dissatisfaction of the Czech customers are high priced
banking products and services. The rate of dissatisfaction of Czech clients in regards to
prices is higher than 50%.

H4: The average value of CSI has increased by at least 10% in the last two years.

H5: Average number of banks being used by clients in the Czech Republic increased by at
least 10% in the last two years.

Within the questionnaire survey in 2012, in the Czech Republic a total of 323
respondents was approached, of which 37% were men and 63% were women. Age
structure of respondents was as follows: 32% were aged less than 30 years, 50% of
them were 30-50 years old and 18% were over 50. The education level of respondents
was as follows: 1% had primary education only, 62% had secondary education and 37%
were university educated bank customers.

In 2014, there were received responses from 292 respondents, of which 43% were men
and 57% were women. The age structure of those respondents was as follows: 38% of
respondents were aged under 30 years, 43% were aged from 31 to 50 years and 19% of
them were customers over 50. The education level of respondents was as follows: 3%
had primary education, 52% had secondary education and 45% were university educated
bank customers.

Established scientific assumptions in each table were examined through Pearson
statistics. P-value less than 5% leads to the rejection of the null hypothesis. Part of the
quantitative analysis is the use of indicators and descriptive statistics such as weighted
arithmetical average and the percentage figures.

4 Results and Discussion

Table 1 presented the results of overall satisfaction of the Czech bank customers in 2014
compared to 2012.

The proportion of respondents satisfied with banking services can be considered to be the
same as it was in 2012 (p-value=0.3157). However, the structure of the responses
differs, because there was a shift of dissatisfied customers to a group of ,do not know".
On the basis of proportional test it cannot be claimed (p-value=0.6751), that this figure
is less than 65%.

Table 1 Overall satisfaction of bank customers in the Czech Republic (CR)

Are you satisfied with bank

products and services provided CI_R 23 12 CI_! 23 14 p-value
to you? in % in %
1. Yes 62.23 66.44 0.3157
2. No 26.32 15.07 <0.01
3. Idon't know 11.45 18.49 0.0192
X2=14.8059
p-value<0.01

Source: authors' survey
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According to the results of our research, the overall satisfaction rate of the Czech
customers is at the European average level. These results are comparable with some of
the published results of the satisfaction of bank customers. For example, in the United
Kingdom in 2012 the average satisfaction level of bank customers was 62%.
(www.dailymail.co.uk). According to the results of research conducted by Deloitte (2012,
b) in the Czech Republic, Poland and Slovakia the overall satisfaction rate is 50% and
more. The overall satisfaction rate of bank customers in Slovakia in 2012 was at 61%.
One reason for the relatively low satisfaction of bank customers in the Czech Republic is
also a way of managing the retail staff. Managers of private banks put intense pressure
on front office employees, which gets translated into an incorrect approach to clients
(Belds, 2012) and the level of moral attitudes of bank employees in the sales process is
relatively low (Belds, Burianova, Cipovova, and Cervenka, 2013).

In Table 2 are compared the reasons for satisfaction of the Czech banking customers in
2014 compared to 2012

Table 2 Reasons for customer satisfaction in the banking sector of the Czech Republic

What satisfies you the most in the bank? CR CR

(you can provide up to 3 answers) 2012 in % 2014 in % p-value
1. quick service in the branch 13.93 11.64 0.4670
2. the possibility of using electronic banking 74.61 77.74 0.4161
3. quality products and services 17.65 17.81 1.0000
4. convenient and friendly service in a branch 17.09 23.29 0.0620
5. availability of the branch 49.54 52.40 0.5299
6. developed network of ATMs 40.25 44.18 0.3660
7. other (account for free) 0 5.14 -

Source: authors' survey

The most significant factors of customer satisfaction in our study were the availability of
banking products and services through electronic banking, branch availability and
extensive network of ATMs.

Electronic banking is still the most important factor of satisfaction for Czech clients. Level
of satisfaction of Czech bank customers was not significantly altered (p-value=0.4161).
More than 60% of Czech customers are satisfied with this factor, what was confirmed by
the value of the test criteria (p-value<0.01).

According to research conducted by Ernst & Young (2012) 78% of banks’ clients in the
Czech Republic control their bank accounts by using the internet. This survey indicates
that despite the relatively high popularity of electronic banking more than one third of
clients keeps giving priority to their personal visit to a branch, which was confirmed in
our study, where only 52,40% of respondents in the Czech Republic said they were most

satisfied with the availability of the branch. For comparing it could be stated, that in
Slovakia this option was mentioned by 67% of respondents back in 2012. (Belas,
Burianova, Cipovova, and Cervenka, 2013)

According to Liébana-Cabanillas, Munoz-Leiva and Rejon-Guardia (2013) user satisfaction
levels with online banking have increased in recent years, reaching more than 80%.
Authors also indicate, that online banking also was favored over o