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PREFACE

Dear readers,

It is my pleasure to introduce you a collection of papers from the 12th annual
international scientific conference The European Financial Systems 2015 organized
annually by Department of Finance of the Faculty of Economics and Administration,
Masaryk University in Brno, Czech Republic. This year's conference was focused
especially on the current issues related to new regulation of financial markets, banks and
insurance companies and their products and efficiency, different accounting and tax
systems, corporate finance, public finance, financing of non-profit organizations and
financial literacy.

Because the collection of papers presents the latest scientific knowledge in this area, I
believe you will get a number of new insights usable both for your scientific, and
educational or practical activities. I would also like to express my conviction that we
meet each other in occasion of the 13th year of this conference held in 2016.

I wish you pleasant reading!

Petr Valouch

Chairman of the Program Committee
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Determining Boundaries of Using Gold as a Defensive Asset

Svetlana Bekareva, Ekaterina Meltenisova, Daria Prokhorova

Novosibirsk State University
Economics Faculty
Pirogova Street 2, 630090 Novosibirsk, Russian Federation
E-mail: s.bekareva@mail.ru, emeltenisova@gmail.com, daria.prokhorova@rambler.ru

Abstract: Gold plays special role on the financial market. It connected with its history
and nowadays investors’ attitude to the gold as a defensive asset. We have investigated
conditions of being gold such asset with the help of the realized volatility theory and the
CAPM model. Using statistical data from the Moscow Exchange, the IMF and other official
sources we have found criteria of using gold as a defensive asset and analyzed key
factors that influence gold price. We have made conclusions that gold has characteristics
of defensive assets during the period under consideration; and the monetary indices of
the USA economy influence gold price heavily.

Keywords: gold, defensive asset
JEL codes: G11

1 Introduction

The role of gold in a modern world is changing. It connected with some world economic
instability and use gold as a defensive asset by different kinds of investors and official
monetary regulators as well. Gold can be used as a real asset and a financial one. Gold
demand structure has differed from one that was ten years ago. In case of economic
crises it would become one of the key instruments of saving money by all kinds of
economic subjects.

In general, defensive assets are expected to provide return in any economic conditions.
So, usually investors refer to defensive assets such ones as money in bank deposits,
money in short-term money market securities, fixed interest investments, and others.
Some researches refer to them such financial assets as reserve currencies and real
assets as oil, gold, and real estate.

Does gold have characteristics of a defensive asset? There is a lot of evidence of using
gold for hedging against risk by different kinds of investors. Factors that determine use
gold in investors’ portfolios connected with historical, political, and economical issues.
From the economical point of view the key factor is return. To make an investor decision
it is necessary to manage risk which is defined by volatility.

Usually volatility refers to the interpretation of unpredictable fluctuations in the values of
a data series. As a rule, volatility could not be observed directly, and large variety of
measurement methods is used. However a traditional concept of volatility does not
totally reflect volatility of an asset and its Value-at-Risk. Recently, the approach of a
realized volatility is getting more popular in investigation of finance issues. For the first
time it was presented by Andersen and others (2003). This topic was developed by
Andersen and Benzoni (2008). An important point in calculating the realized volatility is
finding jumps which are characterized by abnormal fluctuations. The jump detection is
used, for example, by Alexis (2014).

The role of defensive assets under uncertainty is observed by many economists (Apokin,
2013, Suetin, 2013). They prove advisability of investment in such assets as gold, oil,
currencies, and real estate. There are strong links among return volatility of some assets
(Gencer and Kilic, 2014).

Nowadays gold is getting more attractive for some kinds of investors and became an
object of many research. World Gold Council provides investors with statistics and useful
information about gold as an investment instrument. Numerous papers are devoted to
the topical issues about investment process (Artigas et al, 2010, 2011, and 2015).
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There are many investigations which use econometric analysis of factors that drive gold.
R.Faff and al. (2010) defined conditional beta for gold for Australian and South African
financial markets. Arayssi M. (2013) examined the relationship of gold price and S&P 500
and Dow indexes, various currencies and consumer price indexes. Fan W., Fang S.
(2014) defined macroeconomics factors that influenced gold price.

In our investigation we have used the concept of realized volatility and the jumps
detection to determine if gold is a defensive asset. For this purpose the CAPM model is
used as well. Then we have observed some key factors influenced gold price and return
with the help of correlation analysis.

2 Methodology and Data

Our investigation is devoted to the gold role on the financial markets. So, it is one of
financial assets. To analyze gold as one of the assets in a portfolio we decided to consider
a national financial market. So, the statistics were used from the Moscow Exchange. We
examined the gold price and the RTS index for the period 1996 - 2014 of every day
frequency. To observe factors that drive gold price we used the IMF statistics of money
sector and some macroeconomics indices, Brent oil price and national equity indices. The
statistics were used for such countries as the USA, the UK, Japan, China, and the Russian
Federation. The total humber of indicators was 33.

The first point of our analysis is connected with volatility assessment. To the purpose of
our investigation we applied jumps detection to eliminate them before computing the
realized volatility. We determined periods of time when jumps were observed and
compared them with economic conditions in those periods. There are some approaches
to price jump determining. In our research we implemented approach of Chan (2008). To
register jumps we applied the threshold method after Truck et al. (2007) that detect
jumps in case of exceeding the standard deviation three times in the month /.

Let's assume that P (t) - the spot price of gold at time t, is governed by the following
price jump-diffusion process:

dP = pdt+o,dW, +kdq, (1)
where ut is a drift term, ot is the local volatility and Wt is a standard Brownian motion,

dqt is a counting process with dqt=1 that corresponding to a jump at the time t and zero
otherwise, ktis a parameter indicating the size of jump.

The continuous representation of the local volatility, so-called integrated variance (1V), is
defined as:

V= J.O'Z(s)ds (2)

t-1

By the theory of quadratic variation in case of absence of jumps and as the time between
two observations goes to zero, the realized volatility (RV) is an efficient estimator of
integrated variance. For a period of T years of M, equally spaces intermonth returns
(i=1...M), RV is expressed as:

M
RV, =3} (3)
i=1

where rtiis the return on gold, i.e. log-difference between two monthly price realizations
i (i=1,..12) in year t.

To eliminate jumps we used approach implemented by Ullrich (2002).

In case of jumps are presented the realized volatility is calculated as:



M—x©

¢ N
lim RV = j o (s)ds + D k2 (s)
-1 i=1 (4)
The meaning of the realized volatility for the period under consideration can be regarded

as risk measurement. In case of standard deviation is not more than 1% we can make a
conclusion that an asset has low risk and characteristics of a defensive asset.

The second point of our analysis is devoted to the gold beta computing. To determine an
asset risk in a portfolio the CAPM model is used. In this model an expected return on an
asset (R;) depends on risk-free rate (R,;), difference between expected return on market

(R,,) and risk-free rate, and beta of the asset (fB;). If beta equal or close to zero, the
asset has no relevant risk and its expected return equal risk-free rate.

The CAPM model is:
R; = Rys + Bi(Rm — Ryp) (5)

where beta depends on correlation coefficient between market and asset (p;,,), standard
deviation of an asset (g;), and standard deviation of a market (a,,):

pi = (6)

om
We assume that a defensive asset is an asset with beta equal or close to zero.

Finally, correlation analysis was applied in order to indicate the key factors that influence
gold price and its return.

3 Results and Discussion

Firstly, we have analyzed standard deviation of gold during 1996-2014 (Figure 1).
According to our calculation, standard volatility level was no more than 1% up to 2005.
After 2005 the volatility is characterized by higher level than before, the highest value is
observed in 2008.

Figure 1 Gold volatility 1996-2014
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Figure 2 shows daily average return rate of gold for the whole period under
consideration. Positive daily average return is observed in the most of the time. It
increases drastically after 2001. 2013 is the year of sharp decline of this indicator.



Figure 2 Gold daily average return 1996-2014

0,15%

0,10%

0,05%

0,00%

-0,05%

-0,10%

-0,15%

Source: Authors

To detect jumps we have used methods described earlier in our paper. So, based on
jumps of the gold return calculated we can conclude that after 2006 the number of jumps
and volatility of this asset increased. The highest intensity of the jumps was identified in
2008 (Figure 3). It is important that jumps of this year have “positive” effects what
reflects higher level of return on gold than before. 2012 and 2013 are characterized by
positive jumps as well.

Figure 3 Numbers and intensity of jumps
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Figure 4 shows the realized volatility for gold calculated after the jumps elimination. It
lets us conclude that the realized volatility for gold is quite stable as its standard
deviation is 0.82% (less than 1%). So, using the realized volatility as an instrument of
risk estimation shows that gold has characteristics of a defensive asset.



Figure 4 Realized volatility for gold 1996-2014
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Secondly, to prove the results that have got by the first method of the risk estimation we
have used the CAPM model to assess beta for gold for 1996-2014. As Figure 5 shows,
usually the beta is close to zero. Relatively high fluctuations are observed in 2007-2008
and 2011.

Figure 5 Beta for gold 1996-2014
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The gold beta value is evidence of being gold a defensive asset in a portfolio. It has risk
that is almost equal to the market risk because the beta has very low level. In the time
of economic instability the gold beta has negative meaning that can be considered as
reinforcement of its hedging functions.

Finally, we have analyzed some factors that drive gold. According to the World Gold
Council papers (Artigas et al., 2010, 2011, 2015) there are key factors that influence
gold price. They are as follows: currencies, inflation rates, interest rates, consumer
spending and income growth, short term investment flows, etc. Using the IMF statistics
and some other official data we applied correlation analysis to determine links between
gold and the factors (Table 1).

The statistics include 33 indicators that contain monetary and macroeconomics indices,
Brent oil price and national equity indices for five countries.

We have detected not correlated regressors. There is strong interdependence of interest
rates in chosen countries that proves macroeconomic theory of approximately equal
interest rates in economics of the same development level. GDP growth and equity
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market indices depend on each other that explain links between these indicators as
characteristic of high economic growth. So we have eliminated all correlated indicators
and realized that the most important drivers influenced gold price are the monetary
indicators for the USA economy.

Table 1 Correlation analysis for return on gold 1996 - 2014

Confidence P (t) value
US Dollar per SDR 0.8317 0.000
Ruble per SDR -0.2668 0.526
Brent 0.1660 0.125
Official Gold Holdings, USA -0.7452 0.499
Official Gold Holdings, Russian Federation 0.3552 0.419
Consumer Prices, USA -0.6834 0.391
Consumer Prices, Japan 0.2725 0.981
Monetary Base, USA -0.9544 0.000
Monetary Base, Russian Federation -0.1432 0.068
Monetary Base to Broad Money, USA 0.0184 0.094
Interest Rates, USA -0.9717 0.000
Interest Rates, China -0.6450 0.297
GDP Growth, USA 0.0120 0.311

Source: Authors' calculations

4 Conclusions

To determine if gold can be regarded as a defensive asset, in our investigation two
criteria were proposed. They are as follows: the realized volatility assessment and the
gold beta as risk measure of an asset in a portfolio. They complement each other
because they assume to analyze an asset as one of the financial instrument or an asset
in an investment portfolio. We assume that an asset has a characteristic of a defensive
one if standard deviation of realized volatility is less than 1%. It is necessary to take into
consideration volatility jumps. In case of their positive effect the asset defensive
characteristics become stronger. As for beta, the closer its meaning to zero is the more
defensive an asset is.

Taken these criteria we cannot determine any boundaries of using gold as a defensive
asset for the Russian financial market for the period under consideration (1996 - 2014).
Gold has been used as a defensive asset during the whole period. Its defensive function
was stronger during crisis 2008. The standard deviation of realized volatility did not
exceed 1% and the gold beta fluctuated from 0.05 to -0.07.

This result can be regarded as peculiarity of the economy with emerging markets. In the
2000s the national stock market return was high, but in 2008 the equity indices fell down
drastically. Negative gold beta does not mean investors’ losses from the gold investments
during the time before crises, but it is an indicator of some differences between the
market return and the gold one.

We used correlation analysis to indicate the key drivers of gold price and its return. They
are the American monetary indices such as the US dollar exchange rate, the US
monetary base, and interest rates in the USA. Other countries’ macroeconomics and
monetary indices did not show any strong connection with the gold return. The reasons
of it could be caused by historical and political issues.
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Abstract: Economic growth is a fundamental objective of economic policy of every
developed market economy. Investments are the main source of it. That is why it is
important to observe the development of investments, their structure and share on GDP.
The aim of the article is to analyze the development of gross fixed capital formation
(GFCF), to compare its level with EU - 28, as well as to present interdependence between
GDP and GFCF. As statistical data reveal, the values of GFCF have increased from 2010,
what indicates economic recovery. We confirmed strong dependence between GDP and
GFCF by the performed correlation and regression analysis.
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1 Introduction

Economic entities decide between current consumption and future consumption, i.e.
savings in national economy of each country. Direction of the country will be largely
influenced by the decisions on consumption and savings, which are related to
investments. In the short term, a lack of investment opportunities can lead to a reduction
in consumption and the overall reduction in investments. On the contrary, in the long
term it is not possible to increase the amount of investments without the reduction of
consumption and increase in savings rate in the previous period (Fulop et al., 2010;
Rabatinova et al., 2014).

The accumulation of capital in the country is also one of the factors affecting the long-
term economic growth. In order to create conditions for future growth of consumption
and gross domestic product, saved resources must be invested in the country. The more
you saved and invested, the growth will be higher, resulting in a higher capital formation.

Gross capital formation is the result of the interdependence between investments and
savings in the economy. It is one of the components of gross domestic product (GDP) in
the system of national accounts, and it consists of gross fixed capital formation and
inventories.

This paper focuses on the issue of gross fixed capital formation. GFCF indicates the
investment activities of the private and public sectors, whichare reflected in production.

It is possible to meet many definitions of this indicator. The article follows the definition
of Statistical Office of the SR (SO SR), by which gross fixed capital formation is the
acquisition of fixed capital assets, that means goods which are expected to be used in
production for several years.

It is possible to acquire it in a form of a purchase of assets or the construction of these
assets by producers for their own use. Share of GFCF in GDP is significant, because it is
used for quantification of annual investment rate.

Our aim is to analyze the development of GFCF in the period 2006 - 2014 for the
economy of SR total, according to sectors and economic activities. We chose the period
with a view to elucidate the effects of the financial crisis from 2009. We compare the
level of GFCF with EU - 28. Subsequently we present the interdependence between GDP
and GFCF.
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2 Methodology and Data

We used the statistical data by the elaboration of the proposed contribution from the
portal of the Statistical Office of the Slovak Republic, as well as from the Eurostat
database. To determine whether GFCF affects GDP, i.e. whether and how GDP changes
by unit changes of GFCF in mil. EUR curr.pr., we used the method of correlation and
regression analysis. The database used is shown in the table 1.

Table 1 Comparison of GFCF development with real GDP growth 2006-2014

Year Real GDP growth Annual change of GFCF measured
(%) in constant prices 2005 (%)

2006 8.3 n.a.

2007 10.5 9.1

2008 5.8 0.9

2009 -4.9 -19.7

2010 4.4 6.5

2011 3.0 14.2

2012 1.8 -3.7

2013 0.9 -4.3

2014 2.4 5.7

Source: Own elaboration according to SO SR
Note: 2014 - Qualified forecast

3 Theoretical Background of the Solved Issue

Numerous research studies have shown that capital formation plays a crucial role in the
models of economic growth (Beddies, 1999; Gbura and T.Hadjimichael, 1996; Gbura,
1997). This view called capital fundamentalism by Youopoulos and Nugent (1976) has
been reflected in the macroeconomic performances of many countries.

New growth theories stress the importance of investments, human and physical capital in
the long-run economic growth. The policies, which affect the level of growth and the
investment efficiency determine the long-run economic growth.

Namely, the gross capital formation affects the economic growth either increasing the
physical capital stock in domestic economy directly, Plossner (1992) or promoting the
technology indirectly, Levine and Renelt (1992).

Many empirical studies carried out recently emphasized in diversified role of private and
public investments in growth process. The public investments on infrastructure, in extent
in which are proved to be complementary to the private investments, can increase the
marginal product of the private capital, augmenting the growth rate of a domestic
economy.

Khan and Kumar (1997) supported that the effects of private and public investments on
economic growth differ significantly, with private investment to be more productive than
public one. Knight, Loyaza and Villanueva (1993) and Nelson and Singh (1994) confirmed
that public investments on infrastructure had an important positive effect on economic
growth over the period 1980-1990. Easterly and Rebelo (1993) evaluated that public
investments on transportation and communications are positively correlated to economic
growth, while there were negative effects of public investments of state-owned
businesses on economic growth.

However, it is clear that even mildly robust growth rates can be sustained over long
periods only when countries are able to maintain capital formation at a sizeable
proportion of GDP.

As Vidova (2004) shows in her study, high economic growth that Slovak economy
received in the years 1995 - 1996 began soon to encounter obstacles and substantial
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investments were required to maintain the momentum. Their soaring altogether with the
combination of other factors caused the overheating of the economy in 1996. Investment
rate was at the level of 40% for the economy of Slovakia during the period of the
transformation process. Such a high level of investment rate that Slovak economy
reached, is unusual in international comparison.

As the author also notes, to ensure the high rate of investment to bring only positive
results for economic development, it must be accompanied by a corresponding level of
domestic savings and efficient mechanism for allocation of investments. High investment
rate can seriously undermine the macroeconomic balance of the economy when this
condition for the maintaining of internal equilibrium is broken.

4 Development of Real GDP in the SR and EU before and after the Crisis

Examining the development of the real GDP of EU - 28 countries in the period 2006 -
2013 we can conclude, that a serious recession in the EU in 2009 was a consequence of
the financial and economic crisis (similarly in Japan and the USA). It was followed by a
recovery in 2010. Real GDP decreased in the EU- 28 by 4.4 %. There was an increase in
GDP in constant prices by 2.0 % after the recovery in 2010 and another increase by 1.6
% was recorded in 2011. GDP decreased by 0.4 % in 2012 and it was quite stable in
2013 (it increased by 0.1 %) - see Figure 1.

There were big differences in the growth of GDP in member states of the EU - during the
time and among the single countries. Overall performance of the economies of the
member states decreased due to financial and economic crisis. The average annual
growth rate amounted to 1.1 % from 2003 till 2013 in the case of EU - 28. Slovakia and
Lithuania recorded the highest rate according to this measure (both countries 4.2 % a
year).

Regarding Slovakia, global economic crisis reached Slovakia in the first year of declining
phase of the economic cycle. That means that there would be a slowdown in economic
growth of the SR in 2008 even without the effect of the global economic crisis. However,
the crisis affected this decline due to the high openness of the economy, significantly.

Figure 1 Real GDP Growth, 2006-2014 (% change compared with the previous year)
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Source: Own elaboration according to Eurostat database
Note: 2014 - Qualified forecast

Domestic demand is the main engine of growth in terms of the structure of GDP (it is a
common nomenclature for items household consumption and investments according to
the SO of the SR).
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5 Development of GFCF in the Period 2006-2013

As we mentioned in the theoretical background, the development of gross fixed capital
formation should roughly correspond to the real growth of gross domestic product.

As shown in Table 1, in the period when Slovak economy overcomes its unequal status it
is not like that.

In 2009, the creation of GFC actually fell by -19.7% while GDP fell by 4.9%. In 2010,
GDP and GFCF recorded their growth of 4.4% respectively 6.5%. In 2011. this growth
was 3.0% (GDP), resp.14,2% (GFCF). In 2012 GDP reached real growth of 1.8%, while
FCF decreased by 3.7%. Similarly, in 2013 a GDP growth was 0.9% and a decrease in
gross fixed capital formation by 4.3%.

Regarding the development of GFCF itself, by analysis according to sectors we monitor
the highest formation of fixed capital in the sector of non financial corporations in the
observed period (Figure 2). Participation of foreign capital is the reason of the highest
formation of fixed capital in this sector.

The effect of the crisis was obvious for the sectors of financial and non financial
corporations, sector of households was touched less and it was almost without a change
for sector of public administration.

If we take into account the last year (2014), we can state that non financial corporations
had a dominant position among the sectors because they invested 62.1 % of the total
capital expenditures. Households accounted for a share of 20.5%, public administration
for 15.6 % and financial corporations for 1.5%. The rest 0.2 % was accounted for
investments of non - profit institutions serving households.

Fact, that almost all sectors evidenced growth in investment activity in 2014, sounds
positively. Volume of investments increased by 3% in current prices (curr.pr.) in financial
corporations, by 3.7% in non financial corporations, by 20.4 % in public administration
and by 0.2% in households. The volume of investments remained at the same year on
year level in non profit institutions serving households.

Figure 2 Gross fixed capital formation by sectors in mill. EUR at current prices
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Source: Own elaboration according to SO SR
Note: ESA 2010 methodology, by quaterly national accounts
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Main branches (according to economic activities) participated in GFCF in curr.pr. in 2013
and 2014 like this:

Table 2 Gross fixed capital formation by branches of NACE Rev. 2 in Mill. EUR at current
prices, indices

2013 2014
Branch of activity mil. EUR Indices at mil. EUR Indices at
cur:r pr CUrr.pr. cunzr pr Curr.pr.
" | sppy = 100) " | sppy = 100)

Economy in total: 15 045.39 97.7 15 893.11 105.6
A Agriculture, forestry and
fishing 345.01 91.0 353.17 102.4
B Mining and quarrying 50.97 34.3 37.24 73.0
C Manufacturing 3 366.52 87.2 3711.83 110.3
D Electricity, gas, steam and air
_ condition supply 1183.17 67.9 1 283.84 108.5
E Water supply, sewerage,
waste manag. and remediation 182.15 54.5 224.27 123.1
F Construction 296.65 108.7 313.92 105.8
G Wholesale and retail trade 746.41 85.1 781.67 104.7
H Transportation and storage 2 597.94 235.2 2 630.75 101.3
I Accomodation and food
service activities 43.07 59.0 110.63 256.9
J Information and
communication 557.46 85.0 582.58 104.5
K Financial and insurance
activities 237.37 100.3 264.61 111.5
L Real estate activities 2 377.97 89.1 2 444.5 102.8
M Professional, scientific and
technical activities 183.01 135.8 210.26 114.9
N Administrative and support
service activities 580.87 108.5 587.07 101.1
O Public administration and
defence; compulsory social 1 642.07 103.4 1 686.86 102.7
security
P Education 262.62 97.3 262.82 100.1
Q Health and social work
activities 243.56 73.1 252.05 103.5
R Arts, entertainment and
recreation 126.44 82.7 131.73 104.2
S Other service activities 22.14 92.4 23.33 105.4

Source: Own elaboration according to SO SR

As shown in table 2, most funds for acquisition of GFCF were invested in manufacturing
(23.3%). Share of investments in trasportation and storage was also significant (16.6%),
as well as in real estate activities (15.4%).

Regarding the level of investment rate (in curr. pr.), it was declining from 2006 till 2009,
namely from 26.5 % to 20.7% in 2009. In 2014, this item was at the value of 21.1 % in
curr.pr; i.e. it has not reached the level before the crisis.
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Table 3 Development of the investment rate in the SR

reality

2006 | 2007 | 2008 | 2009 | 2010 | 2011 [2012 | 2013 | 2014

Investment rate

(curr.pr. in %) 26.5 | 26.2 24.8 20.7 21.0 23.1 21.5 20.4 21.1

i'(‘,%i)'“'es (sPPY = | 999 [98.8 |94.7 |83.6 |101.4 |109.8 | 93,3 |94.8 |103.4

Source: Own elaboration according to SO SR

There were large differences in the overall intensity of investment among EU Member
States, what may partly reflect different stages of economic development, as well as the
rate of growth in recent years. Share of GFCF in GDP was at the level of 17.3% in 2013
in EU - 28 (18.3 % in 2012) and 17.7% in eurozone (EU- 18). The vast majority of
investments was for private sector. Investments of corporations and households created
16.0% of GDP in EU - 28 in 2012 compared with 2.3% in case of public sector
investments.

5 Impact of GFCF on GDP

We investigate if there is an interdependence between GDP and GFCF in this part of
paper. According to economic theory, we expect a positive impact of GFCF on GDP. It can
be assumed that GFCF growth leads to GDP growth and vice versa.

Figure 3 depicts the development of GDP according to changes in GFCF.
Figure 3 Dependence of GDP by GFCF
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We realized correlation and regression analysis in MS Excel. When we compared all
calculated models by the criteria (such as R Square, Significance F and p - values) we
took an exponential function to be the most appropriate. Output summary from Excel is
presented as Figure 4.

We found out that there is an interdependence between GDP and GFCF, while value
Multiple R confirms high degree of tightness between these variables. Value R Square
says that the chosen exponential function explains the variability of GDP to about 99 %
level, other part presents unexplained variability. Overall F - test indicates, that model as
a whole is statistically significant. Value of test statistics F significantly exceeds on the
5% significance level critical value (9.86x10°<0,05). However, statistical significance is
not confirmed at this level for coefficient of variable GFCF (0.099>0.05).Therefore, the
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assumption that GDPr=f(GFCFr), i.e. GDP is only a function of GFCF, is very simplified.
Anyway, a model confirmed logically expected impact of GFCF on GDP.

Figure 4 Summary Output

Regression Statistics

Multiple R 0.998927
R Square 0.997856
Adjusted R Square 0.997141
Standard Error 321.8219
Observations 9
ANOVA
Significance
df SS MS F F
Regression 2 2.89E+08 1.45E+08 1395.9956 9.86086E-09
Residual 6 621415.8 103569.3
Total 8 2.9E408
Standard Upper Lower
Coefficients Error t Stat P-value Lower 95% 95% 95,0%
Intercept -66055 13783.37 -47.923 5.534E-09 -694279.349 -626826 -694279
THFK -0.0371 0.099 -0.374 0.722 -0.280 0.206 -0.280
logY 150929.2 2872.018 52.552 3.186E-09 143901.637 157956.8 143901.6

Source: Own calculations in MS Excel

6 Conclusions

The paper presents an insight into investment activity in Slovakia through the
development of GFCF indicator. Crisis has had an impact on its previously positive
development. Though there was a regrowth in 2010 and 2011, next two years are
connected with its decrease. There was an increase in investment activity in all sectors in
2014. Regarding the single sectors, nonfinancial corporations have had a dominant
position in the observed period. Rate of investment had a negative development before
the financial crisis, and its level is still not at the level before the crisis. Another
observation is that the development of GFCF in the SR does not correspond to real GDP
growth. This is in contrast with the theoretical knowledge as well as empirical studies,
according to which even mildly robust growth rates can be sustained over long periods
only when countries are able to maintain capital formation at a sizeable proportion of
GDP. To identify significant relationships and connections of growth processes assumes
to understand especially the nature of bondage between economic growth and
investments. The applied model cannot be regarded as a complete one, ie, it cannot be
argued that GDP is only a function of GFCF. Anyway, it is an appropriate device drawing
a relationship with explaining variable, i.e. with GDP.
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Abstract: The paper examines the relationship between profitability of hospitals and
their debt ratios. The main objective is to investigate, whether hospitals use debt as a
source of funding, in the absence of sufficient profits from operating activities. Using
statistical methods, we have proved a negative relationship between the profitability
measured on many levels (ROA, EBIT margin, EBITDA margin) and hospitals’ total debt
ratio. On the other hand, we have found a positive relationship between the debt and
profitability, taking into account only short-term and long-term loans and credit. That
might suggest, that hospitals characterized by poor financial condition, try to finance
their operating activities with payment obligations. Research sample includes financial
data from over 333 hospitals in Poland, the Czech Republic, Slovakia and Hungary (the
data comes from Amadeus and Emis databases). Research sample covers hospitals,
having, at least an admission room and two hospital wards, with total assets and
operating turnover above 1 min EUR.

Keywords: hospital, profitability, debt, financial management
JEL codes: 110, 111, L31, G30

1 Introduction

Hospitals are very specific units, that operate on the heavily regulated market. In most
countries, there are two types of hospitals - profit and non-profit ones. As far as the
purpose of the profit entities is to maximise profit, the question arises, what objectives
non-profit hospitals pursue? Deneffe and Masson (2002) showed, that, in fact, those
hospitals do not look for maximized profits. Regardless of the aims, profitability is still an
essential assessment indicator, because it is a useful measure of management efficiency
(Gavurova, 2012), (Michalski, 2015). A characteristic feature of the hospital industry is,
that most of the revenue comes from public funds or from insurance companies. Most
hospitals operate as non-profit institutions. These two characteristics affect the capital
structure (Wedig et al., 1988), (Gavurova et al., 2013), (Michalski, 2014).

Generally, hospitals should finance their growth with debt or revenue from provided
services. In fact, however, the sources are different in the case of public and private
hospitals. In the absence of access to additional resources from the owners, hospitals
must reach an external one - usually this is a debt (Gentry, 2002), (Michalski, 2009).
Public hospitals generally acquire funds for investment from public bodies (government or
local authorities). Hence, there are no incentives to accumulate profits, since possibilities
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of its utilizations are very limited (except of investments). On the other hand, the
profitability of most public hospitals, in analysed countries, is low or very low, hand in
hand with low financial liquidity (Predkiewicz, Predkiewicz and Wegrzyn, 2014), (Bem et
al., 2014a), (Bem et al, 2014b), (Bem, Ucieklak-Jez and Predkiewicz, 2014),
(Predkiewicz et al., 2014), (Gavurova, Soltés and Balloni, 2014), (Soltés, and Gavurova
2014a), (Michalski, 2008b), (Raisova et al., 2014), (Szczygiel et al., 2015), (Hajdikova,
Komarkova and Pirozek, 2014), (Bem and Michalski, 2014). This may suggest the need
to finance operational activity with debts, which may significantly reduce profitability.

The size of a hospital positively or negatively affects the decisions regarding a new debt.
Large hospitals have better access to the financial market and higher profitability ratios
increase their chance to get a credit. Decisions concerning the level of debt are also
affected by availability of public grants, which, usually, reduce the demand for external
funds. Public hospitals are often supported by public donors, because their financial
position is too weak to be attractive to potential creditors (Gentry, 2002), (Michalski,
2008a). On the other hand, McCue and Nayar (2009), did not confirm that non-profit
hospitals (generally public) have higher levels of debt financing.

Ehreth (1994) stated, that both, the debt indicators (long term debt-to-net fixed assets),
and profitability indicators (total margin), represent different aspects of the hospitals’
efficiency. Literature provides limited and mixed evidence regarding the relationship
between hospitals’ profitability and debts. The level of financial leverage grows along with
the demand for external funds - and so a high free cash flow, which is, among other
things, the effect of high profitability, decreases the level of the financial leverage
(Chung, Seung Na and Smith, 2013). Wedig (et al., 1988) showed, that hospitals which
are generally remunerated on the basis of costs, have higher levels of financial leverage,
due to lower profits. Valvona and Sloan (1988) proved, that private hospitals use the
financial leverage to a greater extent than public hospitals, and are generally levered
more than other industries.

Harrison and Sexton (2004) showed, that public hospitals, which are often involved in
missions of providing significant scope of benefits to local communities, are more
vulnerable to bankruptcy. It is also associated with their larger size and increased clinical
complexity. Some research proved, that hospitals, which are more exposed to
bankruptcy are less prone to take the debt on. Collapsing hospitals usually limit the debt,
in order to be more attractive to potential investors (Landry and Landry, 2009). This
would suggest the existence of a negative relationship between profitability and debt
level.

Langland-Orban (et al., 1996) showed that hospitals with higher profitability have lower
debt ratios. In the other study, Vogel et al., (1993) confirmed the link between the level
of debt and the extraordinary profitability. Price et al. (2005) basing on the Financial
Strength Index, claimed that hospitals characterised by high profitability and liquidity and
low debt have exceptionally good financial condition. On the other hand, part of the
research did not confirm, the relationship between their debt and profitability
(Ngorsuraches and Sornlertlumvanich, 2006), (Soltés, and Gavurova 2014b), (Michalski,
2010).

The aim of this research is to analyse the relationship between the profitability and the
debt burden in hospital industry. Basing on literature’s review and authors’ previous
research in the area of financial management (Bem, Ucieklak-Jez & Predkiewicz, 2014),
(Bem et al., 2014a), (Bem et al., 2014b), (Bem & Michalski, 2014) we have formulated
the following research hypotheses:

H1 hypothesis: hospitals, which are characterized by lower profitability indicators have
a higher level of debt;

H2 hypothesis: the level of debt is mostly affected by the level of operating margin.

The H1 hypothesis refers to the assumption, that hospitals in a difficult financial
situation, in particular with a negative profitability, reduce the level of debt. We have
assumed that in the case of hospitals in the analysed countries, such a situation does not
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occur, because the hospital care sector is dominated by the public ownership. A public
owner usually tends to hold hospital’s activity, and if it's necessary, supports them
financially.

The H2 hypothesis assumes that the negative correlation is the strongest in the case of
operating margin. Walker (1993) proved, that the operating margin is the only financial
indicator, that separates the profitable and unprofitable hospitals. The operating margin
better than ROA illustrate the ability to generate cash flow necessarily to sustain current
activities. Because hospitals in the analysed countries generally finance investment
activities with grants from public bodies (government, local government), they may be
related with operating activities.

Research sample includes 333 Hospitals from the V4 Group (the Czech Republic,
Hungary, Poland, Slovakia). The financial data came from the Amadeus database. The
analysis has been conducted for the 2013 data. We've applied statistical methods
(ANOVA, T-Student), using the Statistica 10 package.

2 Methodology and Data

In order to prove the hypotheses, we have created a database, consisting of financial
data from 333 hospitals. The hospitals were collected by hand, to ensure the
homogeneity of the sample. Financial data for the year 2013 have been obtained from
Amadeus Database.

We've initially investigated 416 medical entities from the Czech Republic, Hungary,
Poland and Slovakia. Some of the observations have been removed due to lack of all the
required data. Entities, for which providing hospital services is not a primary activity,
have also been excluded. We have decided to investigate only hospitals meeting the
criterion of having an admission room, and at least 2 hospital wards, in order to exclude
hospitals providing mainly “one day” surgical procedures, due to its special financial
character. We also removed small entities with total assets and operating turnover below
1 million EUR.

The research sample includes: 94 Czech hospitals (36,7% of hospitals in the Czech
Republic), 10 Hungarian hospitals (5,8% of hospitals in Hungary), 212 Polish hospitals
(21,9% of hospitals in Poland), and 17 Slovak hospitals (12,1% of hospitals in Slovakia).
The selected hospitals are both private and public, and operate in different legal forms.
The sample includes also teaching hospitals. We have qualified to this study both public
hospitals (owned by the government or local authorities or with a public majority
shareholding) and private hospitals, regardless of the legal form of the activity. We
removed outliners by removing top and bottom 5% values in each indicator.

In order to measure the level of profitability, we've decide to use several indicators:

e ROA(b) (return on assets before taxes), described by formula: profit before
taxes/total assets;

e EBIT (operating margin), described by formula: (Revenue - Cost of Goods Sold -
Operating Expenses)/Operating Turnover;

e EBITDA (Earnings Before Interest, Taxes, Depreciation and Amortization margin),
described by formula: [Revenue - Expenses (excluding: Interest, Taxes,
Depreciation, Amortization)]/Operating Turnover.

The level of debt has been measured using the classic debt indicators:

e Debt Ratio (DR), described by formula: total debt/total assets;
e Loan Debt Ratio, described by formula: ([(long-term + short-term loans and
credit) / total assets].

In order to verify the hypotheses, we have analysed the linear relationship using the
Pearson correlation coefficient. The Pearson correlation coefficient indicates both the
direction and strength of relationship. Due to the strength that can sometimes be
questionable, its significance has been tested using the test of the significance of
correlation coefficients, assuming that the hypotheses are constructed as follows:

22



HO: the correlation coefficient is statistically insignificant,
H1: the correlation coefficient is statistically significant,
for which the testing statistic is:

7

t, = n—2 (1)
\/I—rz
that, assuming the validity of the HO hypothesis, has T-Student’s distribution with n-2
degrees of freedom.

The differences among means (average values) have been tested using ANOVA. The
statistical significance of differences have been tested using the F-test. The analysis has
been carried out using the Statistica 10 software.

3 Results and Discussion

The analysis of hospital’s debt indicators has shown a slight variation in the level of the
total debt to the total assets ratio. On average, hospitals in Slovakia and Hungary have
higher debt, in relation to total asset - the situation of the hospitals of the Czech Republic
and Poland seems to be much better in this respect. Taking into account only short-term
and long-term loans and credit (excluding, for example, payment obligations) -
LOAN_RATIO - we have been able to conclude, that hospitals in the Czech Republic and
Slovakia, to a lesser extent, finance their activities with loans and credits. These sources
of funding are mostly used by Polish and Hungarian hospitals (Table 1). In addition, we
have found positive, statistically significant, relationship between the value of the debt
indicators (DEBT_RATIO and LOAN_RATIO) (Table 3).

Table 1 Descriptive statistics for variables: DEBT_RATIO and LOAN_RATIO

Cz HU PL SK total

DEBT_RATIO
Min 9.1% 20.8% 10.6% 14.5% 9.1%
Max 102.4% 99.9% 98.8% 99.7% 102.4%
Mean 46.0% 66.6% 49.4% 57.9% 49.5%
St. deviation 27.59% 25.85% 22.02% 30.34% 24.93%
p-value 0.0613"

LOAN_RATIO
Min 0.0% 0.0% 0.0% 0.0% 0.0%
Max 47.9% 41.4% 47.2% 29.7% 47.9%
Mean 9.1% 14.7% 11.5% 4.9% 10.3%
St. deviation 10.46% 14.91% 12.83% 9.28% 12.03%
p-value 0.0852"

* significance level a = 0.1, ** significance level a = 0.05 *** significance level a = 0.01

Source: Own study

Further statistical analysis has shown, that the differences in the level of debt indicators
(DEBT_RATIO and LOAN_RATIO) - although rather small, are statistically significant
(Table 1).
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Table 2 Descriptive statistics for profitability indicators (ROA, mEBIT, mEBITDA)

Cz HU PL SK total

ROA (b)
Min -10.4% -6.1% -10.8% -8.4% -10.8%
Max 16.3% 7.7% 13.9% 10.4% 16.3%
Mean 1.2% 0.3% 1.4% 1.8% 1.3%
St. deviation 5.77% 4.82% 4.98% 4.67% 5.18%
p-value 0.9314

mEBIT

Min -11.3% -5.1% -12.1% -5.2% -12.1%
Max 15.3% 15.0% 16.3% 8.6% 16.3%
Mean 1.4% 1.0% 2.2% 2.3% 1.9%
St. deviation 6.77% 6.58 5.47% 6.77% 5.82%
p-value 0.7821

mEBITDA
Min -5.0% -2.5% -5.5% -2.8% -5.5%
Max 23.8% 17.6% 22.6% 20.2% 23.8%
Mean 6.5% 5.5% 7.7% 9.1% 7.3%
St. deviation 7.44% 6.58% 6.81% 6.31% 6.99%
p-value 0.4301

* significance level a = 0.1, ** significance level a = 0.05 *** significance level a = 0.01

Source: Own study

Next, the value of profitability indicators - ROA(b); mEBIT; mEBITDA - have been
analysed. In all the analysed countries, there are hospitals with negative profitability and
the average level of profitability’s indicators are very low (especially in the cases of
ROA(b) and mEBIT). The values of mEBITDA have shown greater variations, among
hospitals, in each country — the average and maximum values are much higher than for
other profitability’s indicators. Analysis using ANOVA has not demonstrated the existence
of statistically significant differences among countries (Table 2). Between values of all the
profitability’s indicators (for the entire sample), a strong, statistically significant, positive
relationship, have been observed (Table 3).

The principal stage of the study involved the analysis of a correlation coefficient between
debt indicators of and profitability indicators. By examining the correlation we discovered
certain negative relationship between the total debt (DEBT_RATIO) and the profitability
of hospitals at each level (ROA(b), mEBIT, mEBITDA). The strength of this relationship is
weak, and only in the case of ROA(b) - statistically significant. At the same time, at the
level a= 0.01, we have found a statistically significant, positive correlation between
profitability and credits and loans’ debt, described by the LOAN_RATIO (Table 3).

Table 3 Correlation coefficients for analysed variables

DEBT RATIO LOAN_RATIO ROA(b) mEBIT mEBITDA
DEBT_RATIO 1 0.28*** -0.14* -0.13 -0.10
LOAN_RATIO 0.28*** 1 0.08 0.23%*x* 0.25%*x*
ROA(b) -0.14* 0.08 1 0.83*** 0.69***
mEBIT -0.13 0.23%*x* 0.83*** 1 0.88**x*
mEBITDA -0.1 0.25%** 0.69**x* 0.88**x* 1

* significance level a = 0.1, ** significance level a = 0.05 *** significance level a = 0.01
Source: Own study

The results have been a little bit surprising, since we expected a clear correlation
between indebtedness and profitability. In order to explain these uncertainties, we have
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formulated ad hoc the H3 hypothesis, assuming that the debt may be the result of long-
term loss of profitability.

To verify the new hypothesis, we have calculated the average ratio of profitability in the
years 2011-2013. We have found, that the correlation between profitability and
LOAN_RATIO is positive and statistically significant (p-value: 0,85% and 0,09%), while
being statistically irrelevant for ROA(b).

In the case of the total debt ratio (DEBT_RATIO) we have demonstrated the existence of
a negative, statistically significant, relationship. Thus we have shown that there is a clear
correlation between the profit margins and the level of debt, which means the adoption
of the H1 hypothesis.

These results have also allowed partial adoption of the hypothesis assuming the highest
strength of relationship between the operating margin and debt (the H2 hypothesis) -
results have shown that taking into account only the “loan and credit-debt” ratio
(LOAN_RATIO), the strength of the relationship and EBITDA margin is the highest (0,25).
On the other hand, in the case of the total debt ratio (DEBT_RATIO), the return on assets
(ROA(Db)) is more important (-0,27) (Table 4).

Table 4. Correlation coefficients for debt ratios (DEBT_RATIO, LOAN_RATIO) and
profitability indicators for years 2011-2013 (Avg ROA(b); Avg mEBIT; Avg mEBITDA)

Avg ROA(b) Avg mEBIT Avg mEBITDA
DEBT_RATIO -0.27*** -0.18** -0.18**
LOAN_RATIO 0.05 0.19** 0.25**x*

* significance level a = 0.1, ** significance level a = 0.05 *** significance level a = 0.01
Source: Own study

Our research has confirmed the existence of a clear, statistically significant, relationship
between indicators of profitability and debt ratios. However, this relationship was
revealed only, after the average values of profitability indicators for the period of 3 years
had been examined. Identical results were obtained for longer periods of time (5-7
years) (not presented in this paper). The direction of this relationship is very important -
in the case of the total debt ratio it is negative, in the case of the debt related to
interest’s payments - positive. We have also proved, that operating margins - especially
mMEBITDA is correlated with debt indicators. However, the strongest relationship has been
reported for the return on assets and the total debt ratio.

Studies have confirmed the results of A. Landy and R. Landry (2009), who stated that
hospitals in bad financial condition might limit the debt, however, the mechanism of this
phenomenon have not been fully explored. We believe, that this is the result of
difficulties in obtaining an external funding in any form, even a trade credit. Results have
partly confirmed the observations of Langland-Orban et al., (1996) and Price et al.,
(2005), but only concerning the total debt.

4 Conclusions

The conclusion is that hospitals characterised by low profitability are more heavily
indebted, than those having high profitability ratios. According to our observations, those
entities probably try to finance its operational activity using trade creditors, due to
potential problems associated with obtaining funding on the financial market. The
increase of current liabilities, in the case of hospitals in poor condition, might be
considered as a result of external sources of financing. It usually concerns accounts
payables towards suppliers, employees and public institutions. Financial problems may
translate into several problems in the economy - like, for example, the domino effect -
and affect adversely enterprises which cooperate with hospitals (providers of medicines,
medical materials, energy, water). In addition, in the case of bankruptcy or liquidation of
the hospital, these companies have very little chance to be paid off.
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Paradoxically, hospitals with better conditions have higher debt, defined as a sum of long-term and
short-term loans and credit. It might suggests, that credits and loans are available only for
hospitals, that are able to prove a good financial standing. The existence of such a
relationship may suggest, that hospitals obtaining higher operational margins, can
finance a broad-based investment activities from external resources including loans and
credits. From a wider perspective it also enables the more efficient absorption of EU
funds earmarked for the health care system.

From the point of view of financial management, the research has indicated a relevant
relationship between profitability and debt. This is an important contribution to science,
considering mixed evidence presented in the literature. It seems, that further studies
should be carried out separately on two samples - covering public and private hospitals,
whose debt decisions are influenced by different factors. The next issue is to determine
the direction of the relationship between the debt and profitability. It is important
whether the existing debt reduces profitability, or low profitability restricts the acquisition
of external funding.
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Abstract: Article deals by using empirical analysis with evaluation of the long-run
relationship among the realization of natural disasters and with economic growth
in selected countries. According to the research results Skidmore & Toya (2002) there
is a correlation between higher frequency of natural disasters and higher rate
of accumulation of human capital, which ultimately leads to the increase in total factor
productivity and therefore economic growth, but mostly only in the long term. The effect
of disasters by time we can divide into short and long term, this article will focus on the
impact only of second group of this effects. The article aims to confirm or refute the claim
that there is a correlation between the implementation of natural disasters and economic
growth. According to the results of analyses dependencies between the implementation
of natural disasters and economic growth in Czech Republic. Dealing with the
consequences of natural disasters implementation is influenced by many different factors,
one of which is its dependence on the use of the model covering the aftermath of
disasters, which in its form varies by individual national legislations. In Europe, there are
several basic models addressing the consequences of the implementation of catastrophic
risks. Article will focus on some of them.

Keywords: catastrophic risk, economic growth, natural disaster
JEL codes: D81, 011, 047, Q54

1 Introduction

To maintain financial health and development of each country is also important optimally
configured model solution implementation risks of catastrophic range (Kubova &
Muzdkova, 2014). In the world there are many of models dealing with damage caused by
the natural hazards realization. Each of these models ultimately affect the maintaining
the financial health of the country Muzakova (2014) in which the risk of catastrophic
impacts implemented. The main hypothesis of this paper is that is dependence between
realizations catastrophic risks and long-term growth in the Czech Republic for the period
2006-2014.

The aim of this article is to identify and assess the relationship between two factors -
catastrophic risk and long-term growth. To understand this issue is also important single
definition of "disaster/catastrophe" — this issue will focus attention on the first part of the
article. Most insurers based on the definition of disaster/catastrophe by Swiss
reinsurance SwissRe that this definition specifies every year. Disaster/catastrophe,
according to the causes can be divided into man-made disasters and natural
catastrophes. In the article, attention will be paid only the impacts of natural hazards.
Second part of this paper consists of verifying and testing the strength of mutual
relationships between realization of catastrophic risks and long-term growth. The paper
will show the results for selected sample of countries, analyse it, and confirm or reject
the hypothesis about the significant linkages of realization of catastrophic risks and long-
term growth.

2 Methodology and Data

In the following part will be characterized data for analysis and research methods. For
data analysis is important not only to the definition of catastrophic risks (natural or man-
made), but also which data are calculated within the framework of catastrophic risks.
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In the research were particular used scientific methods: induction, deduction,
comparative analysis and synthesis of partial knowledge, SwissRe and other important
resources. Due to the nature of the article was used secondary data taken from SwissRe,
Czech Insurance Association and Czech Statistical Office (2015).

Definition and Categorize of Catastrophic Risks

Natural catastrophes/disasters is caused by natural forces, the definition by SwissRe is
(SwissRe 2014): “The term ‘natural catastrophe’ refers to an event caused by natural
forces. Such an event generally results in a large humber of individual losses involving
many insurance policies. The scale of the losses resulting from a catastrophe depends not
only on the severity of the natural forces concerned, but also on man-made factors, such
as building design or the efficiency of disaster control in the afflicted region. In this sigma
study, natural catastrophes are subdivided into the following categories: floods, storms,
earthquakes, droughts/forest fires/heat waves, cold waves/frost, hail, tsunamis, and
other natural catastrophes.”

According to the Koukal & PoSmourny (2005), most natural disasters are caused by four
main causes, such as rapid mass movements (landslides, avalanches), releasing the
energy of the earth (earthquakes, volcanic activity), increased water levels (floods,
tsunamis) and balancing the temperature differences in the atmosphere (cyclones,
hurricanes). In addition, the rise and fall of the disaster extra-terrestrial body, the cause
of which is therefore in the cosmos.

Categorize disasters summarized in his article Lahnstein (2005). At first divided the risks
into four basic categories: natural hazards; technological risks, including the risks of
infrastructure (transport by road, rail or air); social and political risks; purely financial
risks. Then also divided the damage into four categories, as follows: the damage to the
environment; damage to health; damage to property; purely economic losses. Also
distinguished and length of scenarios: short period (industrial accidents, terrorism, etc.);
long term (soil and water pollution, climate change, etc.).

There are combinations and fluid transitions: accidents, events arising in the short term,
can result in long-term damage, almost unlimited in the case of nuclear accidents, for
example. A large number of individual accidents - such as leaks in industrial plants - can
be seen as the result of one continued risk operation. The causes of an industrial fire may
be specific to that industry, but they may also be sabotage or terrorism.

The analysis will include natural disasters, regardless of the categorization of damage
that caused and regardless of the length scenarios.

SwissRe determines each year the lower limit beyond which it is a disaster. SwissRe
(2014) changes in the amount caused by the fact that each year these criteria adapted to
inflation. Below (see in Table 1) is shown the development these criteria over the past
five years. Criteria include amount of: insured loss in mil USD (total damage, marine
accidents, aviation accidents, other events) and number of damaged people (death or
disappearance, injured, homeless).

Table 1 Development of criterion of disaster by SwissRe

. . Year
Insured loss in mil USD 2010 | 2011 | 2012 | 2013 | 2014
Total damage 86.5 89.2 91.1 96.0 97.6
Marine accidents 17.4 18.0 18.3 19.3 19.6
Aviation 34.8 35.9 36.7 38.6 39.3
Other events 43.3 44.6 45.5 48.0 48.8
Year
Number of damaged people 55707 T 5017 [ 2012 | 2013 | 2014
Death or disappearance 20 20 20 20 20
Injured 50 50 50 50 50
Homeless 2000 2000 2000 2000 2000

Source: Own elaboration from (SwissRe, 2011-2014)
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Natural Disasters in Czech Republic

Among the risks that the Czech Republic is one of the most endangered risks: floods and
flooding, heavy snow and windstorm and hailstorms.

Basic analysis of the number of claims and amount of damages in natural hazard
insurance for the last nine years for members of the Czech Insurance Association (CIA) in
the Czech Republic in Table 2.

The above data for the last nine years shows that the greatest damage occurred in 2010,
the largest share of these damages should damage from flooding. The most significant
natural disaster in the Czech Republic and the associated burden of claims is:

e 1997 — floods in Moravia (paid CZK 9.7 billion);

e 2002 - floods in Bohemia (paid CZK 33 billion);

e 2006 — heavy snow (shame CZK 2.5 billion), 100-year water (paid CZK 1.1
billion);

e 2007 — orcan Kyrill (paid CZK 2.25 billion);

e 2008 — windstorm Emma (total damage CZK 1.24 billion);

e 2009 - floods in the Opava, Olomouc and South Bohemia (the amount of damage
CZK. 1.8 billion);

e 2010 — snow calamity Daisy (the amount of damage CZK 1.1 billion), floods in
Moravia and Northern Bohemia (the amount of damage CZK 3.7 billion), hail in
Prague (the amount of damage CZK 2.6 billion).

e 2013 - floods (paid CZK 7.4 billion); orcan Xaver (payout of CZK 8.6 billion).

If we look at the criteria of the disaster SwissRe (see Table 1), and these levels compare
with the data mentioned above - the list of natural disasters in the Czech Repubilic, it is
obvious that all events meet the criteria disasters. For simplicity, we analysis based on
the data in Table 2.

Methods

To choose an appropriate model for the regression analysis must be performed
elementary statistical analysis of analyzed two variables: amount of damages and GDP at
purchaser prices.

For elementary statistical analysis was used the following five indicators (Hindls, et al,
2000).

the first difference (absolute gain, 1At), the second difference

28 = A AL (1)
the growth coefficient
k = Vit
Yi-1 (2)
the growth rate
5% =T, -100 (3)

the increase rate

Ty, =k;-100 (4)
For regression analysis will be used software STATGRAPHICS Centurion XVI. According to
the results of an elementary statistical analysis will be chosen a suitable model for
regression analysis. The results of correlation models will be evaluated based on their
individual indices:

e p-value (of parameters and model) of significance, according to which the
robustness of a particular model is evaluated at the 5% significance level;

e R-squared (adjusted for d.f.),

e F-ratio of model.
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Table 2 Natural Disasters in Czech Republic

2006 2007 2008
The The amount The
Indicator Number of amount of Number of of damage Number of | 2mount of
claims (pc) damage (in claims (pc) (in claims (pc) damage (in
thousands thousands thousands
CzK) CzK) CzK)
Damages 68 690 2 564 492 1677 20 603 866 12 201
caused by
weight of snow
Damages
caused by 31 262 1 340 848 12 121 386 892 17 948 168 523
floods
Damage caused
by gales and 17 990 685 606 108 024 3 134 566 89 526 2 755 318
hail storms
Sum 117 942 4 590 946 121 822 3542 061 108 340 2 936 042
Other damages 1733 10 857 33 740 33 589 0 0
Sum of CIA 119 675 4 601 803 155 562 3 575 650 108 340 2 936 042
2009 2010 2011
The The amount The
Indicator Number of amount of Number of of damage Number of | 2mount of
claims (pc) damage (in claims (pc) (in claims (pc) damage (in
thousands thousands thousands
CzZK) CzZK) CzZK)
Damages
caused by 17 183 309 790 55417 1212 759 12 145 271 774
weight of snow
Damages
caused by 25010 1 508 902 38 367 3 994 437 10 405 336 827
floods
Damage caused
by gales and 35 375 1936 736 52 097 2 706 853 22 826 1 045 302
hail storms
Sum 77 568 3 755 428 145 881 7 914 049 45 376 1 653 903
Other damages 834 53 697 1037 15 489 0 0
Sum of CIA 78 402 3809 125 146 918 7 929 538 45 376 1 653 903
2012 2013 2014 Y
The The amount The
Indicator amount of of damage amount of
c'T;'i"nl'le{p‘éf) damage (in 3:i':111|;e(rpzf) (in c'T;'i"nl'le{p‘éf) damage (in
thousands thousands thousands
CZK) CZK) CZK)
Damages 8 250 148 399 7 744 124 402 270 4 165
caused by
weight of snow
Damages
caused by 9 938 353 794 47 041 7 457 780 9 859 873 696
floods
Damage caused
by gales and 33 828 1 740 007 37 400 1733727 17 815 817 212
hail storms
Sum 52 016 2 242 200 92 185 9 315909 27 944 1 695 073
Other damages 0 0 0 0 0 0
Sum of CIA 52 016 2 242 200 92 185 9 315 909 27 944 1 695 073

1) Data from Czech Insurance Asscociation (CIA), condition only for the period 1-9/2014.

Source: Own elaboration from (CIA, 2007-2014)
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3 Results and Discussion

The results of elementary statistical analysis of development of amount of damages are
given below, the basic characteristics of the data illustrated in Table 3 and in Figure 1.

Table 3 Elementary Characteristic Development of Amount of Damages
in Czech Republic

Development
Year of amount of
() damages, 1A 2A: k¢ Tyt Oyt
thousands of
CZK (yt)
2006 4 601 803 X X X X X
2007 3575650| -1026 153 X 0.78 77.70| -22.30
2008 2 936 042 -639 608 386 545 0.82 82.11| -17.89
2009 3809 125 873 083 1512 691 1.30| 129.74 29.74
2010 7 929 538 4 120 413 3 247 330 2.08| 208.17| 108.17
2011 1653903 -6275635|-10 396 048 0.21 20.86| -79.14
2012 2 242 200 588 297| 6863932 1.36| 135.57 35.57
2013 9 315 909 7073709 6485412 4.15| 415.48| 315.48
2014 1695073 -7620836|-14 694 545 0.18 18.20| -81.80
Source: Own elaboration
Figure 1 Development of Amount of Damages (in thousands CZK)
10 000 000
9 000 000
ﬁ 8 000 000
O 7000 000
s 6 000 000
c 5000 000
§ 4 000 000
o 3000 000
= 2000 000
1 000 000
0
2006 2007 2008 2009 2010 2011 2012 2013 2014

Year (t)

Source: Own elaboration from Table 3

According to the results given in Figure 1 it is clear that the development of the reference
indicators volatile. Not predict whether it would be possible to say that this is a cyclical
trend, since the time series is short.

For regression analysis will be used sum of amount of damage. Data for long-term
growth was taken from the Czech Statistical Office. The results of elementary statistical
analysis are shown in Table 4 and Figure 2.
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Table 4 Elementary Characteristic Development of GDP at Purchaser Prices
in Czech Republic

GDP at
Year (t) prilz: l;;(’:hba“s"e;ns 1A 2+ k¢ Tyt Oyt
of CZK (y:)

2006 3507 131 X X X x X
2007 3831819 324 688 X 1.09| 109.26 9.26
2008 4 015 346 | 183 527| -141 161 1.05| 104.79 4.79
2009 3921827 | -93519| -277 046 0.98 97.67 -2.33
2010 3953651| 31824 125 343 1.01| 100.81 0.81
2011 4 022410 68 759 36 935 1.02| 101.74 1.74
2012 4 047 675| 25 265 -43 494 1.01| 100.63 0.63
2013 4 086 260| 38 585 13 320 1.01| 100.95 0.95
2014 4266 141 | 179 881 141 296 1.04| 104.40 4.40

Source: Own elaboration

Figure 2 shown development of GDP at purchaser prices during the reporting period. This
figure shows that in the first three years monitored indicator showed an upward trend,
then in 2009 followed by a decline in the coming years and grow again.

The results of an elementary statistical analysis of the analysed indicators - amount of
damages and GDP at purchaser prices — can be say hypothesis that the indicators
examined are independent. However, this hypothesis is necessary to confirm or refute it
using regression analysis, the results of which are shown below.

For regression analysis was used software STATGRAPHICS Centurion. According to the
character of examined variables (see results above) was chosen polynomial regression,
where the dependent variable was GDP at Purchaser prices and the independent variable
of amount of damages. Polynomial regression results illustrate Tables 5 and 6 and in
Figure 3.

Polynomial Regression is characterized (5):

9 =By +Bt + Byt (5)

Figure 2 Development of GDP at Purchaser Prices (in thousands CZK)
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Source: Own elaboration from Table 4
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Table 5 Polynomial Regression - analysis of variance of parameters

Standard T
Parameter Estimate Error Statistic P-Value
CONSTANT 4.65809E6 212893 21.88 0.0000
Col_2 -0.34194 0.099829 -3.42525 0.0141
Col_272 3.05479E-8 9.05232E-9 3.37459 0.0150

Source: Own elaboration

Table 6 Polynomial Regression — analysis of variance of model

Source Sum of Df Mean Square F-Ratio | P-Value
Squares
Model 2.29802E11 2 1.14901E11 5.87 0.0387
Residual 1.17508E11 6 1.95847E10
Total (Corr.)| 3.4731E11 8

Source: Own elaboration

Other results of polynomial regression analysis are:

R-squared = 66.1663 percent;

R-squared (adjusted for d.f.) = 54.8884 percent;
standard Error of Est. = 139945;

mean absolute error = 92334.7;

Durbin-Watson statistic = 1.4121 (P=0.1364);
lag 1 residual autocorrelation = 0.0373825.

According to the above results, it is clear that among the examined variables there is
little dependence. These results are also influenced by the fact that, thanks to the
absence of data was analysed nine year time series.

Further analysis options depending realization catastrophic risks and their impact on our
longterm growth is the use of methods published Skidmore and Toya (2002). To explore
the dependence of these variables is not possible, due to lack of data necessary for
analysis according to this method, to perform. It is interesting that these authors
demonstrated correlation between the implementation of disaster risks and long-term
growth, which is different from the above results, when this dependence between
examined indicators for the examined period in the Czech Republic could not be proved.

Figure 3 Development of GDP at Purchaser Prices (in thousands CZK)
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4 Conclusions

The aim of the paper was to confirm or disprove the hypothesis about the dependence of
catastrophic risk and long-term growth. It is possible to conclude form the results
achieved in the paper that between realization of catastrophic risk and long-term growth
in years 2006-2014 in the Czech Republic there is very little dependence so insignificant
that it can be stated that between the limits of these indicators over the period in the
Czech Republic is no dependency. The topic is so timely and important, that we need to
deal with further on, not only with regard to the recommendations issued by the
European Commission - Green Paper on Insurance against natural and man-made
disasters, published in 2013. Further research should focus on the impact realization of
disasters on economic growth of countries using analysis of selected indicators (not only
macroeconomic).
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Abstract: The Global Economic and Financial Crisis led central banks in advanced
economies to adopt a variety of standard and non-standard measures to ease monetary
conditions. In the US, the UK, and Japan the centerpiece of these non-standard
measures has been large-scale purchases of financial assets, also known as quantitative
easing (QE). Purchases of financial assets financed by central bank money increase
liquidity and push up asset prices, as those who have sold assets to the central bank
rebalance their portfolios into riskier assets. This, then, stimulates expenditure by
increasing wealth and lowering borrowing costs for households and companies. The
sharply appreciation process of US dollar against euro and other currencies, has an
implication on asset allocation, GDP growth, international business flow and profit
distribution. The paper deals with the analyses and influence of applied monetary policies
to global economy development, asset prices and reallocation trends, the currency
movements and predictions. The aim of the paper is to point out to different aspects of
applied monetary policies with description of positive and negative trends on economies,
investors and asset prices.

Keywords: monetary policy, quantitative easing, market volatility, currency movements,
asset reallocation, institutional investors
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1 Introduction

More than six years after the onset of the financial and economic crisis, a return to the
pre-crisis growth path remains elusive for a majority of countries. In most advanced
economies, potential growth has been revised down and, in some cases, there are
growing concerns that persistently weak demand is pulling potential growth down
further, resulting in a protracted period of stagnation. Risks of persisted stagnation
concern mainly the euro area and Japan, but many of the underlying challenges such as
slowing productivity, high long-term unemployment and falling labour force participation
are common to other advanced economies. In major emerging market economies,
growth has become far less impressive in the last two years, owing to a varying extent to
infrastructure bottlenecks, financial sector vulnerabilities and resource misallocation
(Mann, Catherine L., 2015). The slowdown has been particularly sharp in countries most
exposed to commodity price developments.

International financial markets have been under the spell of monetary policy, showing a
keen sensitivity to the impact of monetary policies, actual or expected. The source of that
trend originates from the conventional and unconventional monetary policies adopted by
the major advanced economies since 2008. Policy rates have remained at very low levels
for an unprecedentedly long time; long-term interest rates have fallen to historical lows;
credit spreads have been compressed across asset classes, including emerging market
economies’ (EMEs’) debt securities and high-yield corporate bonds.

This has led to a dramatic increase in global liquidity and, in the context of uncertain
growth prospects for advanced economies, to large capital inflows to EMEs. The
composition of these flows has seen a decline in bank lending and an increase in portfolio
flows, which tend to be more volatile. Large capital inflows may feed credit and asset
price bubbles across majority of economies. Moreover, by causing the exchange rate to
appreciate, inflows may create external imbalances. Contrasting the impact of such
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inflows may be costly and not necessarily effective. However, these trends can be quickly
reversed if markets become convinced that a change in the monetary policy stance of
major countries is imminent.

2 Methodology and Data

In a first part we look deeper at the global economy outlook and analyzing the major
trend in monetary policies, currency and financial markets. We used primarily the data
and studies published by OECD, Bank for International Settlement and Eurostat.

Global asset allocation decisions were the subject to several economist and research
papers. Feroli, Kashyap, Schoeneholz, Shin (2014) find out, that in recent years, the
wealth intermediated by asset managers has risen considerably. Strong fluctuations in
international portfolio flows over the same period have raised concerns about potential
contagion and amplification effects due to the behaviour of fund investors and asset
managers in response to shocks (Jotikasthira, Lundblad, and Ramadorai, 2012; Raddatz
Schmukler, Williams 2012). Such movements in international portfolio flows have often
been attributed to the policy actions by major central banks during the recent financial
crisis. More specially, U.S. monetary policy has been argued to have contributed to
swings in international portfolio flows and to act as a global push factor (Fratzscher, Lo
Duca, and Straub, 2013) for capital flows. Another line of argument is that the low
interest rate environment (post-crisis) has contributed to a search for yield indexed
income markets (Stein, 2013).

Further we analyzed the QE policy effect on asset allocation and portfolio distribution in
US and England, as we assume, that the similar effect could be observed in Eurozone
after ECB announced QE program. From methodological point of view, we used the
approach advocated by Pesaran and Smith (2012), searching the factors that influence
portfolio allocations by using the regression model, explaining net investment by
insurance companies and pension funds into different asset classes in terms of
government bond issuance, and the amount of QE purchases. In the model were used
annual data on life insurers provided by SynThesys for 1985-2012 and pension funds
(using annual data provided in anonymised form by the Pension Protection Fund for
2005-2010). The main advantage of using the micro-data is that it enables to examine
how heterogeneous the responses to QE are across different types of institutions.

The last part of this paper analyzes the ECB monetary policy effect on the economy, euro
depreciation trend and future prediction of the Eurozone economy.

3 Results and Discussion

The rapid decline in oil prices, quick adjustments in exchange rates (with the US dollar
appreciating and weakening of most other currencies, notably the euro), and the new
quantitative easing program of the ECB are just a few examples of the economic factors
at play. In addition, there is increased geopolitical uncertainty related to the Russia-
Ukraine and Middle East conflicts, as well as increased concern about the economic and
political future of the Euro Area and European Union.

The global economic outlook for 2015 will reflects a combination of upsides and
downsides. Downward revision are primarily due to a major GDP decline in Russia (from
+0.8 to —3.5 percent) and moderate declines in the Euro Area (1.6 to 1.4 %), Japan and
Brazil. Upward revisions include the United States, Mexico and India. As a result, the
overall global real GDP growth average in 2015 is projected to be slightly below the
forecasted 3.69 %. For illustration, the table 1 describe the real GDP forecast in major
world economies.
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Table 1 Real GDP forecast, Total annual growth rate (%), 2009-2016

2009 2010 2011 2012 2013 2014 2015 2016

World -0.64 5.29 4.6 3.9 3.11 3.263.69 3.95
OECD - Total -3.44 3.1 1.92 1.32 1.40 1.81 2.31 2.56
Euro area (15 -4.45 1.97 1.64 -0.67 -0.44 0.83 1.6 1.67
countries)

Italy -5.48 1.71 0.59 -2.27 -1.93 -0.37 0.22 1.4
France -2.87 1.89 2.9 0.37 0.38 0.37 0.76  1.45
Germany -5.58 3.93 3.66 0.58 0.21 1.47 1.8 1.83
Greece -4.36 -534 -8.87 -6.62 -3.98 0.85 2.25 3.34
Hungary -6.55 0.79 1.81 -1.48 1.53 3.34 2.12 1.73
Slovak Republic -5.29 4.83 2.70 1.60 1.42 2.64 2.83 3.44
Poland 2.63 3.70 4.76 1.76 1.67 3.34 299 3.51
Czech Republic -4.70 2.14 1.97 -0.73  -0.71 236 2.35 2.74
China 9.21 10.45 9.30 7.65 7.67 7.26  7.14 6.90
India 5.24 11.8 7.78 4.91 4.71 540 6.39 6.57
Brazil -0.31 7.55 2.74 1.3 2.49 0.32 1.50 1.96
Russia -7.82 4.50 4.26 3.44 1.32 0.32 0.03 1.64
South Africa -1.53 3.14 3.60 2.47 1.89 1.27 2.10 291
Japan -5.53 4.65 -0.45 1.48 1.54 0.35 0.84 1.3
Korea 0.71 6.50 3.68 2.29 2.97 3.46  3.76  4.10
United Kingdom -4.31 1.91 1.65 0.66 1.73 3.30 2.68 2.53
United States -2.78 2.53 1.60 2.32 2.22 2.17 3.70 3.10

Source: OECD Data, 2015.

The development of the public finances goes in line with the consolidation programmes in
many European countries. At the end of the third quarter of 2014, the government debt
to GDP ratio in the euro area (EA18) stood at 92.1 %, compared with 92.7 % at the end
of the second quarter of 2014. In the EU28, the ratio decreased from 87.0 % to 86.6 %.
This decrease in the EU28 government debt to GDP ratio comes after fifteen consecutive
quarters of increase. The government debt management participates on lower interest
rates, on the other hand economy as a whole is missing public investments and this part
is visible on the detail structure of GDP by each single country.

Generally, the global economy was affected by following trends:

Nominal interest rates are extraordinarily low, and in many case now negative.
Rapid moves in exchange rates and asset prices, lower oil prices.

e Financial markets may be mispricing risk. There is evidence that markets are
repeating behaviour that led to the financial crises in 2007.

e With subdued inflation, many central banks have eased monetary policy.

e Still lagging real investment and employment.

The weakening of the common European currency in recent months opened the question,
what are the implications for European firms and workers. Key areas where they may
experience significant fluctuations in the exchange rate are particularly price
development (more expensive imports) and foreign trade (exports less expensive). The
price development on import side is strongly influenced by commodity prices, those are
nowadays especially by row materials at a favourable levels, looking on that from
production prospective. In further analyses we will concentrate on the possible effects of
the weakening euro on the export performance of the euro area member countries.

Trade of goods and services belongs to one of the few areas in which the euro area
economy as a whole was so far successful during the crisis years. In 2013, the euro area
countries recorded outside EMU a trade surplus of EUR 340 billion. Current considerable
weakening of the euro should act as further stimulus for the trade surplus increase,
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whereas lower prices in foreign currency usually mean increase in competitiveness of
exports. Regarding the intensity of foreign trade, a number of euro area countries belong
to highly open economies; it means countries with a high share of exports on GDP.
However, the biggest Eurozone economies, reports a relatively low proportion of non-
euro area share on total exports, resp. on GDP (see Figure 1).

Figure 1 Selected export performance indicators of the euro area in 2014
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Source: Eurostat, 2015.

With respect to the above mentioned fact, the current sharp weakening of the euro will
not have a significant impact on the overall economic performance of the euro are
economies. If the current low rate of the euro will last throughout 2015, according to the
ECB estimated elasticity, it could boost the euro area GDP by around 0.5 %. It is not
insignificant, but structural problems in the euro area would not be definitely resolved.
Moreover, the problem countries have the lowest proportions of non-euro area exports to
its GDP, what implicates, that the growth potential resulting from the weakening of the
euro will be especially in these countries weakest.

Top managers of companies nowadays did not concentrate on a real management of
their companies, but are primarily interested in the evolution of the price of its shares on
the stock exchanges. Stock exchange prices are overprized due to the influence of
central bank quantitative easing policies and low interest rates. Net profits of companies
forming S&P 500 reached the value of USD 945 billion for the period of the year (ending
3Q 2014). Concurrently, for the same period of time, USD 895 billion accounted the
value of redemptions and paid dividends. Since the bottom of the recession in 2009 to
the end of the third quarter of 2014, the cumulative value of dividends and redemption
consisted the sum of USD 4 trillion, what represents 85 % of profits of 500 largest
companies in US. New transmission channel of monetary policy in an era of enormous
money printing runs through corporate management. Given the significant ups and
downs that we had the opportunity recently observed, we can assume, that the new
transmission channel is strong and pro-cyclical, which means that does not alleviate the
economic cycle, but rather drastically increase its oscillation.

Since the financial crisis there was a significant reallocation of assets in equities, while
the amplitude of the equity growth rate was much higher than the growth rate of
earnings. Immediately after the peak of the S&P 500 (around 1570 points in October
2007), the level of redemptions and dividend payments gradually began to fall, to a
minimum during the crisis of 2008 and 2009. When the market reached the bottom in
the second half of 2009, the sum of money invested in equities amounted only USD 85
billion, which represents only a third from the market peak times.
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History is likely to repeat. In the third quarter of 2009, when the economy started to
recover gradually, distributed companies from the S&P 500 only 63 % of net profits in
dividends or redemptions. Five years later, in the third quarter of 2014 after a record rise
in stock markets, companies from the S&P 500 divided the sum of USD 234 billion out of
USD 244 billion in net profits (see figure 2). Managements of companies are in a so
strong bull euphoria that split up to 96 % of profits to dividends and redemptions.

Figure 2 Quarterly Shareholder Distributions from Buybacks and Dividends 2005-2014
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Source: FactSet Research System, 2014.

We have to admit, that managers of large companies from the US are dominantly
interested in the appreciation of its shares and bonus incentive schemes. Once this trend
by managers wears off, the stock market bubble deflate. Automated trading systems
causes a stop-loss orders in the market like in 2000 and 2008.

FED tries after each shock to stabilize markets through cheap financing and carry trades
for equity speculators and massive liquidity injections into the Wall Street. However,
irrational rising share prices does not only display the spiral redemptions and dividend
payments, but also the counter-cyclical behaviour. As soon as managers will gain
confident about favourable economy and stock market development, succumb mentality
"times have changed", and infects the entire equity market participants and the whole
economy. Managers start to hire more employees’, increase production with the
expectation that the real economy will continue to follow the growth of the stock market.
Finally, managers will bump to a hard reality, as the expected boom will not occur.
Conversely, firms will have an excess of unnecessary employees, huge stocks of goods,
and will be sensitive and under the pressure of market shocks.

Further aspect, which we analyse, is the influence of applied monetary policy to change
in an asset allocations. According to latest study (Kroencke, Schmeling, Schrimpf, 2015),
global asset reallocations of U.S. fund investors, as a response to U.S. monetary policy,
recorded switches between U.S. bonds and equities and reallocations from U.S. to
international assets. These two factors accounting for more than 90 % of the overall
variation. Reallocations of both retail and institutional investors show return-chasing
behaviour in the week prior to and the week of FOMC meetings. This result holds
irrespective of whether the FOMC meeting effectively leads to an easing or tightening of
monetary conditions. Institutional investors reallocate from basically all other asset
classes to U.S. equities and tend to reallocate toward riskier, high-yield fixed income
segments, consistent with a search for yield. Via this channel, U.S. monetary policy
affects allocations not just in U.S. assets but also internationally. At the same time, a
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yield curve flattening and a compression in term premia are associated with a shift out of
equities and into U.S. bonds (Stein, 2013). All these effects tend to be more pronounced
for institutional fund investors as opposed to retail investors. Reallocations are positively
related to lagged returns, especially those captured by the diversification factor,
consistent with a channel where fund investors chase equity and bond returns
internationally.

Overall, the monetary easing induces U.S. fund investors to actively raise allocations to
international assets, consistent with the view that investors search for higher returns
abroad within fixed income markets. Understanding these broad portfolio shifts is
relevant given the recent large swings in capital flows and asset prices and an increasing
trend towards bond market financing (intermediated via asset managers) at the expense
of traditional cross-border bank lending (Fratzscher, Lo Duca, Straub, 2013). Moreover,
this aspect can inform policy discussions about the effects of monetary policy on investor
behaviour, international capital flows, and asset prices.

Similar effect could be observed in England. The Bank of England began its programme
of asset purchases financed through the creation of central bank reserves in March 2009.
During the first wave of purchases from March 2009 to January 2010, the Bank
purchased a cumulative total of GBP 200 billion of medium- to long-term UK government
bonds (gilts). In a subsequent wave of purchases that began in November 2011, it
bought a further GBP 175 billion of gilts, an overall amount equivalent to nearly 25 % of
annual GDP. About a fifth of the Bank of England’s QE gilt purchases appeared to have
come from institutional investors (Joyce, Zhuoshi, Tonks, 2014). According to the BIS
study, every GBP 1 of gilts purchased as part of the QE programme, lead investment
companies and pension funds to reduction of their net inflows into gilts by about GBP
0.12 (Kroencke, Schmeling, Schrimpf, 2015). Regarding the portfolio rebalancing, every
GBP 1 of QE leads to investment companies and pension funds long run flows into
corporate bonds by 30 pence. The switch into corporate bonds was remarkably similar
across different types of insurance companies and pension funds, but in the case of
insurers, the switch away from gilts was more pronounced for schemes that showed less
risk aversion.

Overall, the Bank of England’s QE policy resulted in some portfolio rebalancing behaviour
by institutional investors, who appear to have reduced their gilt holdings and reinvested
some of the proceeds into riskier corporate bonds relative to the counterfactual. But it
appears that portfolio rebalancing was limited to corporate bonds, with most of the
evidence suggesting that institutional investors moved out of equities during the period
of QE purchases. Institutional investors, meaning insurers and pension funds, were
therefore only marginally contributed to increase of equity prices during QE programme.

In an emerging market economies could be also observed an asset allocation trend as a
reaction to transmission of shocks on international markets (Jotikasthira, Lundbla,
Ramadorai, 2012). Investors tend to change the flow of assets originated in developed
countries and invested into emerging markets. This forced trades or fire sales affect
emerging market equity prices, increased capital short-term inflows and outflows,
currency movements and international portfolio diversification.

Except of monetary policies and external shocks, asset allocations and capital flows
across countries are strongly influenced by the well-known benchmark indexes and
mutual funds from around the world investing in equities and bonds. Investments and
mutual funds explicitly declare a benchmark to compare their performance. Given that
benchmarks are based on market capitalization, they instantaneously absorb any return
shock to the countries in the index (Raddatz, Schmukler, Williams, 2014). Benchmark
weights also receive frequent, exogenous revisions by the companies that construct
them. These benchmark changes affect the mutual fund portfolios, their reallocations,
and their sensitivity to injections or redemptions. The effects of benchmarks on mutual
fund allocations are significant even after controlling for industry effects, country-time
effects, macroeconomic fundamentals, potential reverse causality, and other important
micro and macro factors that drive country portfolios.
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4 Conclusions

All crises in the past lead to changes of monetary policies. As crises are likely to spread
across markets, financial intermediaries play a significant role in an international portfolio
diversification and asset reallocation. Prediction of most major banks estimate, that the
ECB quantitative easing policy by buying bond in the monthly amount of EUR 60 billion
will cause depreciation of the euro. In addition, the market expects the Fed will raise
rates in the second half of this year. In relation to the phase of the business cycle and
monetary policy in both regions, within one year we can expect the euro - dollar parity.
Quantitative easing in the euro area caused a reduction in bond yields and the cost of
debt service managed by sovereign states. Excess reserves and low-interest bonds lead
to reallocation of resources into riskier assets. Investors will prefer longer maturities that
still offer a positive return, what will flatten the trend line of yield curve. In terms of risky
assets, stocks and real estate will dominate. We could predict the cash outflow from
currency market, what will further weaken the euro currency.

The fundamental problem of the euro area remains divergence of prices and wages. In
each euro area countries, the euro has different purchasing power. Relative prices are
higher in high-income mainly Nordic countries, than in low-income periphery countries.
For comparison, in the US there are not so big price differences among single states. For
example, Germany reported in 2014 the current account surplus of 7.5 % of GDP, while
Greece, despite harsh austerity measures achieved deficit. Other macroeconomic
indicators, such as net investment position (amount of assets less foreign liabilities of the
country), or unit labor costs, shows the same results. The internal imbalance has on the
economy as a whole, the detrimental effect. In the majority of peripheral Eurozone
countries must prices and wages, relative to Germany, fell by around 10-30 %. The
convergence process should be ideally symmetrical, it means surplus and deficit
countries should meet somewhere in the middle. Due to low inflation, which the ECB
aims to raise above the 2 % level, this process is not happening.

A possible solution offers price regulations, if for example Greece will keep zero inflation
rates, while Germany 4 %, what will equalize prices and wages after five consecutive
years. Structural policy changes are blocked within the monetary union. Therefore, there
is no other alternative than to implement money transfers from rich countries taxpayers
towards weaker ones. If such transfers would not be realized, local pressures and social
unrest become stronger, extreme radicalization parties would overtake political power
and finally the situation would become unbearable. Moreover, as mentioned by Vavrova,
K. (2013), the tax optimization would then be even more the issue in a global functioning
societies.

ECB unconventional monetary policy pushed interest rate down trying to stimulate
economy growth via loan channel. Negative deposit interest rates should motivate bank
in their lending business, and increase consumption by households and firms. Based on
ECB, Annualised moving 3-months loan development in a private segment in Eurozone
reached in February 2015 an amount of EUR 659 billion. Since end of 2011, this indicator
except of one month amounted negative numbers (meaning loan decreases). Taking into
account the euro depreciation and cheaper export, this could be a positive signal in euro
economy development and prediction for a stronger economy growth.

The non-standard measures applied by major central banks should reverse in a
maximum of one-two year’s duration into a normal interest rate conditions. This will
normalise demand upon loans, asset prices, commodity prices, and lower currency
volatilities, encourage appropriate investments and significantly lower the potential
market bubbles and new financial shocks and crises. The artificially created safety funds,
those will socialise the debt among all contributed countries (like ESFM fund in a
Eurozone) will never help an over debt economies to be healthier and will just postpone
the further taken hard solutions. The policy makers should come back to standard
measures, and investors, including banks, should write off their bad investment decisions
taken in the past on the back of their equity owners.
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Abstract: Current differences between the accounting treatments for a financial and an
operating lease force users of the financial statements to capitalize individually the
operating lease. The Re — exposure draft of the new standard Lease should eliminate the
problems of the current reporting principles. As a result of the application of the new
standard, it is expected that more leases will be activated on the balance sheet on the
lessees’ side. It is probable that the most significant impact will be observable in the case
of companies where operating leases are major sources of financing (e.g. transport
companies, airlines). The paper deals with the potential impact of the new methodology
for lease reporting in one the most affected industries. The aim is not only the calculation
of the financial impact and its comparison with the current standards but also the
definition of the economic consequences for lessees. In the frame of methodology the
selected financial ratios which are supposed to be influenced by the new treatments are
used for research. Based on results the incidental lessees’ economic consequences will be
defined.

Keywords: lease, lessee, capitalization, Re-exposure draft
JEL classification: M41

1 Introduction

The lease is a globally important external source of finance for companies regardless of
their size and industry. Lease can be seen as an alternative to the purchase, for which is
not necessary so high initial cash outflow. According to World Leasing Yearbook (2013)
the volume of newly closed lease contracts was more than $ 800 billion. It is absolutely
clear that reliable lease reporting is necessary. Unfortunately, the present lease
accounting standards (IAS 17 and Topic 840) are characterized by a number of
ambiguous adjustments which do not provide necessary comparability and reliability of
financial statements. The main problem of the current standards is different accounting
models for financial and operating leases which force users of the financial statements to
adjust financial statements of lessee.

Roughly speaking, the financial lease is recognized in the lessee's balance sheet and
operating lease is not. The current lease principle allows lessee of the long-term
operating lease to use the property which is not recognized in the financial statements
and thus it cannot be identified by the users of the financial statements. Conversely, the
lessor retains the object of the lease in their financial statements and continues in
depreciation. It is called the off-balance sheet accounting which does not provide
comparable information for effective decision making process. (Fahnestock, 1998)

The Financial Accounting Standards Board (“FASB”) and the International Accounting
Standards Board (“IASB”) have been jointly working on a replacement for the current
lease accounting standards. According to Bosco (2010), the impetus to this effort was the
ENRON accounting scandal in 2001. Even though, ENRON’s bankruptcy was not caused
by leases but it was caused by other off-balance sheet transactions, this demise showed
that it is necessary to protect the investors from “incorrectly” accounted transactions.
Leases, specifically operating leases, were cited as a major class of off balance sheet
obligations. The formal objective of the common project is to “ensure that investors and
other users of financial statements are provided useful, transparent, and complete
information about leasing transactions in financial statements” (FASB 2007). The
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informal objective of the project is “fundamental revision of the leasing guidance” (FASB
2007).

Based on the results of a large number of studies (e.g. Lubov (2002), Feldman (2002),
Franz et. al. (2009)), it can be concluded that companies prefer operating lease to
financial one. The lessees prefer operating lease because it allows them to create
a "better" financial picture of the company to the investors due to the absence of the
lease liability in their balance sheet and also that all risks associated with the lease are
taken by the lessor. (Lubov, 2002) The lessors also consider the operating leases more
attractive because they remain the ownership of the leased asset and they can continue
in providing a tax deductible expense in the form of depreciation. Feldman (2002)
concludes that the operating leases are generally preferred in sectors where there are
the leased assets of high financial value. Examples of these sectors are airlines industry
and transportation companies. The preference of the operating lease is also confirmed by
McCarthy, Cotten, Schneider (2014) who concluded that only the financial sector is sector
where financial lease is preferred. Construction industry, retail and services are the
sectors where percentage of the firms with operating lease is more than 89%.

The paper deals with a quantification of the financial impact of the proposed lease
treatment in transportation companies (NACE code H 49-53) with the current accounting
principles. The selected financial ratios which are supposed to be most influenced by the
new treatment are used for testing. According to results, the economic consequences for
lessees are defined.

Problems of the current lease treatment and their solution

The classification of a lease agreement as a financial or operating lease has a significant
impact on the financial statements of both the lessor and the lessee. Under the IAS 17,

in the case of a financial lease the lessee generally records the leased asset at lower of
its present value or present value of minimum lease payments and the lease liability at
the same value. On the face of income statement, the lessee shows the depreciation of
the leased asset and reports the interest expense connected with the lease liability. At
the inception of the financial lease, the lessor derecognises carrying amount of the asset
and recognises the lease receivable on the face of its income statement. In operating
leases, the lessor retains the leased asset on the balance sheet, but is obliged to
recognize it as a leased asset. The revenues from the lease are charged as income over
the term and the lessor continues in the depreciation. In this case, the lessee is not
obliged to recognise the lease liability or the lease asset on its balance sheet. Instead, it
is required only to acknowledge a rent expense. According to IAS 17.56, all companies
must disclose their future minimum operating lease payments for the following years, for
the year two to five and the years after the fifth.

According to Fahnestock (1998), different approaches to reporting of finance and
operating leases do not provide important comparability of financial statements. The
financial statements must be subjectively adjusted by their users who individually
capitalize operating leases. The capitalization means that the company’s financial
situation is shown as if the long-term operating lease were reported as a financial one.
The consequences of the adjustment models could be seen not only on balance sheet,
but also on income statement, cash flow statement and in recalculated financial
indicators. There have been developed many capitalization models since past century.
Each of the adjustment models has its own characteristics which strongly influences the
effects of the capitalization and the “new”financial picture of the company. Therefore, it is
quite obvious that the use of individual capitalisation models brings different results,
which makes the comparison of companies' financial statements nearly impossible. Even
though the rating agencies should publish independent, quality and comparable rating,
each of them uses their own modified capitalization models. As an example it is possible
mention that Standard & Poor’s capitalizes operating leases using present value method,
Moody’s uses factor method developing present value method and Fitch applies hybrid
method - mixture of two previous methods. (Berman, LaSalle, 2007)0Other modifications
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of the capitalization models are used by the authors of national studies dealing with the
effects of the capitalization of operating leases. The results of these studies are not clear.
Similar results in case of the impact on financial indicators can be found in studies - e.g.
Imhoff, Lipe and Wright (1991) and Hsieh and Duke (2006). Different results based on
studies of De Villiers and Middelberg (2013), Durocher (2008), Fulbier, Pferdehirt and
Silva (2008) were determined. Different results are caused not only by selection of the
capitalization model, but also by a selection of researched countries, sectors (e.g. Bennet
and Bradbury (2003), Goodacre (2003), Imhoff, Lipe and Wright (1997)) and the size of
the sample (e.g. PwC and Rotterdam School of Management (2010) and Tai (2013)). The
frequent inability to compare the results of the studies is also due to the different
examined indicators.

Imhoff, Lipe and Wright (1991) are authors of the basic capitalization models. Nearly
each of the capitalization models came from theirs. The authors, themselves, have
modified entrance parameters (the timing and amount of lease payments, the rate used
to discount these future lease payments, the past and future depreciation related to the
leased asset, and the tax rate faced by the company) of their capitalization model three
times so far. Another example is a model by Fahnestock and King (2001), based on
previous models, but they added a few specifics such as the value of the leased asset is
exactly equal to the present value of the future lease payments. So, it is clear that the
application of the capitalization models bring different results, so the change of the
current lease principles is absolutely necessary. The most important thing is to settle
unified accounting principles for financial and long-term operating leases that the users
of the financial statements will not have to individually capitalise operating lease.

The first result of a joint convergence project of the FASB and IASB was an Exposure
Draft Leases (ED/2010/9) in August 2010 with 4 months comment period that changed
and simplified accounting for leases. The Exposure Draft generated a huge response from
the management of the companies, accounting experts and stakeholders in the form of
Comment Letters (over 780). In the Exposure draft there were not only some
problematic general principles but the specific proposed methods of reporting. Although
the Boards initially focused on lessee’s side, it turned out that it was also necessary to
find an adequate way of the lessor’s reporting which would be consistent with the
lessee’s principles. In June 2013 the revised Exposure Draft (ED / 2013/6) was issued.
The most significant change in the new proposal is the "dual recognition" approach to
recognition, measurement and reporting of costs and cash flows arising from lease
treatments. However, there is consensus that the readers of financial statements would
have better information if operating leases greater than 12 months were capitalized as
an asset and a liability on balance sheet.

Dual approach distinguishes lease type A and type B. The classification dependents on
whether the lessee consumes the significant portion of the leased asset or not. If so, this
is the lease of type A, in the other case it is the lease of type B. For equipment, trucks,
aircraft and similar assets which are the examples of the lease Type A, interest expense
and amortization (i.e., depreciation) will be recognized on the income statement. Under
lease Type B (lease of property) a single “lease cost” will be recognized that will combine
the interest expense and amortization expense. (FASB 2013c) Under the new approach
regardless of the type of the lease, a lessee records a right-of-use asset and a lease
liability both initially measured at the present value of the future lease payments.
Subsequently, the lease liability will be reported at amortized cost using the interest
method to determine the amount of interest expense and the carrying value of the lease
liability. The right-of-use asset is amortized on a systematic basis beginning with the
start of the lease. The period of amortization is the term of the lease or the life of the
asset, whichever is shorter. Under the lease type B, lessors continue in recognition of the
underlying asset in their balance sheet and recognize rental income over the lease term
on a straight-line basis. (Baker, 2013)

The biggest expected impacts of the proposed lease accounting standard will be seen in
key financial ratios. The changes will be mainly caused by the increase of the newly
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recorded long-term debt and asset at lessee. Beattie et al. (1998) provided evidence that
unrecorded long-term debt, due to operating leases, equals 39% of recorded long-term
debt. In addition, unrecorded assets equal 6% of recorded asset. It is supposed that the
most affected ratio will be the debt and activity ratios. The proposal would have an effect
on both current and total liabilities for companies currently reporting leases Type A as
operating leases. According to Srnova, Bohusova, Blaskova (2014), the total of lessee’s
financial position statement will increase due to presentation of the right-of-use as long
term asset and the lease liability. The increase of long term assets will result in decrease
of ratios connected to assets. The structure of the cost will be changed in the lessee’s
income statement due to amortization of the right-of-use instead of rent cost in the
current approach. Similar conclusions were reached in the study of Svoboda, Bohusova
(2013). Grossman and Grossman (2010) made a study, where 91 companies of the
Fortune 500 list for 2009 were tested. Without discounting, 60 of the companies would
have increased their current liabilities by less than 5%, but 21 would have increased
them by at least 10%. With discounting, 70 of the companies would have effects of less
than 5% for current liabilities, but 13 would have increases of at least 10%; for total
liabilities, the effect was less than 5% for 50 companies but at least 10% for 29
companies. These increases could have important implications for financial analysis.
Imhoff, Lipe and Wright (1991) indicated that constructive capitalization significantly
caused decrease of the Return of assets (ROA) and increase of the debt ratios measured
as debt/equity. In the case of the companies with high percentage of the operating
leases, ROA decreased by 34% and in the case companies with low percentage of the
operating leases, it was 10%. The increase in debt/equity ratio by 191% was calculated
at companies with high percentage of the operating leases while at companies with low
percentage of the operating leases it was 47%. Fulbier, Lirio, Pferdehirt (2008) added
another influenced ratios - profitability ratio (EBIT, EBITDA).

2 Methodology and Data

The paper is concerned with the situation of comparing lessee’s financial results,
especially the volume of assets (noncurrent and total), liabilities (long-term, short-term,
total), expenses (financial and operating) and the amount of profit, in the case of lease is
recorded according to IAS 17 or Topic 840 and under constructive capitalization. It is
expected that the biggest impact will be at the industries with high long-term operating
lease percentage. Moussaly and Wang (2014) identified industries with significant share
of the operating lease - Manufacturing; Finance, insurance, and real estate; Mining;
Construction and Transportation.

Transportation was chosen as a representative industry with the high share of the
operating lease. The financial statements of three international parcel delivery companies
(DHL, UPS and FedEx) are used for the research. DHL, UPS and FedEx belong to the
biggest players at the market. Another reason why these companies were chosen is that
UPS is an example of the company with low percentage of the long - term operating
lease, DHL represents the companies with medium percentage and FedEx significantly
uses long - term operating leases. These companies prepare financial statements in
accordance with IFRS and US GAAP obligatory. The companies’ notes to financial
statements contain all reporting requirements for operating leases. According to current
standards, all companies must disclose their future minimum operating lease payments
(MLP) for the following years, for the year two to five and the years after the fifth. The
paper works with accounting data from the financial year-end closing dates in 2014.
Information on operating leases is utilized for off-balance sheet operating lease
capitalization for the purpose of financial statements comparison and analysis of key
financial ratios. A fixed discount rate 5 %is determined.

The used capitalization model is derived from the approaches defined by BohuSova
(2015) based on simplified model by Imhoff, Lipe and Wright. The value of capitalized
operating leases is added to book value of assets and to long-term debt. Firstly, it is
necessary to determine lease liabilities and the actual value of leased asset. Although,
the value of leased asset should be disclosed under current accounting standards, the
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value is usually not recorded and the actual value of leased asset must be estimated. As
the value of leased assets (LA) is equal to the lease liability at the lease inception, the
estimation of the leased asset comes from calculation of the lease liability. The lease
liability calculation in this research is based on present value (using the 5% effective
interest rate) of minimum lease payment (PVMLP). Finally, implicit lease interest expense
must be removed from operating income and it will be newly disclosed as financial cost.
The calculation is based on value of the operating lease payment multiplied by the
determined interest rate (5%). The remaining lease interest expense is considered as
depreciation of leased assets.

The quantification of the impact of operating lease capitalization is expressed as the
percentage changes in several items which were most affected by the capitalization.
Three key financial ratios (Return on assets, total indebtedness and debt-to-equity ratio)
are used to demonstrate effects of the capitalization.

ROA = Zperating profit 0
Total assets
lliabiliti
Total Debt to Total Assets = —oC0UeS )
Total assets
i : 1 liabiliti
Debt to Equity Ratio = — 2L tabilities -

Shareholdre ~ Equity

3 Results and Discussion

The Table 1 describes financial impacts of the constructive capitalization of the operating
lease on selected items of the companies’ balance sheet. As it was supposed, newly
recorded leased asset and related lease abilities will surely cause increase in Log-term
Assets, Short and Long-term Liabilities and consequently it will lead to the growth of
Total Balance Sheet. Under current lease treatment, the operating lease is not reflected
in company’s balance sheet and users of the financial statement could think that the
company has lower liabilities and fewer financial obligations than it really does.

The increase in assets due to capitalization of operating leases is corresponding to the
increase in liabilities. The calculated effects are accordance with the results of many
previous studies (e.g. Bennett, Bradbury (2003), Opperman (2013)). Outcomes in
Table 1 confirms that amount of change strongly dependents on how much the company
uses operating lease. In case of UPS the change is the smallest, whereas FedEx could
wait biggest changes in its financial position. Bennett and Bradbury (2003) found out
23% average increase in total liabilities. Similar result was determined in this research at
company DHL which is the example of the company with the medium percentage of the
long - term operating leases.

Table 1 The impact of Operating lease Capitalization on Balance Sheet

Item UPS DHL FedEx

Long-term Assets Change +/- 6% 29% 64%
Long -term Liabilities Change +/- 8% 43% 225%
Short-term Liabilities Change +/- 49, 12% 37%
Total Balance sheet Change +/- 3% 18% 38%

Source: Authors’ calculation based on Annual Reports

Nowadays, the operating lease instalment is only recorded as expense on the company’s
income statement annually. Under constructive capitalizationit is necessary to divide the
expenses into two parts - depreciation of the long-term assets and interest costs. The
effects of the division will be seen in increase of operating income ad financial costs. Rise
of operating income is caused by reduction of operating expense. Newly recorded
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interests cost will lead to the increase of the financial costs. Similar to Table 1, size of
change is influenced by the percentage of operating lease in company.

Table 2 The impact of Operating lease Capitalization on Income Statement

Item UPS DHL FedEx
Operating income change +/- 1.1% 11.2% 19.2%
Financial costs change +/- 15.9% 77.0% 393.8%

Source: Authors’ calculation based on Annual Reports

In the paper three financial ratios were examined. ROA is the first one. In all examined
companies, ROA decreased but it was not as significant as Imhoff, Lipe and Wright
(1991) indicated. Reduction in ROA comes from the higher increase in total assets than
increase in operating profit. Secondly, the research focused on change in total
indebtedness. The capitalization of operating lease leads to the slight increase of
indebtedness in all examples. The last examined ratio was D/E ratio. The increase in this
ratio could be observed at all three examples. As compared with previous calculations,
the change in D/E ratio is the biggest one. According to Imhoff, Lipe, Wright (1991)
increase in D/E ratio by 191% it was calculated at companies with high percentage of the
operating leases while at companies with low percentage of the operating leases it was
47%.

Table 3 The impact of Operating lease Capitalization on Financial Ratios

Item UPS DHL FedEx
ROA (operating lease) 0.1401 0.0802 0.0995
ROA (capitalization) 0.1342 0.0603 0.0582
Change +/- -0.0058 -0.0199 -0.0412
Indebtedness (operating lease) 0.5216 0.7353 0.3038
Indebtedness (capitalization) 0.5363 0.7550 0.4959
Change +/- 0.0146 0.0197 0.1921
D/E (operating lease) 8.6422 2.8361 0.6577
D/E (capitalization) 9.1656 3.2591 1.4827
Change +/- 0.5234 0.4230 0.8249

Source: Authors’ calculation based on Annual Reports

4 Conclusions

The current lease accounting principles (IAS 17 and Topic 840 Leases ASC) are
characterized by a number of problems. The biggest one is the existence of the different
attitude towards disclosing financial and operating leases. To make financial statements
comparable and comprehensive, individual capitalisation models are used. Each of the
capitalization models has its own characteristics that bring different results. IASB and
FASB have been working on convergence project whose main aim is establishment of
new accounting principles under which financial and operating leases will be reported in a
similar manner.

The paper focuses on economic consequences of capitalization of operating leases on
lessee’s financial situation. The biggest impact is expected on companies where operating
leases are major sources of funding. Transportation was chosen as a representative
industry. Results confirmed a relation between percentage of operating lease in company
and amount of change. The higher share, the bigger impact on selected items of financial
statements and consequently on selected financial ratios. Effect of capitalization could be
seen in rise of liabilities (long-term, short — term, total), noncurrent assets and financial
costs. The capitalization of operating lease leads to increase of indebtedness and D/E
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ratio and decrease of return on assets. It is clear that current accounting principles allow
companies to improve its financial position. So, it is necessary to find unique and
effective solution eliminating present problem.
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Abstract: This paper is focused on the analysis of the basic patterns of the municipal
revenue in the Czech Republic, especially the trade-off between the tax and fee
financing. Data reveals that the Czech municipalities often introduced local coefficient of
2 which doubled the basic property tax revenue. This is the mean value applied for more
than one half of the surveyed units. Local fee is often introduced at the level of 500 CZK
per capita. It seems that the municipality rather prefers such values, which are used by
the vast majority of municipalities. We can hypothesize it is due to a competitive effect,
when citizens move from one municipality to another to reach lower taxes or fees, ceteris
paribus. Moreover, it seems there is not a trade-off between the tax and fee financing. It
also seems that both larger and more industrialised municipalities prefer lower level of
fees. It is in accordance with the hypothesis that the revenue needs of the larger
municipalities are sufficiently financed by the taxes or by other sources.
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1 Introduction

Fees for municipal waste (“fees”) together with tax for buildings and land tax (“property
tax”) represent a significant source of income for municipalities which amount is under
the control of municipality.

The purpose of this paper is to examine the basic factors of decision whether to use
taxes or fees for financing of municipal services. The basic premise was that there is a
trade-off between taxes and fees in the Czech municipalities. In our analysis, we control
the set of factors as the industry level in the municipality, the size of the municipality,
the number of inhabitants and the electoral preferences. We have also analysed a set of
160 municipalities from the South Bohemian region. We have analysed tax revenues,
non-tax revenues (“fees”), the size of municipality and the number of inhabitant.

Financing Municipal Services - Theoretical Background

The trade-off between “tax on” and “fee for” was addressed for example by Stiglitz
(2003), Jackson and Brown (2003), Kurtis, Janeba (2011), Semerad andSobotkova
(2012), Lambe and Farber (2012) or recently Houdek and Koblovsky (2015). Semerad
and Sobotkova (2012) focused on the impact of higher education on economic
performance. The result of this investigation was that it is better to finance education
from taxes, rather than through fees. Lambe and Farber (2012) studied how we can be
taxes and fees used to deal with the greenhouse effect and to reduce its overall impact
on the environment. They focus on the difference between “tax” and “fee” effects. Similar
areas, applied to China, were analysed in MAZuo (2002), which examined how public
support of industry and agriculture by fees and tax credits influenced their economic
performance. The study concluded that it is better to support these sectors through taxes
than through fees.

For excellent summary of this phenomenon see Kurtis and Janeba (2011). They state
that both taxes and fees funding has advantages and disadvantages. Fees correspond to
the principle of benefit and equivalence. The taxpayers pay for what they actually
(genuinely) want. We can eliminate “free riders” and this principle is quite fair and
supports desirable behaviour. Taxes, on the contrary, guarantee a certain degree of
solidarity and represent the advance guaranteed income for the local administration.
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In this paper, we focus on the municipal level, the basic hypothesis is that the
municipality will introduce higher “taxes on” (additional charge to property tax) rather
than “fees for”. There are 3 factors supporting this hypothesis.

1. Fees are more “visible” and thus less tolerated by payers. Moreover, taxes are
generally set up on the state level rather than municipality level. Thus, the higher
level of taxes is less harmful to voters’ preferences of municipality officers. To
sum up, municipality officers would prefer taxes.

2. Smaller municipalities will prefer increasing of both fees and taxes. They do not
have access to other kinds of public support.

3. Larger municipalities will prefer to decrease both fees (and partly taxes too). They
do have access to other supplementary kinds of public support. These other
sources are “more friendly for citizens” because they (citizens) “do not bear the
burden” directly.

On the contrary, the reason for fees (and not for uniform taxes) can be the occurrence of
negative externalities. So-called Pigouvian taxes (fees) can reduce their impact (Sandmo
2006). “In the case of negative externalities, Pigouvian taxes are one way to correct this
market failure, where the optimal tax leads agents to internalize the true cost of their
actions. ... We show that a uniform tax performs very poorly in eliminating a deadweight
loss...” (Knittel, Sandler (2013).

In our contribution, we decided to examine the factors of decision whether to use taxes
or fees. The basic premise was that there is a tradeoff between taxes and fees in Czech
municipalities. In our analysis, we control the set of factors as the industry level in
municipality, the area of the municipality, the number of inhabitants and the electoral
preferences. These are the factors that could play their role in the decision. The
municipality, which is located in the industrial zone, will prefer to use taxes because of a
higher tax yield from industrial enterprises. Generally, the taxation of industrial objects
and areas is substantially higher.

The contribution is processed as an output of a research project Public Finance in
developed countries registered by the IGA under the registration number F1/2/2013 and
as output from the research project of the Faculty of Finance and Accounting, University
of Economics in Prague, which is realized within the institutional support of University of
Economics in Prague No. IP100040.

Financing Municipal Services - Legislative Perspective

In this chapter, we briefly discuss the potential ways of municipality budget inflow in the
Czech Republic. The first part is devoted to the “property tax”, which is significantly
affected by the local coefficient. The second is focused on “fees for” municipal waste.

The following table shows the share of income taxes from real estate to total revenues of
municipalities throughout the central (analysed) region.

Property tax is the “property tax” according to the Law No. 338/1992 Collections
amended.

Municipalities can generally introduce 1) the so-called correction coefficient, 2) the so-
called coefficient of 1.5 or/and 3) the so-called local coefficient. The correction coefficient
is determined by the number of inhabitants of the municipality, other coefficients are
fully under the control of municipality. The tax is multiplied by these coefficients,
therefore, they significantly influence the final tax revenue.

The most important is the local coefficient which takes the value 2, 3, 4, or 5 and is fully
under the control of municipality. They can be used to multiply tax duty on all types of
real estate, with the exception of arable land, vineyards, gardens, plantations and
permanent grassland.

The second kind of municipality revenue focused on in our study is municipal fee for
waste. Municipalities introduce fee for municipal waste according to Act No. 185/2001
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Coll., on waste and amending certain other acts, as amended, according to law No
280/2009 Coll., the tax code, as amended.

There is the fixed fee for the "container" and "periodicity of collection"” under section
8§10b of the Act on local fees. The payers of these fees are individuals specified as
follows:

o individual having a permanent residence in the municipality,
o foreign individual having temporary stay for a period longer than 90 days,
J individual having been granted international protection in accordance with the

law governing asylum or temporary protection in accordance with the law
governing foreigners' temporary protection,

J having in their ownership a building intended for individual recreation, flat or
family house.

2 Methodology and Data

The correlation analysis method was chosen as an appropriate method to measure
mutual statistical relations. The correlation analysis examines the mutual dependency of
one variable to another one. Variables are correlated to each other if both variables occur
together. The correlation coefficient has values from <-1 to 1>. In the case of it being
zero, it means that the variables are not correlated. The Pearson correlation coefficient
was used for the calculation. We also test the significance (Gujarati 1995) of the
correlation coefficient using following formula:

n-2
1-r2’

t=1r (1)
where “r” is Pearson correlation coefficient and t value follows the t - distribution with
(n - 2) degree of freedom.

As the explanatory variables, we choose set of factors including the industry level in
municipality, the size (area) of the municipality, the number of inhabitants and the
electoral preferences. There is a list of variables (and basic statistics) below that were
used in our analysis.

Table 1 Input data for analysed subset of municipalities

Variables Definition Source
Coefficient used to adjust

Local coefficient (later the Ministry
- “ ” property tax. The measure of .
indicated as “tax”) X . of Finance
preference of tax financing.
Local fee for municipal waste L
Local fee . according to Act No. 185/2001  Municipality
(later indicated as “fee” ) Coll web pages
Number of inhabitants Nu_mber of inhabitants municipality
according to the latest census web pages
5 municipality
Industry Industry area (km?). web pages
Area Area of municipality (km2). municipality
web pages
Voter preferences according to municipalit
Voter preferences the election results (0 is left, 1 pality
web pages

is right party)
Source: Own research

All municipalities implemented the local coefficient. Coefficient 2 (which means the tax
was doubled in comparison with its basic level) was used by 78% of the analysed cities,
coefficient 3 (5) was used by 15% (5%) respectively, and only 2% of municipalities have
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used the coefficient 4. The link between the size of the municipality and the local
coefficient values is generally ambiguous.

If we focus on “fee” financing, the total of 50% of the municipalities applied the value of
the fee at the level of CZK 500, 30% in the amount of CZK 500 and the remaining 20%
of municipalities apply a higher rate of fee.

To sum up, in most cases the amount of the “fee” is set up at the level of CZK 500 and
the value of the coefficient on the local level 2. From the above mentioned, it could be
concluded that the municipality rather prefers such values, which uses the vast majority
of municipalities. We can hypothesize it is due to a competitive effect, when citizens
move from one municipality to another to maximize their personal utility (lower taxes or
fees, ceteris paribus; the so-called Tiebout effect).

We also use in our analysis the set of 160 municipalities. We have analysed multiple
regression.

3 Results and Discussion

The results of correlating analysis for all dependent and independent variables are
summarized in appendix.

At the beginning, we focus on the trade-off between “tax” and "“fee” financing. We
measured the correlation between the amount of the “fee” and the value of the local
coefficient (“tax”). In this case, the correlation coefficient of plus 0.11 came out slightly
positive. One could infer from this that the municipalities, which have a higher value for
the local coefficient, at the same time introduce even higher fees for municipal waste.
But it is necessary to take into account the fact that this is a very low positive value and
it is not statistically significant on the standard levels. It seems there is not a trade-off
between tax and fee financing and the choice between tax and fee financing seems to be
independent.

Let us focus on the factors influencing the degree of the tax financing. The background
information is expressed in the following table.

Table 2 Pearson correlation coefficients for the tax financing

. Correlation
Variables coefficient
Tax and number of inhabitants 0,11
Tax and area 0,02
Tax and industry 0,89*

Source: Own research

We measured the dependency between the value of the local coefficient and the number
of inhabitants. In this case, the correlation value of plus 0.11 came out, slightly positive,
thus a higher coefficient was used by a larger municipalities, once again with a very low
statistical significance.

In the case of measuring the correlation between an established amount of local
coefficient (tax) and area of municipality, correlation coefficient was 0.0, thus these data
does not reveal any relationships. Again, it is in accordance with our knowledge of
structure of the Czech municipality budget. The Czech budgetary allocation law does not
take into account the municipality area directly. On the other side, the level of
industrialisation is the inherent part of the Czech budgetary regulation, thus we can
suppose the high level of correlation. The Czech municipalities receive resources not only
by raising taxes from its residents, but also from any businesses that are located in their
vicinity. The correlation coefficient is large and positive and statistically significant, it
reaches almost 0.9.

Let us focus on the factors influencing the degree of “fee” financing. The correlation
coefficients between “fee” and other explanatory variables were all negative, see table
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below. It seems that the higher rate of the “fee” is introduced in the smaller
municipalities. It is in accordance with our preliminary hypothesis that smaller
municipalities will prefer increasing both the fees and taxes. Only large municipalities are
able to reach other supplementary kinds of public support, which are “friendlier for
citizens”, thus also preferred by municipality representatives.

It also seems that both larger and more industrialised municipalities prefer lower level of
fee. It is in accordance with our preliminary hypothesis that their financial needs are
sufficiently covered by taxes or by other sources.

The analysis also revealed some interesting correlations between explanatory variables.
When assessing the industry of municipalities and voter preferences (0 is for left, 1 is for
right party), the correlation is slightly positive, 0.11. It seems the greater industry-
focused municipality leans more to the right-wing parties. We also measured the
dependency between the number of inhabitants and the vote preferences. There was a
slight positive correlation, 0.2. It seems the larger municipalities prefer right parties.

There is also much to do in the case of the future analysis. Our sample was rather small,
it should be enlarged and some our implications could not be generalized yet. We also
believe the multiple regression would be a better tool for future attempt in uncovering
some other factors of tax/fee financing.

We have also analysed 160 municipalities of Czech bohemian region. We have analysed
relation between these variables:

area,
population (popul),

industry,

tax revenue (tax),

no-tax revenue (fee),

other no-tax revenue (feel),
tax/all.

Area represents the area of municipality. Population represents the number of inhabitant.
Tax revenue represents revenue from taxes, no-tax revenue represents revenue from
fees. No-tax revenues included other no-tax revenues, which include fees for municipal
waste.

According to the multiple-regression there is no significant relation between variables.
There is only relation between area of municipality and the tax revenue. Bigger
municipalities have higher tax revenues than smaller. Tax/all represents divided of tax
revenue on summary of tax and no-tax revenue. Feel/all represents revenue from fee
for municipal waste and similar fees divided all revenues (tax and no-tax). Fee/all
represents revenue from fee divided summary of fee and tax revenue.

Table 4 Model OLS using observations 1-160
Dependent variable: TAX/all

coefficient std. error t-ratio p-value
const 0,867958 0,0224222 38,7097 <0,0001***
industry —3,09316e-05 0,000131958 —0,2344 0,8150
popul —4,79872e-06 —4,79872e-06 —0,7865 0,4328
tax 1,24613e-09 5,14391e-010 2,4225 0,0166**
fee —2,86841e-09 8,63883e-010 -3,3204 0,0011%**
feel —1,58149e-08 8,6792e-09 —1,8222 0,0704*
Industry/popul 0,066041 0,683713 0,0966 0,9232
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Mean dependent var 0,867958 S.D. dependent var 0,097946

Sum squared resid —3,09316e-05 S.E. of regression 0,090531
R-squared —4,79872e-06 Adjusted R-squared 0,145676
F(6, 153) 1,24613e-09 P-value(F) 0,028873
Log-likelihood —2,86841e-09 Akaike criterion —307,7576
Schwarz criterion —1,58149e-08 Hannan-Quinn —299,0166

Source: Own research (gretl)

According to the research (teble 1) there is a relation between tax revenue divided all
revenues and tax and fee. The higher tax revenue related with the higher fee revenue.
Table two show relation between other fee revenue divided all revenue and other
variables.

Table 5 Model OLS using observations 1-160
Dependent variable: feel/all

coefficient std. error t-ratio p-value
const 0,0145723 0,0203027 0,7178 0,4740
industry —3,78459e-05 3,63498e-05 —1,0412 0,2994
popul 4,25898e-06 1,88678e-06 2,2573 0,0254**
tax —3,26233e-010 1,50978e-010 -2,1608 0,0323**
fee 1,36111e-010 1,17801e-010 1,1554 0,2497
Industry/popul 0,380181 0,710404 0,5352 0,5933
Mean dependent var 0,024288 S.D. dependent var  0,049229
Sum squared resid 0,380218 S.E. of regression 0,049689
R-squared 0,013268 Adjusted R-squared -0,018769
F(5, 154) 1,228329 P-value(F) 0,298456
Log-likelihood 256,3446 Akaike criterion —500,6891
Schwarz criterion —482,2381 Hannan-Quinn —493,1968

Source: Own research (gretl)

According to the research there is a relation between other fees, population and tax
revenue. The higher municipalities (in context of inhabitants) have higher tax and no-tax
income. The same relation is in the case of fees and this variables (table 3).

Table 6 Model OLS using observations 1-160
Dependent variable: fee/all

coefficient std. error t-ratio p-value
const 0,132042 0,0224222 5,8889 <0,0001***
industry 3,09316e-05 0,000131958 0,2344 0,8150
popul 4,79872e-06 6,1014e-06 0,7865 0,4328
tax —1,24613e-09 5,14391e-010 —-2,4225 0,0166**
fee 2,86841e-09 8,63883e-010 3,3204 0,001 1**x*
Industry/popul —0,066041 0,683713 —0,0966 0,9232
feel 1,58149e-08 8,6792e-09 1,8222 0,0704*
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Mean dependent var 0,133932 S.D. dependent var 0,097946

Sum squared resid 1,253966 S.E. of regression 0,090531
R-squared 0,177915 Adjusted R-squared 0,145676
F(5, 154) 2,423296 P-value(F) 0,028873
Log-likelihood 160,8788 Akaike criterion —-307,7576
Schwarz criterion —286,2314 Hannan-Quinn —299,0166

Source: Own research (gretl)

4 Conclusion

The analysis of municipal revenue in the Czech Republic reveals that the local coefficient
of 2 is often introduced, which doubled the basic property tax revenue. This is the mean
value applied for more than one half of the surveyed units. Local fee is most often
introduced at the level of 500 CZK per capita. From the above, it could be concluded that
the municipality rather prefers such values, which uses the vast majority of
municipalities. We can hypothesize it is due to a competitive effect, when citizens move
from one municipality to another to reach lower taxes or fees, ceteris paribus.

Moreover, it seems there is not a trade-off between the tax and/or fee financing and the
choice seems to be independent.

On the other side, the analysis revealed that the level of industrialization is a relevant
factor of the financing of the municipality. The Czech municipalities receive resources not
only by raising taxes from its residents, but also from any businesses that are located in
their vicinity. The correlation coefficient is large and positive and statistically significant.

It also seems that both larger and more industrialised municipalities prefer lower level of
fees. It is in accordance with the hypothesis that the revenue needs of larger
municipalities are sufficiently financed by the taxes or by other sources.

The analysis also revealed some interesting relations between chosen explanatory
variables. It seems that both larger and industry-oriented municipalities vote for the
right-wing parties.

According to the research of 160 municipalities there is also a relation between
population, tax and fees. Bigger municipalities (in context of number of inhabitant) have
more revenues (tax and fees).
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Abstract: Life insurance industry represents an important part of economy in all
developed countries. In European area, the majority of life insurance business is
concentrated in the West European countries, where life insurance has a long tradition in
the population. Central and Eastern European (CEE) countries are significantly behind in
this area, what is documented by the level of their life insurance density and penetration.
However, during the last few decades, we have observed extensive growth in these
markets. In addition, CEE countries also overcome dynamic changes in economy and
demography, during this period. The main aim of the paper is to uncover whether these
trends affected the development of life insurance industry in CEE and to identify the most
relevant economic and demographic factors. For the analysis, we chose data from the
block of four Central European counties: the Czech Republic, Hungary, Poland and the
Slovak Republic. We decided to analyse these four CEE countries based on their common
cultural, historical and economic similarities. Our panel regressions results suggest that
both economic and demographic determinants significantly affect the life insurance
industry development in these countries.
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demographic determinants
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1 Introduction

Life insurance industry represents an important part of economy in all developed
countries. In the European area, the majority of life insurance business is concentrated in
the Western European countries, where life insurance has a long tradition between the
populations. Central and Eastern European (CEE) countries are significantly behind in this
area, what is documented besides other things by the level of their life insurance density
and penetration.

However, during the last few decades, we have observed extensive growth in these
markets. In addition, CEE countries also overcome dynamic changes in economy and
demography, during this period. For example, life expectancy at birth increase from 71,2
years in 1990 to 76,2 years in 2012 in the Slovak Republic and from 71,6 years to 78,2
years for the same period in the Czech Republic (OECD, 2012). Also regarding the
economic development GDP per capita more than doubled in Slovakia and more than
tripled in the Czech Republic during the same period (OECD, 2012). Undoubtedly these
changes have brought new challenges into life insurance business.

In the theoretical and empirical research dominate the results that economic and
demographic determinants are fundamental in life insurance development (e.g. Beck and
Webb, 2003). Therefore, the main aim and motivation of the paper is to uncover whether
these trends affected the development of life insurance industry and to identify the most
relevant economic and demographic factors that caused this development. For the
analysis, we chose data from the block of four CEE: the Czech Republic, Hungary, Poland
and the Slovak Republic. This group of countries is also known as the Visegrad Group or
Visegrad Four. We decided to analyse these four CEE countries based on their common
cultural, historical and economic similarities.
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2 Methodology and Data

The analysis of the role of economic and demographic factors in the development of life
insurance industry is based on the data from the block of four CEE counties: the Czech
Republic, Hungary, Poland and the Slovak Republic. Data were collected for the period
1995 - 2010 from OECD and World Bank databases (OECD, 2012; World Bank, 2015).
Descriptive statistics of dependent and independent variables are shown in Table 1.

Table 1 Descriptive statistics

Variable N Minimum Maximum Mean Std. Dev.
Life insurance 64 12.8 423.87 125.52 103.3513
density

GDP per capita 64 6383.18 25845.00 13 591.45 4 610.537
Annual inflation rate 64 0.02 24.45 0.86 3.0542
Population size 64 5.36 38.29 16.00 13.0592
Age dependency 64  28.17 38.23 31.96 2.5381
ratio

'I;'ifr‘:he"p“tancy at 64  69.79 77.08 73.82 1.6835

Source: Authors’ own calculations

Data were analysed using the panel OLS regression model with country fixed effects,
since the Hausman test confirm the presence of fixed effects of the country. The data in
the model were transformed log-log transformation in terms of better interpretability as
elasticities, and also in order to ensure normality.

Dependent variable in the model is represented by life insurance industry development,
which is approximated by the life insurance density. In the theory, there are three types
of the measure of insurance industry development: gross written premium, insurance
density and insurance penetration (Beck and Webb, 2003; Browne and Kim, 1993;
Outreville 1996; Chui and Kwok, 2008). Gross written premium is an absolute value and
do not reflect subject characteristics e.g. country size. Other two indicators correct this
feature where insurance penetration is a percentage of total premiums to GDP and the
insurance density represents the average amount that a typical person spends on
commercial insurance in the country. Based on the non-standard development of inflation
during the analysed period in the countries, we decided to use insurance density as our
dependent variable. Although this indicator has some limitations, in our view, this
indicator better complies for the purpose of our research.

Independent variables represent economic and demographic factors: GDP per capita,
annual inflation rate, population size, age dependency ratio and life expectancy. These
determinants were selected on the basis of the results of previous studies.

3 Results and Discussion

Based on the theoretical and empirical research, economic and demographic
determinants are fundamental in life insurance development (e.g. Beck and Webb,
2003). Our panel regressions results, reported in Table 2, suggest this assumption where
both economic and demographic determinants significantly affect the life insurance
industry development in these countries. R-squared of the model is 0,91.

From the group of economic determinants, in theory, income represents the crucial
element in life insurance industry development (e.g. Zhang and Zhu, 2005; Feyen et al.,
2011). Growth of the income of individuals, as well as, whole population increases the
affordability of life insurance and effort to retain living standard for the individual and
his/her dependents in case of undesirable event (Beenstock et al., 1986; Browne and
Kim, 1993; Outreville, 1996; Ward and Zurbruegg, 2002; Beck and Webb, 2003). By
contrast, inflation and its volatility have a substantial negative effect to life insurance
industry development (Cargill and Troxel, 1979; Beck and Webb, 2002). This relation is a
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result of the life insurance nature as a savings product with long term duration (Beck and
Webb, 2002). Higher levels of inflation evoke lower expected return which decreases the
demand for life insurance in the population. In our model, only GDP per capita represents
statistically significant factor. Our results support the assumption that increasing GDP per
capita increases the consumption of the life insurance. In contrary, inflation rate do not
represent statistically significant factor in our analysis. This result could be due to the
non-standard volatility in the levels of inflation during the analysed period.

Table 2 Regression results

Coefficient Std. Err. t P>|t] 95% Coef. Interval

GDP per capita 5.0426 1.5258  3.30  0.002 1.9794 8.1059
CPI 0.0197 0.0338  0.58 0.563  -0.0481 0.0875
Population size 13.5044 6.4167 _ 2.10 0.040 _ 0.6223 __ 26.3865
f;’t?odepe“de"cy -2.8435 0.7495 -3.79 0.000  -4.3483  -1.3388
Life expectancy 43.7698 3.6773 11.90 0.000 36.3873  51.1524
at birth

_cons -207.9604 24.9795 -8.33 0.000 -258.1089 -157.8120

Source: Authors’ own calculations

However, not only the economic development of the country determines the life
insurance demand. Life insurance covers financial consequences of undesirable events as
premature death or survival and then beyond all doubt also demographic characteristics
influence life insurance consumption. These assumptions are also supported by empirical
research that identifies the key demographic determinants: size of the population, life
expectancy at birth and age dependency ratio (e.g. Schlag, 2003; Lai, 2002; D'arcy and
Xia, 2003). The size of the population in the country significantly determines the range of
life insurance, namely, population growth increase demand for life insurance since it
induce the growth of the market (Mantis and Farmer, 1968). According to Zhang and Zhu
(2005), societies with higher life expectancy at birth have a lower demand for life
insurance due to the changes in the probability of death. The exception is represented by
the life insurance products with saving component where individuals demand increases
especially in the area of pension security (Zhang and Zhu, 2005). Consumption of life
insurance is connected with the existence of individual’s dependents (Beck and Webb,
2003; Schlag, 2003; Beenstock et al., 1986; Browne and Kim, 1993), i.e. those who
depend on his/her financial support (e.g. children, elderly, etc.). In general, researchers
argue that a higher proportion of young people (younger than 15 years) to the working
population lead to a decrease in demand for insurance due to higher saving rates (Zhang
and Zhu, 2005). By contrast, in populations with a higher proportion of elderly people
(older than 65 years) to working population may increase demand for life insurance with
savings component, although it may reduce the demand for premature death risk
coverage (Zhang and Zhu, 2005).

In our model, all included demographic variables are statically significant. According to
our predictions, population size has a positive effect on life insurance industry
development. Positive effect is also revealed by life expectancy at birth. This result
indicates that the majority of life insurance products purchased in analysed countries
have a saving component. Age dependency ratio affects the growth of the life insurance
industry negatively which could indicate that the main aim of life insurance purchase in
analysed countries is not driven by the dependents security.

4 Conclusions

The main aim of the paper is to uncover whether the economic and demographic trends
affected the development of life insurance industry and to identify the most relevant
economic and demographic factors that caused this development. For the analysis, we
chose data from the block of four CEE counties based on their common cultural, historical
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and economic similarities. We analysed following countries: the Czech Republic, Hungary,
Poland and the Slovak Republic.

Our results suggest that both economic and demographic determinants significantly
affect the life insurance industry development in analysed countries. From the group of
economic determinants, we analyse GDP per capita and annual inflation rate measured
by CPI. The only statically significant variable from this group is GDP per capita which
influence is positive. By this outcome, we supported previous research that increase in
economic performance also increases the consumption of life insurance. In contrary,
inflation rate do not represent statistically significant factor that could be due to the non-
standard volatility in the levels of inflation during the analysed period.

In the analysis of the role of demographic determinants, we choose three factors:
population size, age dependency ratio and life expectancy at birth. All studied variables
statically significantly affected life insurance industry development in the dataset.
Population size has in line with predictions a positive effect as higher population in the
country generate bigger potential for life insurance market. In contrary to theoretical
assumptions, the life expectancy at birth has positive effect which reveals that the
majority of life insurance products purchased in analysed countries have a saving
component. Age dependency ratio affects the growth of the life insurance industry
negatively which could indicate that the main aim of life insurance purchase in analysed
countries is not driven by the dependents security.

Our outcomes point out that economic and demographic changes affect the life insurance
industry in analysed CEE countries. However, the development especially in these areas
is very dynamic and future perspectives and predictions are even stronger. These
processes including the ageing population process or longevity could have a strong
impact not only on public finance as it is usual presented (Péliova and Kovac, 2009) but
also for the life insurance industry and private pension schemes. Life insurance
companies therefore, have to carefully monitor this development and prepare proper
strategies for sustainability of future growth and their financial health (Vavrova, 2014).

Acknowledgments

This paper is part of a research grant No. 1/0431/14 entitled ‘Insurance Relationship as a
Key Element of the Insurance Sector Operation in the Context of Socio-economic
Changes’ and research grant No. 1/0849/15 entitled ‘Economic and social aspects of the
information asymmetry in the insurance market’ provided by the Ministry of Education,
Science, Research and Sport of the Slovak Republic.

References

Beck, T., Webb, I. (2002). Determinants of life insurance consumption across countries,
The World Bank Policy Research Working Paper Series, vol. 2792.

Beck, T., Webb, I. (2003). Economic, Demographic, and Institutional Determinants of Life
Insurance Consumption across Countries. World Bank Economic Review, vol. 17(1), pp.
51-88.

Beenstock, M., Dickinson, G., Khajuria, S. (1986). The determination of life premiums:
An international cross-section analysis 1970-1981. Insurance Mathematics and
Economics, vol. 5(4), pp. 261-270.

Browne, M. 1., Kim, K. (1993). An international analysis of life insurance demand. Journal
of Risk and Insurance, vol. 60(4), pp. 616-634.

Cargill, T. F.,, Troxel, T.E. (1979). Modeling Life Insurance Savings: Some Methodological
Issues. Journal of Risk and Insurance, vol. 46, pp. 391-410

Chui, A. C. W., Kwok, C. C. Y. (2008). National culture and life insurance consumption.
Journal of International Business Studies, vol. 39(1), pp. 88-101.

D'Arcy, S. P, Xia, H. (2003). Insurance and china's entry into the WTO. Risk Management
and Insurance Review, vol. 6(1), pp. 7-25.

64



Feyen, E., Lester, R., Rocha, R. (2011). What Drives the Development of the Insurance
Sector? An Empirical Analysis Based on a Panel of Developed and Developing Countries,
The World Bank Policy Research Working Paper Series, vol. 5572.

Lai, G. C. (2002). The Future Direction of the Chinese Insurance Industry after Enters the
WTO. China and World Economy, vol. 4(1), pp. 50-58.

Mantis, G., Farmer, R. N. (1968). Demand for life insurance. Journal of Risk and
Insurance, vol. 35(2), pp. 247-256.

OECD (2012) eStat (database).

Outreville, J. F. (1996). Life insurance markets in developing countries. Journal of Risk
and Insurance, 63(2), pp. 263-278.

Péliova, J., Kovac¢, U. (2009). Verejna ekonomika a ekonomicka sloboda. Ekonomicky
casopis, vol. 57(6), pp. 600-602.

Schlag, C. H. (2003). Determinants of demand for life insurance products - Theoretical
concepts and empirical evidence, Zurich: Swiss Re Economic Research and Consulting.

Vavrova, E. (2014). Financni Ffizeni komercnich pojistoven, 1st ed. Prague: Grada
Publishing.

Ward, D., Zurbruegg, R. (2002). Law, politics and life insurance consumption in Asia.
Geneva Papers on Risk and Insurance - Issues and Practice, vol. 27(3), pp. 395-412.

World bank (2012) database.

Zhang, C., Zhu, N. (2005). Determinants of the Development of Insurance in China
Under the Globalization, Working paper series of the Université d'Auvergne.

65



Comparative Study: The Financial Literacy of Students of
Economics and Finance versus Students of Law

Barbora Chmelikova, Martin Svoboda

Masaryk University
Faculty of Economics and Administration, Department of Finance
Lipova 41a, 60200 Brno, Czech Republic
E-mail: barbora.chmelikova@gmail.com, svoboda@econ.muni.cz

Abstract: The objective of this article is to analyze results of the comparative study
related to the financial literacy conducted among the students of the Faculty of Economic
and Administration and the students of the Faculty of Law at Masaryk University. The
empirical survey was focused on the examination of the financial literacy in terms of
personal budgeting, numerical literacy, price literacy, payment methods, how to search
for relevant information, breach of a contract and its consequences, indebtedness, right
and obligation of consumers in the financial markets. The results of surveyed categories
are compared between the students of economic and the students of law which implies
interesting results and suggestions for further research.
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1 Introduction

The level of financial literacy in the Czech Republic as well as in the other countries in the
world is insufficient (Ministry of Finance, 2010). This fact concerns not only the financial
knowledge, but also attitudes and financial behavior. The numerous financial education
projects and programs can be approached by people for advice as a quick solution,
however, these projects still have a limited range in terms of the number in the target
group (Roulet, 2009). Nonetheless, it is supposed that the advisors have the sufficient
level of financial literacy and are able and willing to help. The research conducted in the
Czech Republic and abroad demonstrates that the level of financial literacy increases with
the obtained higher education (CNB, 2010). Therefore, the university students have been
chosen as a suitable group having potentially higher level of financial literacy and the
ability to provide useful and effective advice. Universities are able to offer the
opportunity to motivate their students to participate in delivering financial education to
adult population. The university students received during their studies tools suitable for
the application of basic financial principles and skill needed for adopting financial
education. For this reason they were identified as convenient disseminators of financial
education in the society (Atkinson, 2005). The university’s ambience can develop and
give possibilities to participate in volunteer activities which can be used as a tool for
spreading financial education among population.

2 Methodology and Data

The research conducted by the University of Economics (Hradil, Kfizek and Dvorak, 2012)
showed that the university students possesses higher financial literacy than the adult
population (Ministry of Finance, 2010), although with some deficits. The survey was
based on the structure of the “Empirical verification of university students’ literacy”
project, where the Faculty of Economics and Administration participated in the structure
of the questionnaire through the Institute for Financial Market and also modified it
according experts on financial literacy (Lusardi, Mitchell and Vilsa, 2010) to establish the
level of financial literacy at the faculty.

In our research we focused on two groups of university students in order to identify
potential gap in knowledge between students of economics and law. The amount of
respondents differs. The sample of law students is larger than the sample of economic
students. Also, the numbers of respondents vary within the samples. The number of law
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students ranged from 806 to 608, while the amount of students from economic faculty
ranged from 393 to 329, in both cases with declining trend as they were answering more
questions.

The survey was conducted through online-based questionnaire of 107 questions which
principally had more options with one correct answer. In some cases the students were
asked to fill the number or circle more than one correct answer. The data was collected
in autumn 2014. The questionnaire was presented at the Faculty of Economics and
Administration to the students of Basics Finance (taught generally in the 1st year of
study). The other target group was students of National Economy and Financial Law
(enrolled in the 2nd and 5th year of study) at the Faculty of Law (see Figure 1).

Figure 1 The respondents and their year of study at the university

Faculty of Economics and

i . Faculty of Law
Administration

Graduate 0,8% Graduate | 0,4%
*6th Year | 0,5% *6th Year | 0,8%
5th Year | 1,4% 5th Year jad 29,2%
4th Year M 3,0% 4th Year M 3,5%
3rd Year M 3,8% 3rd Year M 3,5%
2nd Year |jud 14,9% 2nd Year d 62,1%
1st Year d 75,5% 1st Year | 0,6%

Source: Author’s own work based on survey results

The structure of the questionnaire was organized into blocks that were focused on a
particular area of knowledge. Firstly, self-assessment questions were asked. Secondly,
basic financial concepts and numeracy were tested. This was followed by a block which
included payment methods in domestic and foreign currencies, pricing, inflation and
macroeconomic situation. The questions regarding the management of personal finance
and household debts were tested also, followed by investments, interest rates, loans and
credit products. Then, the students were asked about insurance and its basic concepts
including insurance fraud. The law literacy was represented by questions concerning to
whom contact in the case of financial difficulties, fraud or not understanding contract
arrangements. The survey comprises socio-demographic data as well as their attitudes
towards delivering financial education or their perception of current level of financial
literacy in the Czech Republic. Furthermore, three questions of international comparison
testing the knowledge of compound interest, the effect of inflation and the principle of
diversification were added. Finally, the students were given the opportunity to express
their interest in specific topics related to personal finance.

The collected data was processed in order to conduct analysis by descriptive statistics.
The tested hypothesis was whether the students studying economic field score better
than the students studying law, and in which topics their scores differ. The results can be
seen in the next section.

3 Results and Discussion

First of all, we should pay attention to the profile of respondents. The first group of
respondents was students of the Faculty of Economics and Administration (ESF), and the
second group students from the Faculty of Law (PrF). As mentioned above, the numbers
of respondents varied between and within samples. The gender ratio was relatively
balanced in both groups (see Figure 2).

67




Figure 2 Gender ratio of respondents

Faculty of Economics and Faculty of Law
Administration

= Men H Men
45,7% Women 51,5% CLHY Women

Source: Author’s own work based on survey results

The dataset shows that almost 98% of the respondents were university students - our
target group, therefore they should have been aware of the tested topics. Although the
majority of students marked the questionnaire as difficult and moderately difficult (see
Figure 3).

Figure 3 Difficulty of the questionnaire perceived by respondents

Faculty of Economics and Faculty of Law
Administration

Very difficult M 2,6% very difficult

Difficult 4 37,9% Difficult
Moderately difficult 4 45,4% Moderately difficult
Slightly difficult h====d 13,6 % Slightly difficult
Very easy 0,6 %

53%

Very easy

Source: Author’s own work based on survey results

In general, the respondents perceived the questionnaire rather difficult than easy to
complete it, despite the fact that majority of questions had only one correct answer. In
some questions the students had to mark more than one correct answer which led to a
decrease in a success rate of correct answers because they did not included all the
correct options. Additionally, we asked students if any subject studied at the university
helped them to answer to questions from the questionnaire. Around 29% of economic
students and 37% law students said that the subjects they had studied at the university
helped them to answer several questions, 38% economic students and 41% law students
responded that the subjects helped them only with a few questions (see Figure 4).

Figure 4 Did subjects studied at university help to answer the questions?

Faculty of Economics and
Administration Faculty of Law

|
No R 336 % No F 22,0%
Yes, but only with a Yes, but only with a

. 37,9%
few questions few questions
Yes, with several

Yes, with several . —
. 28,5 % ’ )
questions 0 questions 36,7%

41,3%

Source: Author’s own work based on survey results

We examined also the attitudes and opinions of the students. Firstly, on the self-
assessment question whether they understand personal finance, almost 52% of economic
students and 45% law students responded positively (see Figure 5). Approximately 52%
economic students have been asked for advice on the personal finance issues and over
60% of respondents think that they will be able to advise on the same topic. On the
other hand, around 41% law students have been approached with a request of this type
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of advice, also half of them believe in being capable of help regarding a matter of
personal finance.

Figure 5 Students’ self-assessment of knowledge in personal finance

Do you think that you have a good knowledge in the field of personal finance?

Faculty of Economics and Faculty of Law
Administration

| don't know 43 % I don't know 3,8%
Absolutely not 3,1% Absolutely not 6,0%

Rather not F 41,0% Rather not F 45,5%

Probably yes 47,6% Probably yes 40,2%
Definitely yes 41% Definitely yes E 4,5%

Source: Author’s own work based on survey results

Students perceive the level of financial literacy in the Czech Republic as inadequate which
is the case in 55% of economic students and 62% of law students. Both groups are
significantly cynical hence only 1% of respondents in each sample agreed that the level
of financial literacy is good (see Figure 6). The students are also pessimistic about the
education of the Czech population in management of finance and proper use of financial
products when 75% economic students and 86% law students considered this knowledge
as insufficient. However, 43% of the respondents of economic field and 47% of law
faculty believe that Czech citizens have adequate access to objective, independent and
comprehensive information regarding financial topics.

Figure 6 Students’ opinion on the level of financial literacy of population in the Czech
Republic

What is the level of financial literacy in the Czech Republic?

Faculty of Economics and
Administration

Faculty of Law

H Good
1% " 1% 37% H Good
® Average
55% o Average
Poor Poor

Source: Author’s own work based on survey results

According to students, the financial education should be delivered by state institutions,
including educational institution (see Figure 7). More than 90% of respondent in each
group consider the implementation of an effective and sustainable system of financial
education of the Czech population on national level as necessary. Whereas 55% of
economic students find the level of financial literacy in the Czech Republic as poor, only
33% would be willing to voluntarily participate in delivering the financial education. In
the case of law student, barely 20% expressed interest in the participation of the
financial education.

69




Figure 7 Students’ opinion on who should deliver financial education

Faculty of Economics and Faculty of Law
Administration

(1)
Others |4 8,3 % Others |4 13,2%
Non-profit sector .4 13,7 % Non-profit sector .l 10,9%
Commercial sector hud 11,1 % Commercial sector |l 9,7%
State institutions | 66,9 % State institutions | 66,3%

Source: Author’s own work based on survey results

In terms of the results of questionnaire, the students of each faculty have proven that
they have knowledge on basic financial concepts such as compound interest or the effect
of inflation on their savings. On the other hand, both groups of students had difficulties
with the concept of diversification used in investments. In Table 1 we can see the results
of the questionnaire testing varied topics regarding finance, personal finance or law
literacy.

Table 1 The scoring of Masaryk University’s students tested in financial literacy topics

Faculty of Economics

Topics and Administration Faculty of Law
Numeracy 90,2 * 88,3
Compound interest 91,2 90,5
Inflation 91,1 * 88,4
Diversification 66,5 k** 57,2

Price and financial literacy 22,7 24,5 *
Household finance management 32,3 45,4  *xx
and debts

Investments 32,6 k% 29,2
Loans and interests 46,7 ** 42,9
Insurance 45,1 49,1 **
Law Literacy 39,5 46,6 *X*%
Social system and benefits 22,5 25,4 *

Source: Author’s own work based on survey results

The top overall score 91,2 was reached by students of economics in question testing
compound interest, whereas the lowest score was 22,5 in topic social system and
benefits. The law students obtained the highest successful rate also in compound interest
and the lowest in price literacy, but still higher than the students of economics.

The scores demonstrated in the Table 1 is measured out of 100, which was the best
possible score. In order to more transparently show the differences in results among the
scores of the students of Faculty of Economics and Administration and the students of
Faculty of Law, we set the scale indicating the size of this difference as following:

e Difference in scores larger than 5 % is marked by ***,
e Difference in scores between 3% - 4,99 % is marked by **,
e Difference in scores between 1% - 2,99% is marked by *.

The gap knowledge is demonstrated separately in the Figure 8 where the upper part
shows higher scores of the law students and the lower part illustrates higher successful
rate of the students of economics, measured by difference between the overall results of
the students of each group on a particular topic.
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Figure 8 Score difference among students of Faculty of Economics and Administration
and Faculty of Law
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Source: Author’s own work based on survey results

The significant gap knowledge of risk diversification when the difference was 9,3% in
favour of students of economic field. In contrast, the knowledge of household finance
management of debt was higher in case of law students by more than 13%. The law
students marked also more correct answers in questions regarding law literacy where the
difference was 7,1%. Other differences in knowledge could be seen in topics such as
numeracy, inflation, investments and loans where the students of economics gained
better score, while in price literacy, insurance, social system and benefits the law
students scored higher.

4 Conclusions

In conclusion, the overall comparison of the students of Faculty of Economics and
Administration and the Faculty of Law at Masaryk University shows that the knowledge of
respondents are similar in some areas concerning mainly numerical questions and basics
of finance. Nevertheless, we could have seen some significant differences in such topics
as household finance management and debts, risk diversification or law literacy.

The questionnaire consisted of questions testing the students’ knowledge of basic
financial principles, payment methods, pricing, inflation, budgeting, taxation and welfare
benefits, debts, investments, insurance, law literacy, actual economic situation and socio-
demographic characteristics. The highest score the students obtained in the tasks testing
numeracy, knowledge of compound interest and inflation.

The majority of students consider that the level of financial literacy of the population in
the Czech Republic is generally low and that needs change. However, less than third of
them are willing to voluntarily participate in delivering financial education. We should also
be aware of the fact that almost half of the students is confident about their knowledge
of financial issues despite their not so successful score rates. Furthermore, the students
have been asked for advice on personal finance in more than half of cases, and they
believe in being able to give advice on such matter. For this reason, the financial
education of university students, even those who study finance and economics, should
not be underestimated. The data showed that even the financial knowledge of university
students should be improved.
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Abstract: The aim is to characterise the risks of SMEs and recommending insurance
mediation through experts, i.e. insurance intermediaries of commercial insurance
companies. Furthermore this paper deals with insurance, insurance brokerage and
selected risks of insurance risk by SMEs. Specifically on premium insurance products for
SMEs their characteristics and evolution. This paper also presents current issues and
trends in risk insurance intermediation for SMEs in Slovakia. As methodology of the
papers standard methods of investigation, such as — analysis of existing documents and
the relevant laws with evaluation of relevant documents will be used. The results of this
paper will be utilized in author’s scientific work and lecturing.

Keywords: insurance, premium, insuring, commercial insurance company, insurance
mediation, insurance intermediary, risks, small and medium enterprises, insurance
products
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1 Introduction

The business of small and medium enterprises (SMEs) has a significant and irreplaceable
role in all countries with market economy. Small and medium enterprises are a backbone
of the European economy and, in the long term, also the key employer. Their greatest
advantages include their flexibility, lower capital intensive nature, innovation possibilities
and coverage of more and more differentiated market segments. They are considered to
be the most effective, most progressive and thus most important part of economy. The
paper will characterise insurance mediation for SMEs.

2 Methodology and Data

The paper will deal with insurance mediation for SMEs as well as their risks and
insurability. The methods of description, analysis, synthesis, deduction and comparison
will be applied. The conclusion will include the current problems and trends in the
mediation of insurance of the risks of SMEs.

3 Results and Discussion

Economic activities carried out by small and medium enterprises also report a number of
negative impacts. Small and medium enterprises are threatened by risks occurring during
their business activities. Insurance is a significant form of risk financial coverage.
Insurance is supposed to cover risks which would result in a significant damage made to
enterprises and could even lead to their bankruptcy. The significance of insurance
mediation for small and medium enterprises is therefore increasing nowadays.

Problematic areas mainly include complex legislation, low level of law enforceability, high
tax wedge and administrative burden in business. On the other hand, enterprises are
threatened by risks resulting from business activities (e.g. manufacturing, technical and
technological, market, social, financial and other risks).
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The range of risks business entities are exposed to has widened over the last decades.
The number of risks related to different natural disasters, vandalism, fraudulent
behaviour and other risks has increased. Solutions to damages caused by the given risks
are offered by insurance and insuring in commercial insurance companies.

3.1 Insurance of the Risks of Enterprises

Managers of every enterprise need to have an overview of risks which could jeopardise
the smooth operation of a company in future. Before identifying a risk, both the owner
and employees of a company have to carry out an assessment of all company values
(material, financial, intangible assets, workforce), which could be a subject to loss or
damage. It needs to be carried out in order to find out what risk factors represent a
potential threat for their company. A number of risks can be eliminated. They can be
influenced and subsequently checked. Such risks are called influenceable risks. They
predominantly concern insurable risks upon insurance mediation and insuring the risks of
SMEs.

Different risk factors and risk levels are to be concerned upon specifying the amount of
premium in practice. Insurance policies are divided into tariff groups according to
different factors and risk levels upon calculating premium. Tariff group represents a
group of insurance policies with an approximately equal risk. For instance, four risk
factors can be considered upon motor vehicle insurance - age of driver, gender, type of
car and residential address. The number of tariff groups them equals to the product of
the number of factors and levels. Each tariff group has a different premium amount. The
process of its calculation is thus simplified in practice. Other risks of SMEs include credit
risk, liquidity risk, market risk, currency risk, interest rate risk, operational risk and other
risks (Cejkova et al., 2011.).

Risk management: Neither people nor business entities can insure all risks jeopardising
their lives or business activities. Some risks can also be eliminated in a different way. It
is important for them to know the risk management instruments and implement the risk
management process. Risk management is a process of risk exploration, its influencing,
preventing, damage reduction, and exploring the possibilities of financial coverage of
consequences (Martinovicova and Cejkova, 2013).

SMEs conclude insurances ordered by law (i.e. compulsory insurance) and voluntary
insurance, which a company has decided for. It usually represents the insurance of
property, motor vehicle insurance for enterprises and other types of insurance. It
sometimes includes life assurance for employees as a form of their motivation.

3.2 Insurance Mediation and Insurance Intermediary
Insurance mediation and mediation activities are defined as:

e the submission of offers to conclude an insurance policy, submission of a draft
insurance policy, carrying out other activities leading to the conclusion of an
insurance policy,

e the conclusion of an insurance policy,

e cooperation upon insurance administration,

e cooperation upon insurance claims settlement and indemnity especially in relation
to a claim, the exploration, assessment and processing of insurance risk analyses,

e the provision of professional counselling in the area of insurance
(http://www.nbs.sk/_img/Documents/_PUBLIK_NBS_FSR/Biatec/Rok2012/8-
2012/11_biatec12-8_gergelyova.pdf and Act of the National Council of the Slovak
Republic 186/2009 Coll. on Financial Mediation and Financial Consultancy).

Insurance mediation is an activity within which insurance is agreed, i.e. it is an activity
leading to the establishment of an insurance relationship, a business activity of an
insurance company. In a broader sense, it is a whole set of working procedures related to
insurance activities.
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It includes marketing, promotion of insurance, its administration and settlement of
insurance claims (Chovan and Cejkova, 1995). Competitive environment on the
insurance market creates conditions for citizens and enterprises to choose a quality
environment based on their needs and possibilities, which is what insurance
intermediaries help them with. Insurance agents typically clarify for clients the offer of
insurance products of the insurance company they work for. Insurance brokers provide
their clients with impartial and objective consultancy in the sphere of insurance products
offered by several commercial insurance companies on the insurance market.

Insurance mediation is only carried out by an insurance intermediary, i.e. a person
carrying out such activities for financial or non-financial remuneration on the grounds of
a respective licence. Such an insurance intermediary is included in one of the following
categories, based on meeting certain qualification requirements: exclusive insurance
intermediary, subordinate insurance intermediary, insurance agent, insurance broker.

Insurance intermediary is a professional representative of an insurance company who is
supposed to agree insurances for the benefit of one or several insurers. Insurance
intermediary can be a dependent or independent insurance expert - a legal entity (a
business entity or organisation) or a private entity. Dependent intermediary typically
carries out mediating activities for one insurance company and essentially only offers
insurance products of such an insurance company. The insurance company is responsible
for their activities and also provides them with all means necessary to conclude insurance
policies. Independent intermediary is not bound to a particular insurance company.
Besides insurance, they also provide policyholders with other services like risk
evaluation, consultancy, they form insurances themselves and offer them to insurance
companies, they represent the insured against insurance companies, etc. Intermediaries
carry out their activities for remuneration (commission), which is included in premium.
Intermediaries can be agents (mandataries) of one or another party (policyholder or
insurer). The term broker is most frequently used for intermediaries in Slovakia (Chovan
and Cejkova, 1995).

Insurance intermediaries operate as an interface between an insurer and a policyholder
on the market (Duchackova, 2009).

Exclusive insurance intermediary is a natural person carrying out insurance mediation on
the grounds of a mediation agreement with one commercial insurance company.

Subordinate insurance intermediary is a natural person carrying out mediation on the
grounds of an agreement with an insurance agent, insurance broker or insurance
mediator from a different Member State.

Insurance agent is a natural person or legal entity carrying out insurance mediation on
the grounds of an agreement with one or several insurance companies.

Insurance broker can either be a natural person or legal entity carrying out insurance
mediation on the grounds of an agreement with a client. Insurance mediation can also be
carried out on the grounds of a contract with one insurance company or several
insurance companies. Mediation activities in the EU Member States are not regulated by
law (http://maag.euba.sk/documents/sprostredkovaniepoistenia_000.pdf).

Mediation activities can also be carried out by a financial advisor, who is a trained person
carrying out financial consultancy on the grounds of a written contract on financial
advisory provision executed with a client. Mediation activities are carried out in the sector
of insurance or assurance (Act of the National Council of the Slovak Republic 186/2009
Coll. on Financial Mediation and Financial Advisory).

Intermediaries carry out their activities on the grounds of a licence issued by e.g. the
National Bank of Slovakia in case of the Slovak Republic following the demonstration of
their abilities and knowledge necessary to carry out mediation activities. Every
intermediary is allocated a licence number under which they carry out mediation
activities on the insurance market.
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Intermediaries are supposed to facilitate the orientation of businesses on the insurance
market. They help them decide for a suitable type of insurance based on client risks, and
they provide them sufficient information with regard to their insurance protection.
Mediation activities are becoming more and more popular.

3.3 Insurance Products and Small and Medium Enterprises

It is important upon mediating the insurance of risks of SMEs to ensure complex
insurance protection of all business activities from small traders up to big industrial
corporations.

Insurance products for SMEs, which are offered by insurance intermediaries individually,
are suitable to cover the risks of small and medium enterprises and independently
employed natural persons. Advantages of such insurance products include their
complexity and variability, enabling optimum insurance protection within a single
insurance policy. Such complex insurance services provide insurance protection solutions
for small businesses, traders as well as manufacturing and commercial companies. We
are listing insurance products offered by Allianz — Slovenska poistovia a.s., a significant
commercial insurance company in the Slovak Republic. Insurance intermediaries play a
significant role for the company Allianz - Slovenskd poistoviia a.s. not only upon
executing insurance policies, i.e. business. Mediation activities represent a long-term
cooperation with clients, establishment of good relationships, professional advisory in the
insurance area as well as help following insurance claims. The objective of the
commercial insurance company is to have as broad network of insurance intermediaries
as possible, who can meet client requirements, propose the best insurance products for
the insurance needs of SMEs. Besides understanding the insurance market and good
orientation on it quality intermediaries also have business abilities and other knowledge
in other areas like psychology, empathy, etc. They have communication skills, which also
demonstrate the professional approach. Increasing and regular supplementing of expert
knowledge contributes to perceiving the mediation activities in commercial insurance
companies as a recognised and respectable profession (Internal materials of the
company Allianz - Slovenska poistoviia, a. s., from the period of 2010 - 2013).

There are several types of insurances for SMEs; we are providing the characteristics of
the most significant ones:

e Property insurance, i.e. insurance of buildings and tangible assets insured for the
cases of the following risk occurrences: fire, lightning, aircraft explosion and
crash, theft and burglary, water from water mains, gale including the risk of hale,
earthquake, volcanic eruption, landslide, avalanche and the weight of snow,
natural phenomena, robbery, vandalism, vehicle crash, smoke or shockwave,
glass breaking and fall of objects.

e Business interruption insurance for the cases of operation interruption due to the
suspension or interruption of business activities following an insurance claim in
relation to the insured property. It also covers financial losses, as SMEs cannot
carry out business activities and generate profit. The following are covered: lost
profit, which is the profit a business would have generated if an insurance claim
had not occurred in relation to life, health and material damage; fixed costs,
which are necessary to exert also during the suspension of operation, e.g. energy,
salaries, rent and other costs; costs exerted to shorten or prevent operation
suspension in case of an insurance claim.

e Insurance of electronic devices, including hardware and technical risks insurance.
The insurance covers the risks of SMEs in the cases of a damage or destruction
caused due to operational reasons, human factor, insufficient experience and
skills, manufacturing defects, or electricity. Damages occurred during machine
operation, during a break in operation, during disassembly for the purpose of
cleaning, maintenance or displacement within the place of insurance and
subsequent assembly are covered. Damages to electronic equipment, e.g.
damages to audio and video devices, telephone devices, data processing
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equipment, office equipment and healthcare and surgical equipment, are also
covered.

e Liability insurance also applies to belongings not owned, but placed in the plants
of SMEs at a determined place or regular place, which are damaged or destructed;
damage caused during day-to-day operation in rented premises or buildings,
belongings of employees which they use at fulfilling their work tasks.

e Insurance of liability for environmental damage provides a full insurance coverage
in terms of valid legislation on environmental liability at prevention and remedy
related to environmental damages.

e Insurance of construction risks is suitable for builders, investors, owners, main
contractor and subcontractors. All risks related to a work in progress and all works
related to construction execution and used stocks of materials, construction
machinery and other site equipment are insured.

4 Conclusions

The economic and other activities of small and medium enterprises carry certain risks.
Insurance and insuring are a significant form of risk financial coverage. Insurance is
focused on covering the risks whose occurrence would cause considerable damages to a
business. The importance of insuring the risks of small and medium enterprises through
the intermediaries of insurance for SMEs is therefore increasing nowadays.

SMEs execute different types of insurance however they execute voluntary insurance,
e.g. insurance of liability for damage caused by the operation of an organisation,
insurance of liability for damage caused by an employee and other types of liability
insurance, in a smaller extent. Life assurance for the employees of SMEs is also executed
in a small extent. The risks of different financial losses resulting from business activities,
e.g. loss of profit insurance, professional indemnity insurance, insufficient income
insurance, legal expenses insurance and others are not insured. On the grounds of the
aforementioned, the paper characterised some other insurance products which are listed
in the portfolios of commercial insurance companies.

The paper aimed at characterising the risks of SMEs and recommending insurance
mediation through experts, i.e. insurance intermediaries of commercial insurance
companies.

Insurance intermediaries nowadays fulfil the task of professional-level advisory on the
insurance market. They offer and subsequently sell the products of commercial insurance
companies and offer clients their professional services in the area of insurance protection
of business entities, including SMEs, and execute insurance policies. They represent an
important connecting link between a commercial insurance company and a client on the
insurance market.

Our paper characterised insurance products and insurance mediation for small and
medium enterprises, specifying particular insurance products for small and medium
enterprises in the commercial insurance company Allianz - Slovenska poistovia, a.s.

We highlighted the current trends and problems in relation to insuring the risks of small
and medium enterprises in the selected commercial insurance company. We also
specified the basis of mediation activities and pointed to the importance of an
intermediary in insurance relationships. We presented possible risks resulting from the
business activities of SMEs and pointed to the importance of cooperation of an
intermediary with a client, i.e. the managers of SMEs.

We consider it important to present the accessibility of services provided by risk
insurance intermediaries for SMEs. The managers of SMEs can choose the most suitable
commercial insurance company and transfer the risks of their business to it, thus
ensuring effectiveness, profitability of their business and elimination of losses of their
own financial resources.
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Abstract: This paper investigates the validity of the money superneutrality concept for
the sample of 30 European economies. Using a structural vector autoregressive
framework, we examine the long-run response of real output to a permanent inflation
shock for each country. We find that for the majority of countries in our sample the long-
run superneutrality concept is confirmed as the original increase/decrease in output
growth fades in time. We also fail to proof the additional hypothesis that the exception to
superneutrality validity is a group of countries with smaller in-sample inflation mean.
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1 Introduction

The concept of long-run money superneutrality (LRMS) states that permanent changes in
the growth rate of money supply have no appreciable effect on real variables, such as
output, real interest rate and real exchange rate. In particular, inflation rate and growth
rate of nominal variables change in the similar proportion as the growth rate of money
stock. While there is general agreement that changes in the inflation arise solely from an
equal change of money supply, there are many supporters to the view that fluctuations in
the money supply growth rate maintain an appreciable effect on the real variables
determinants - making money not superneutral in the long run. However, there is no
agreement about the size and significance of short-term effects and even long-run
superneutrality is open to debate. Given the non-unity of monetary theorists, it is
important to study this relationship in detail using an empirical approach.

In this paper, we investigate the short- and long-run relationship between real GDP and
inflation growth rate. We assume that inflation is a monetary phenomenon (as famously
stated by Friedman), meaning that the permanent component of inflation is associated
with permanent changes in the growth rate of money supply. Therefore, the effect of a
permanent inflation change to real output growth can be positive, negative or zero. If
negative, it would mean that a permanent increase of money supply growth rate leads to
inflation growth which is known to have a distortive effects on real output. If positive, the
inflation growth would lead to a rise of the real output. We expect the estimated long-run
responses to be positive for low level inflation countries and negative for countries with
high average inflation rates.

Earlier studies of money superneutrality use reduced-form regression analysis, which
analysis is certainly incomplete as it has low power and no ability to identify permanent
and temporary changes in money supply. As shown by Fisher and Seater (1993) within
ARIMA framework, a meaningful superneutrality tests might only be constructed if
variables are nonstationary (and thus subject to permanent schocks). Other work in this
area is typically either focused on a time series analysis for a single country or uses panel
or cross-section data to study a larger group of countries. However, there are still only
few studies on international level. Bullard and Keating (1995) use structural VAR model
to identify a relationship between inflation and real output on a large sample of 58
countries in a post-war time period. Their results suggest that in sixteen cases the
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reaction of output to a permanent inflation shock was zero, in four cases positive and
negative only for one country. Weber (1994) finds no superneutrality for G-7 postwar
economies, similar to results of King and Watson (1992), who's focused on the postwar
US economy using differenced output and twice differenced money in a bivariate VAR
model framework. Levine and Renelt (1992) provide a great survey of literature focused
on cross-section approach to superneutrality.

We add to the literature by investigating the validity of the money superneutrality
concept for the sample of 30 European economies. We are not limited to EU member
countries; however, they form a majority in our sample. We find that for eighteen
countries the long-run superneutrality concept is confirmed, seven countries have
experienced positive output response to a permanent inflation shock, while only two
countries have experienced negative response. The remaining countries did not
experience any permanent inflation shock.

2 Methodology and Data

Empirical testing of money superneutrality is not an easy task since we have to separate
temporary and permanent effects of macroeconomic shocks. Here we partially build on
methodology proposed by Blanchard and Quah (1988), a statistical model that is able to
decompose output movements into permanent and transitory components (trend/cycle
decomposition). The basic assumption is that there are two types of disturbances
affecting output. The first (temporary) has no long-run effect on output and the second
(permanent) has. These two disturbances have to be uncorrelated at all leads and lags.

Let ¥ and 7 denote the GDP and inflation. Let &” be the permanent inflation shock
which is attributed to permanent changes in money supply growth rate. Temporary shock

to inflation ¢’ is permitted to have a permanent effect on output (it could only
temporary raise the inflation but permanently lower the output). If we set X to be the

vector (Y,7) and e be the vector of disturbances (g”,gf" ) than X follows a stationary
process given by:

X(1)= 4(0)e(t)+ AQ)elt —1)+ ... = ZA( Nele= ), (1)

where the sequence of 4 matrices has its upper left entry all(j),j =1,2,...,sums to zero.
So if the temporary effect of e on X is given by A(O), subsequent effects are given by
A(j),jZl and X is I(O) process, than neither disturbance has a long-run effect on
used variables. Our bivariate time series model takes a following form:
Az, =6, (L), +6,(L)e,”, (2)
Ay, =0,(L)e,” + 6, (L), (3)
where Arx is the change in the rate of inflation, Ay is the growth rate of GDP, ¢” and

e” are the two disturbances explained above. Each lag operator has the following
general form:

0, (L): Zk:o%ﬂ‘ ' (4)
for i=1,2 and j =12, with each 6, as a scalar parameter. The model is defined by two
restrictions. First:

912(1): fzoglzk =0, (5)

g’ shock is not allowed to have permanent effect on inflation, so the remaining
transitory inflation shock will primarily results from nonmonetary disturbances. Second
restriction is that the disturbances are uncorrelated.
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Considering Ax, = [Azr,Ay]T and ¢ = [g”,g}' ]T , we than rewrite (2) and (3) into:

Ax, = 0(L)e,, where e(L){Zzg Z%ﬂ )

In order to obtain the VAR representation, we must rewrite (6) as:

Ax, = O(L)Ax, +e,, (7)
where H(L): A_IB(L) assuming that 4 is invertible, B is a polynomial in the lag
operator and e, = 4”'¢, . Setting E(g,g,')z Y. and E(e,e,’)z Y. Wwe achieve:

2. =AY AT, (8)

For the detailed discussion on identification of A4~ through long-run restrictions see
Blanchard and Quah (1988).

We proceed as follows: first, we use the Choleski decomposition of (8) to identify the
parameters in A~' matrix. We then use the VAR coefficients and H(L):A_lB(L) to
identify structural disturbances and finally we insert obtained parameters into (7). The
long-run response of output to a permanent one percent increase in inflation is then
obtained through a simple representation from the matrix of long-run multipliers (see
Fisher and Seater, 1993 for detailed derivation):

ayt+k / a7Z-t+/c
og og
From (9) we can observe several cases:

d=lm, =a, /a,, (9)

- d ~0 - acase of superneutrality,
- d >0 - positive output response to inflation shock and
- d <0 - negative output response to inflation shock.

We use annual real gross domestic product and gross domestic product deflator for 30
European countries from the World Bank’s World Development Indicators. We initially
chose European sample of countries and then removed those not offering a long
continuous set of observation on the both time series. Since we are interested in long-
run relationship analysis, we set the criterion on at least twenty years.

3 Results and Discussion

The model specified in section 2 assumes that Ax, = [A;z,Ay]T follows a l(l) process. We

start with adjusted Dickey-Fuller tests to check the stationarity of our time series. To
apply VAR modelling, we require permanent shocks to the inflation rate and output. In
other words, if the GDP deflator time series are found to be stationary, we cannot expect
them to contain any permanent changes. See Table 1 for unit root test results. Note that
nonstationarity is the ADF tell null hypothesis.

As seen from Table 1, there is no strong evidence against nonstationarity of either
deflator or the output in most cases. However, results for Belarus and Bulgaria show a
strong evidence for their inflation time series to be stationary and are therefore removed
from our analysis. Appropriate lags are determined by Schwarz information criterion. Last
column contains the information whether it was necessary to detrend a variable before
entering VAR. Following Bullard and Keating (1995), we run a simple regression with
constant, linear time trend and a lag chosen by sequential testing (maximum lag of four).
If the t-statistics was significant for corresponding trend with particular lag, the variable
was detrended.
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Table 1 Unit root tests results and sample characteristics

Country Sample N ADF Arx ADF Ay Lag Detrended
Albania 1981-2013 32 -3.217158 -1.903055 0,0 Ay
Austria 1961-2013 52 -2.711388 -0.938999 0,0 Ay
Azerbaijan 1991-2013 22 -3.101537 -2.415028 0,1
Belarus 1991-2013 22 -9.286194 No permanent shock to inflation
Belgium 1961-2013 52 -3.055885 -2.061589 1,0 Ay
Bulgaria 1981-2013 32 -5.022123 No permanent shock to inflation
Cyprus 1976-2013 37 -1.633321 -1.742528 0,0 Ay
Czech Republic 1989-2013 24 -1.241964 -2.233436 0,0 Ay
Denmark 1961-2013 52 -0.919719 -1.468276 3,0 Ay
Finland 1961-2013 52 -1.941980 -2.164394 3,1 Ay
France 1961-2013 52 -0.665786 -1.384967 1,0 Ay
Germany 1971-2013 42 -1.967419 -1.201229 0,0
Greece 1961-2013 52 -1.104164 -0.689668 0,0 Ay
Hungary 1992-2013 21 -1.220922 -0.154734 0,0 Ay
Iceland 1961-2013 52 -0.269696 -1.318227 0,1 Ay
Ireland 1971-2013 42 -1.376719 -1.015965 1,0 Ay
Italy 1961-2013 52 -1.841974 -2.005682 1,1 Az, Ay
Latvia 1966-2013 47 -2.487507 -1.557718 0,0
Lithuania 1991-2013 22 -1.768670 -1.865441 0,1 Ax
Malta 1971-2013 42 -2.446991 -0.641038 0,0
Netherlands 1961-2013 52 -0.731018 -1.142075 0,0 Ay
Norway 1961-2013 52 -3.553506 -2.035590 0,0
Poland 1991-2013 22 -1.765644 -1.814554 1,0
Portugal 1961-2013 52 -2.502416 -1.307552 0,0 Ay
Romania 1982-2013 31 -1.348325 -1.765026 0,0 Ay
Spain 1961-2013 52 -0.909518 -1.039027 0,0
Sweden 1961-2013 52 -0.763431 -1.467316 1,0 Ay
Switzerland 1981-2013 32 -1.258970 -2.136021 0,0
Turkey 1961-2013 52 -1.425644 -1.351642 0,0 Ay
United Kingdom 1961-2013 52 -1.449151 -2.297070 1,0 Ay
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We start with the discussion of the long-run response of output to permanent one
percentage point increase in inflation. Results are reported in Figure 1 and Table 2.
Figure 1 shows the estimated long-run relationship between output and inflation together
with 90% confidence bounds. We sort the sample so that countries are in increasing
order of in-sample inflation mean. Judging from the graphical representation, we can
derive that of 27 countries seven economies (Austria, Germany, Ireland, Netherlands,
Poland, Sweden and Turkey) has experienced inflation shock with a positive permanent
increase in the level of output. However, Poland has less than 25 consecutive years of
observations, so we should refer to this result with great caution. Azerbaijan and Italy
has experienced negative permanent shock to output. Again it should be noted that



Azerbaijan time series length is only 22 years. For the rest of countries, the results are
not conclusive since their confidence bounds include zero.

Table 2 SVAR analysis results with 90% confidence interval reported

Country d21/d11 low high '":1'2::" R'éfa“t?o::r:’ip
Switzerland -0.166 -0.4 0.07 1.82 -
Germany 0.321 0.111 0.531 2.62 positive
Malta 0.009 -0.17 0.184 3.2 -
Austria 0.65 0.546 0.754 3.35 positive
Netherlands 0.622 0.489 0.755 3.61 positive
Belgium 0.478 -0.137 1.092 3.67 -
France 0.296 -0.098 0.69 4.41 -
Sweden 0.138 0.017 0.259 4.95 positive
Denmark -0.06 -0.17 0.047 5.01 -
Cyprus -0.203 -0.69 0.312 5.04 -
Norway 0.028 -0.05 0.106 5.32 -
Finland 0.167 -0.29 0.624 5.38 -
United Kingdom 0.267 -0.062 0.597 5.74 -
Czech Republic 0.734 -0.036 1.504 6.11 -
Ireland 0.43 0.277 0.583 6.27 positive
Italy -0.297 -0.36 -0.23 6.91 negative
Spain 0.108 -0.39 0.61 7.26 -
Portugal 0.318 -0.137 0.773 8.47 -
Greece 0.256 -0.79 1.304 9.43 -
Poland 0.335 0.216 0.454 12.21 positive
Albania 0.49 -0.35 1.334 16.53 -
Iceland 0.517 -0.06 1.095 17.36 -
Latvia 1.46 -0.07 2.993 28.1 -
Turkey 1.375 0.565 2.184 35.11 positive
Romania 1.762 -0.03 3.557 41.75 -
Lithuania -0.345 -0.72 0.03 72.54 -
Azerbaijan -1.698 -2.87 -0.52 173.6 negative

Source: Own computation

Figure 1 Long-run response of the output growth to a permanent inflation shock
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Next, we turn our attention to impulse response functions (IRFs) of chosen countries.
Figure 2 presents IRFs for six countries: Germany, Ireland, Finland, Iceland, Italy and
Denmark.

For Germany and Ireland, unit inflation shock increases real output which permanently
remains higher following the shock. This would suggest the non-superneutrality of money
for these two cases. There also exist some theoretical and empirical support for the view,
studied by some cross-country regressions, that a permanent decrease in inflation will
increase the long-run real output (see Barro, 1995 or Motley, 1998), however we did not
find any evidence supporting this theory. Also we failed to conclusively proof the
hypothesis that positive long-run relationship between studied variables will exist for the
initially low level inflation countries as Ireland, Poland and Turkey violate this
assumption.

Figure 2 Impulse response functions for Germany and Ireland
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Source: Own computation
As already seen from Figure 1 most countries do not display such positive and

statistically significant response to a permanent inflation shock. For example, for Finland
and Iceland the initial increase in output is fading out after some time which could be
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viewed as an empirical support to the money illusion theory. This situation is observed by
the majority in our sample while only number of periods for the shock to disappear
differs.

We are now left with the last group of countries to describe. Of twenty seven countries in
our sample only four have experienced a negative long run response of output to an
inflation shock: Azerbaijan, Denmark, Italy and Switzerland. As mentioned above,
Azerbaijan has shorter time series so the results should be treated with caution.
Denmark and Switzerland have experienced negative shock to output but this was only
temporary as can be seen in Figure 2. Italy, on the other hand, has experienced,
according to our SVAR model results, a significant long lasting negative inflation shock to
output. The shape of impulse response function corresponds with this claim.

The IRFs obtained for the three groups of countries are applicable to the rest of the
countries fitting the same condition. For most of observations in our sample we found
empirical evidence supporting money superneutrality concept in a long run. The special
cases should be submitted to a more detail explanation in future research.

4 Conclusions

In this paper, we consider long-run money superneutrality concept in modern times for
thirty European economies in the classic empirical framework. The estimates are
generated through structural VAR model using identifying restrictions motivated by
methodology proposed by Blanchard and Quah (1989) and Fisher and Seater (1993). The
model allows the permanent effects of inflation shock on the output growth to be zero,
positive or negative.

In our analysis, only seven experienced permanent positive shock to output, while two
countries experienced negative shock. For the rest of the analyzed countries, the results
are not conclusive and their confidence bounds include zero, therefore we can conclude
superneutrality. There exists some empirical support for the reversed Mundell-Tobin
effect that a permanent decrease in inflation will increase the long-run real output,
however we did not find any evidence supporting this theory. Also we failed to
conclusively proof the hypothesis that positive long-run relationship between studied
variables will exist for the initially low level inflation countries as Ireland, Poland and
Turkey violate this assumption. Our results also contradict the study of Rapach (1998)
who rejects superneutrality for all 14 industrialized countries in his sample.

While focusing on endogenous growth theories, there is a general prediction that a
permanently higher inflation rate will influence the output growth rate. However, we find
no empirical evidence supporting this view, meaning that inflation and output growth
might be unrelated in a long run.
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Abstract: Within the frame of the research on this matter, we came out form the
existing functional organizational structures and tax administration systems not only in
Slovakia but also in Hungary, Poland, Czech Republic and Slovenia, where as the
fundamental prerequisite of investigation was increasing efficiency of the system globally.
On the basis of trend analysis we assume that upcoming reform of Tax and Customs
administration will significantly contribute to the increasing efficiency of the system
and in the end to the positive perception of taxes as a socially unpopular obligations.
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1 Introduction

The management of the Tax Administration in Slovakia is governed by principles
introduced after 1989. Despite the effort of recent years to decrease the number of
employees, the system of administration of taxes in Slovakia can be considered as
inefficient in terms of increasing competitiveness of the state. At present, the general
tendency is to complain about the rigid, unfriendly bureaucratic apparatus, which brings
about unwillingness of the citizens to comply with tax obligations and more and more
strict regulations of the state. The final consequences of such conditions lead in to the
mentioned decrease of competitiveness of the state and decrease of its credibility in the
eyes of its citizens.

2 Trends in the Management of the Tax Administration in the Slovak
Republic

The starting point of the up-coming trends in the Tax Administration of the Slovak
Republic is the Programme Declaration of the Governmentl from 4 November 2002
which in its Section ,Economic Policy™ determines following objectives in the area of the
administration of taxes: simplify tax legislation, amend parts of tax laws which allow for
ambiguous interpretation, simplify the system of penalties in the tax area, decrease
direct taxes, shift the tax burden from the direct taxes on to the indirect taxes, review
and revaluate the application of property tax rates, unify income tax rates, analyse
possibilities of introducing a single tax (rate), strengthen own tax incomes of
municipalities, determine own tax incomes of higher territorial units, ensure strict, direct,
just and efficient tax collection and decrease tax rates, reduce tax evasion, create new
system of horizontal financial settlement.

The Slovak Republic, not only thanks to the last tax reform from 2004, introducing single
tax rate, has joined the progressive states of the European Union and has significantly
strengthened its attractiveness and competitiveness.

thttp://www-8.vlada.gov.sk/index.php?ID=918 - Programme Declaration of the Government 2002
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From the point of view of levels of managing taxes within the Slovak Republic, the
current situation can be defined as official two-level management system; however, by
transposing some of the competencies of the Tax Directorate of the Slovak Republic on to
the Branch Offices of the Tax Directorate of the Slovak Republic (hereinafter "BO TD"), it
actually is a three-level management system, based on the need of efficient
management of 102 local tax offices which cannot be assured form one centre. Such
organization of the Tax Administration is not optimal from several reasons, which follow:

e the performance of main business processes is scattered throughout the whole
territory, when each local tax office (whether small, middle-sized or large) carries
out all processes related to the administration, audit and enforcement of taxes,
disabling thus the optimisation of the performance of these processes as well as
costs for their performance from the point of view of the tax administration as a
whole?,

e the system of the distribution of local tax offices is not flexible enough because it
does not enable to adjust the allocation of the main organizational units to the
needs of the taxpayers,

e BO TD have become an administrative level of management within the current
system of management, and for quite some time the need to concentrate the
performance of certain processes (such as book-keeping, salaries) is becoming
obvious as these are unnecessarily split between TD SR and BO TD and thus
increase the administration and communication intensity (e.g. demand excessive
administration and communication),

e in performing the work tasks of the employees of BO TD, some problems occur
which are typical for those organizations who apply nother levels and types of
management apart from the linear management (such as project, technical,
methodological etc.).

Based on the above mentioned, the outline of the planned reform takes into regard the
principle of justice, neutrality, simplicity and un-ambiguity, efficiency and elimination of
double taxation. Analyses of the Institute of Financial Policy from years 2001 - 2004
show the reasons and obvious need for a reform:

e complicated tax legislation - intelligibility,

e too many exceptions, exemptions and allowances leading to social ineffectiveness
because the production and consumption is not governed by the demand and offer
but by the tax advantages,

e variability of setting tax base enabling optimisation on the side of the taxpayer is
increasing administrative costs and decreasing the efficiency of control.

From the point of view of management and organization of the Tax Administration,
further reasons can be:

e complexity of organizational structure - ambiguity and duplicity of the functions
and competences on the central and regional level,

e costly administrative apparatus of the Tax Administration,

e non-transparent project management, decreased possibility of controlling
processes,

e unwillingness of taxpayers to pay taxes.

The intention of the Government of the SR declared in the mentioned Programme
Declaration of the Government of the SR is to carry out a reform of the Tax
Administration in such a way which will make it more effective, with the aim of providing
methodological assistance to the compliant taxpayers and detecting those taxpayers who
are avoiding taxes. The objective is to create conditions for efficient co-ordination of the
public authorities, to guarantee the access of the citizens to the internet and secure the
interconnection of information systems of the public authorities. Another priority of the

2Rasner, J., Rajnoha, R.: Nastroje riadenia efektivnosti podnikovych procesov (Instruments for
Managing Effectiveness of Business Processes), Zvolen: Technical University in Zvolen, 2007.
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Ministry of Finance of the SR is the reform of the Customs Administration aiming at
unification of the processes of collecting taxes, fees, customs and contributions. The
reform should thus proceed in two phases, the first stage shall be the merger of the Tax
and the Customs Administrations, the second stage will unify the collection of taxes,
fees, customs and insurance contributions.

3 Tax Reform and its Expectations - Selected Results of the Survey

e time schedule of the carried out survey: 01/11/13 - 31/10/14

e geographical structure: Presov and surroundings, KosSice and surroundings,
Banska Bystrica — township, Bratislava — township

e age structure of respondents: 18 - 60 years

e employed as: clerks, businessmen, students, some did not disclose their
occupation

e representative sample: 1 500

e number of collected and completed questionnaires: 2873

Graphical representation of the age composition of the respondents on the Figure 1.

Table 1 Quantitative analysis by age of the respondents

Table of frequency: Age

cat‘;%iry frequency cumulatively rel. cumulatively (rel.
(frequency) frequency frequency)
26 - 35 369 369 24,60000 24,6000
36 - 45 359 728 23,93333 48,5333
46 - 60 388 1116 25,86667 74,4000
18 - 25 384 1500 25,60000 100,0000
Ch-D 0 1500 0,00000 100,0000

Source: Own processing based on processed questionnaires

Figure 1 Distribution of respondents in terms of their aeg
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Based on KMO test results, we can state that the reached value 0,895 points out the
suitability of using factor analysis by processing the research data. The statistics of
Bartlett's Test of Sphericity acquires the value of 91,564 by the number of degrees of
freedom 66. The corresponding p-value is 0,001, so the hypothesis that the realization of
selection correlation matrix with 12 considered variables is a unit matrix is rejected on

89



the asymptotic level of significance 0,05. The assumptions of the application of factor
analysis have been thus fulfilled and its usage for the data analysis is justified.

Table 2 KMO test, Bartlett's test

Kaiser-Meyer-0Olkin Measure of Sampling Adequacy. 0,895
Bartlett's Test ofSphericity Approx. Chi-Square 91,564
Df 66
Sig. 0,001

Source: Own processing based on processed questionnaires

For the assessment of the number of common explanatory factors, which are in the
background, the matrix of eigenvalues has been realized, whereby the method of
principal components has been selected as an extract method. According to Kaiser’s
criterion, the eigenvalue has to be more than 1. As it follows from Table 10, there are 6
common factors in the background of research data matrix with 12 variables. These six
common factors explain cumulatively 54,21 % of the total dispersion.

Table 3 The table of eigenvalues

Extraction: Main components

Values eigenvalues 9% total (spread) cumulatively (eigenvalues) cumulatively (%)
1 1,185683 9,880695 1,185683 9,88070
2 1,129148 9,409563 2,314831 19,29026
3 1,073402 8,945018 3,388233 28,23528
4 1,054944 8,791202 4,443177 37,02648
5 1,035592 8,629930 5,478769 45,65641
6 1,026562 8,554679 6,505330 54,21109

Source: Own processing based on processed questionnaires

For the objectification of the number of common factors, we will use the Sutin’s graph of
eigenvalues (graph 2), the sixth factor in sequence can be called the break-even (critical)
point (regarding the slight change in the point 7). Thus to explain the variability of
respondents’ replies, six common factors can be used.

Figure 2 Graph eigenvalues
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4 Qualitative Survey
Table 4 Table factorial loads

Factor of load questionnaire
Extraction: Main components

criteria (marked loads are > 0,600000)

Factor (1) Factor (2) Factor (3) Factor (4) Factor (5) Factor (6)
1.willingness 0,247480 0,407177 -0,204138 0,247481 -0,119360 0,033054
2. competency -0,055020 0,681540 0,006961 -0,072000 0,265825  -0,143970
3. collection of taxes 0,208022 0,193628 0,113738 0,679960 0,040969 0,043309
4. collection of customs 0,132591 0,065282 -0,075041 -0,362360 0,549920 -0,087184
5. collection of contributions 0,681574 -0,003556 -0,035835 -0,123172 -0,073222 -0,030383
6. administrative burden 0,059084 -0,045698 -0,032242 -0,025110 0,030893 0,857102
7. time saved -0,019193 0,122648 0,774129 0,022727 -0,152556 -0,235661
8. accessibility 0,631722 -0,009950 0,037099 0,165632 0,066763 0,065606
9. electronisation -0,246514 0,479615 0,041579 -0,040427 -0,365937 0,364061
10. transaction costs 0,164648 0,278856 0,194761 -0,570120 -0,033999 0,152900
11. mailing costs -0,015977 0,224791 -0,620793 0,032046 -0,174028 -0,250511
12. workforce costs -0,152111 0,061086 0,068049 0,266025 0,711466 0,122212
Interpretation of variance 1,103872 1,051341 1,092940 1,102301 1,094582 1,060295
quite 0,091989  0,087612  0,091078  0,091858  0,091215  0,088358

Source: Own processing based

From the total number of submitted completed questionnaires, I have selected 1500 to
constitute the representative sample so that the homogeneity remains maintained. The
results from Picture 2 show an overall discontent with the tax and customs system in the
SR; the most critical being the costs for the workforce dealing with the taxes and
customs, as well as time needed to process this agenda.

Taking into account the expected benefits of the tax reform as provided in the document
“Outline of the Reform of the Tax and Customs Administrations with the View of Unifying
the Collection of Taxes, Fees, Customs and Insurance Contributions”, elaborated by the
Strategy Section at the Ministry of Finance of the SR, the planned reform should bring
about improvement in the perception of all set criteria, and with the highest probability
the current discontent will with the gradual introduction (of the reform) change for
better.

5 Conclusion

Slovakia through the above mentioned process of tax reform approaches an effective tax
system which will lead to the increase of effectiveness and competitiveness of our state
amongst the EU member states. The impacts of the suggested changes can be divided
into two main categories. The first category comprises the benefits of the reform of the
Tax and Customs Administration in terms of saving the costs and time, growth of value
added, efficiency of work etc. The second category is represented by the expenditures
used for individual objectives of the reform of the Tax and Customs Administrations. Both
of these categories can further be divided into the impact on taxpayer, that is the client /
user, and impacts on the public administration. From the financial point of view, the
highest importance have the impacts with permanent or repeated effect.
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Abstract: The paper deals with the risk management being a very important concept for
any business as most financial decisions revolve around the corporate cost of holding
risk. This issue is particularly important to banks since risk constitutes their core business
processes. This paper examines how credit risk affects a bank’s capital structure,
profitability and lending decisions. Banks hold private information about their borrowers
that makes sales of loan difficult due to adverse selection.
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1 Introduction

Risk is a degree of uncertainty of net future returns. It is specified as a fall in a firm’s
value because of the changes in the dynamic business environment. Credit risk is the
“risk arising from the uncertainty of an obligor's ability to meet its contractual
obligations” (Monetary Authority of Singapore, 2006). Banks hold capital as a buffer
against insolvency, and they hold liquid assets - cash and securities — to guard against
unexpected withdrawals by depositors or drawdown by borrowers (Berger et al., 1999).

Risk management at banks has come under increasing scrutiny. Banks and bank
consultants have attempted to sell sophisticated credit risk management systems that
can account for borrower risk (e.g. rating), and, perhaps more important, the risk-
reducing benefits of diversification across borrowers in a large portfolio. Financial market
frictions such as moral hazard and adverse selection problems require banks to invest in
private information that makes bank loans illiquid. Quality of risk management increases
the profitability of banks, ensure business continuity.

Risk management is the key area in banking, as the risks are an integral part of the
financial transactions and the quality of risk management has a significant impact on the
profitability of banks. In the financial markets, and thus in banking, the rate of return is
directly proportional to the amount of a taken risk. The revenues or creation of the profit
is one of the fundamental objectives of the business. The owners of the banks expect a
proper valorisation of their investments.

Bank management requires sophisticated and highly skilled management. The goal of
effective management of the bank is to manage internal conflict between business
approach, maximizing of the profit and the need for prudent behaviour and minimizing of
the risk. Given these conflicting tendencies that are accountable for business results and
risk management they are divided and assigned to different departments of the bank.
Good risk management is the kind of “business card” of the bank's management.

Risk management is an essential from a microeconomic point of view on the one hand -
quality risk management increases the profitability of banks and ensures business
continuity. On the other hand from a macroeconomic perspective, quality of risk
management in banks and financial institutions increases the stability of the banking
sector and thereby it promotes economic growth.

State of the banking sector is crucial for the condition of the whole financial market and
by extension the entire economy. Negative developments in the banking sector have an
impact on the stability of the financial system and unstable financial system threatens
the economic growth. Because of the current level of interconnection of the economies,
there is a risk of spreading the negative developments into other different countries.
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Therefore risks in banking are so important and they became the subject of international
regulation system.

The main platform for the regulatory rules creation is the Basel Committee on Banking
Supervision (BCBS), which operates at the Bank for International Settlements (BIS). The
Committee shall provide standards and recommendations for banking supervision. One of
the fundamental rules is represented by International Standards on Capital adequacy.

Risk management is undergoing intensive development, e.g. in the nineties of the 20th
century there were not used tools such as VaR (Value at Risk), credit risk modelling or
RAROC (Risk Adjusted Return on Capital).

Current development in banking sector emphasizes the quality of comprehensive risk
management. The most recent expression of access to bank risk management represents
the Basel III regulatory rules expressed in the document Basel III: A global regulatory
framework for more resilient banks and banking systems.

2 Credit Risk Management

Credit risk management is part of a comprehensive management and control system of
the Bank. Credit risk can be considered a major risk because it is associated with any
active business. Banks typically process management strategy, which includes the
principles of risk management processes including risk identification, monitoring and risk
measurement system of limits and restrictions. The objective of risk management is to
maintain the efficiency of business operations and business continuity.

Credit risk is the risk of loss given default partner (the debtor) that fails to meet its
obligations under the terms of the contract, thereby causing holders of claims (creditors)
loss. These obligations arise from lending activities, trade and investment activities of
payment and securities settlement when dealing on own account and foreign. There may
be cases where the counterparty fails to honour its undertaking and has not paid or
partially due principal and interest, or have to repay on time. Credit risk is the part of the
majority of balance sheet assets and off-balance sheet transactions series (bankers'
acceptances or bank guarantee).

Credit risk includes the risk of default, the guarantor or counterparty risk from
derivatives. This risk is present in all sectors of the financial market, but the most
important is in the banks, especially from lending activities and off-balance sheet
activities, including for example warranties. Credit risk also arises inputting into
derivative transactions, securities lending, repurchase transactions and negotiating.
Derivative transactions the banks carried out an analysis of the creditworthiness of
counterparties and monitor its changes.

In the process of lending bank must carefully consider all risk factors as potential losses
(loss of the principal outstanding - foreign sources, loss of foregone interest income) may
be higher than the potential gain (only interest income). The negative development loan
cases has an impact not only in financial results, but also on the liquidity of banks and
the large volumes then also affect the credibility of the bank and its market position.

Credit risk can be divided into four categories (Cebenoyan, 2004):

1. Direct credit risk: the risk of loss of a partner's failure in full or partial value, ie.,
loans, bonds, notes. Within this category are the so-called earmarks. sovereign risk
- this is the risk of failure of a foreign government agencies or government-
supported

2. Credit equivalent exposure: risk of losses from defaults partner off-balance sheet
items ie., provided with loan commitments, guarantees, letters of credit provided,
derivatives, etc.

3. Settlement risk: risk of losses from failures in the process of settlement of
transactions (supplies), especially in a situation where the value of the partner was
supplied, but the value of a partner is not yet available
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4. Large credit exposure risk: risk of losses from exposures to a particular partner
country, economic sector, instrument, etc.

Credit risk management is an everyday essential function of the bank activity. To ensure
business continuity, banks must act prudently and create so-called economic capital to
cover unexpected losses. Creating sufficient capital to cover risks also requires a
controller, especially today on the platform of the outputs of the Basel Committee on
Banking Supervision.

Management of credit risk involves four basic elements:

Identification of credit risk (where and how risk arises)

Credit risk measurement (quantification of emerging risks)

The credit risk (risk reduction by way of limits, prevention)

Monitoring of credit risk (comparing actual size of the exposure the size required,
resp. max. allowed).

In managing credit risk is paying attention to all its planes, ie. control the level of
individual credit transactions, the loan portfolio and the level of the banking portfolio.

According to CNB Decree, the term risk management means (www.cnb.cz):

e Establishing procedures for identifying, evaluating or measuring, monitoring,
reporting and possible risk reduction,

e Determine the limits of the system used in risk management, including
procedures and information flows in excesses

e Defining the principles of control mechanisms and risk management activities,
including monitoring compliance with established procedures and limits for risk
management and verification of outputs of the evaluation or measurement of risk.

Management of credit risk begins to clients' requests for active trade (trade active trade
on the asset side of bank balance sheets, ie. Bank is a creditor, a client is in the position
of the debtor) and continued evaluation stage. If the application is approved and agreed
terms of trade, the transaction is affected. Subsequently carried out regular monitoring
of repayment and fulfilment of agreed conditions. If both parties fulfil their obligations,
the risk management process ends with the settlement of the principal, interest and
accessories of the borrower and returns the collateral. If the borrower fails to meet its
obligations, the process of risk management through regular monitoring and evaluation
of the situation of the client, or the application of the collateral, or can get into the
recovery phase (Inderst, 2008). Recovery phase ends at best the settlement of the
amount due or sale of assets, depreciation in the worst case situation of active trade.

3 Credit Risk and Lending

The exposure to credit risk occurs when negotiating active business, which is one of the
main sources of income for banks; see Figure 1, which shows the total balance of the
Czech banking sector since 1993 to 2014.
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Figure 1 Total Balance Sheet in Czech banking sector since 1993 to 2014
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It is clear that total balance sheet has had growing tendency during these years.

Following figures show the development of the Czech banking sector. Figure 2 shows that
sheet total of the Czech banking sector amounted at the end of 2014 was 5388814,4
millions CZK. As it is visible in the Figure 3 the volume of deposits of residents
constitutes the most significant item of liabilities of the banking sector 3435304,5
millions CZK at the end of 2014. Dominant item active sides of the balance are loans
granted to residents (credits). Their volume reached 3735017,6 millions CZK at the end
of 2014.

Figure 2 Deposits from Client in Czech banking sector since 1993 to 2014
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In official resources it was not possible to find data for Czech banking sector since 1993
to 2001, so Figure 3 shows just Credits to clients in Czech banking sector since 2002 to
2014. This fact can make the tables not so comparable but it is clear that during years
2002 and 2014 the figures for client’s "deposits and clients” credits are quite similar -
they are closely connected.
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Figure 3 Credits to Clients in Czech banking sector since 2002 to 2014
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Figure 4 expresses the development of the profit from current period in Czech banking
sector since 1993 to 2014. At the beginning of this period were just small profits and

some loss because of the need of economic transformation. Since 2002 there is a clear
almost constant growing tendency.

Figure 4 Profit from Current Period in Czech banking sector since 1993 to 2014
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4 Research Methods

The study examines how bank credit risk affects capital structure, profits and risk. The
used sample contains time series from all banks supervised by the country’s Central Bank
(Czech National Bank). The study uses financial data of the banks collected from Czech
National Bank. The proposed period was from 1993 to 2014. The statistical method of
analysis that has been used is cross-sectional regression analyses with credit risk

exposure as the dependent variable. The explanatory variables include capital (CAP),
liquidity (LQT), and profitability (PRE).

Time series data involves figures from 31.12.XXXX of every year from 1993 to 2014. The
general form of the time series model can be specified more compactly as:
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Yie = a + pXic + it ... (1)

where the subscript i represents the cross-sectional dimension and t denotes the time-
series dimension. The left-hand variable Yi, represents the dependent variable in the
model, which is the firm’s debt ratios. Xit contains the set of independent variables in the
estimation model, a is taken to be constant overtime t and specific to the individual
cross-sectional unit i. If g is taken to be the same across units, Ordinary Least Squares
(OLS) provides a consistent and efficient estimate of g and 8.

5 Empirical Results

As we can see in the following tables the most important for the capital, profitability and
liquidity of the banks are deposits from the clients. From these three variables is the
most dependent on the clients” deposits the Capital in Table 1. Sufficient capital reduces
credit risk very much. When a bank has enough capital it is able to fulfil the needed
liabilities.

Table 1
Capital coeficient deviation  t-statistic p-statistic
Deposit/Credit 1.39692 0.049814 28.04 7.72E-11 **x*
Deposit/Credit by CNB —0.0321271 0.169715 —0.1893 0.8536
Deposit/Credit by other banks 0.370807 0.296478 1.251 0.2395

Source: Data from www.cnb.cz

In Table 2 we can see the dependency of Profitability on clients’ deposits - it is not so
strong, because profitability is influenced also by other elements like investment
strategies very much.

Table 2
Profitability coeficient deviation t-statistic  p-statistic
Deposit/Credit 0.0149454  0.00418062 3.575 0.006***
Deposit/Credit by CNB —0.0115041 0.00951175 —1.209 0.2573

Deposit/Credit by other banks 0.0218274 0.0187538 1.164 0.2744
Source: Data from www.cnb.cz

Liquidity is closely connected to Capital and it is depended on clients " deposits too as can
be seen in the Table 3. Banks are at risk of some unpredictable behaviour like run on the
bank (when a lot of clients withdraw their money at the same time) a clients’ deposits
and liquidity can drop.

Table 3
Liquidity coeficient deviation t-statistic p-statistic
Deposit/Credit 0.922255 0.076652 12.03 3.0E-04***
Deposit/Credit by CNB —0.69773 0.203977 —3.421 0.0268**
Deposit/Credit by other banks —0.03524 0.348708 —0.1010 0.9244

Source: Data from www.cnb.cz

6 Conclusions

Credit risk management is different in the case of large credit exposures and, in the case
of small credit exposures (e.g. consumer loans). For large credit exposures is a strong
emphasis on evaluation and ongoing monitoring of the individual client. External or
internal credit ratings for small credit exposures are more applied portfolio approach is
used rather pointing, which is usually the output of statistical models.

It is clear that total balance sheet has had growing tendency during these years. Volume
of deposits of residents constitutes the most significant item of liabilities of the banking.
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Dominant item active sides of the balance are loans granted to residents (credits). Some
of the figures at the beginning of watched period (1993-2014) were influenced by
underwent economic transformation.

From used time series model it is clear that the most important for the capital,
profitability and liquidity of the banks are deposits from the clients. Those three variables
influence a credit risk and have to be seen in this consequence. Czech National Bank
manages the risk and as we have seen on the data (and it is its philosophy too) it is
more or less successful in stabilising the financial market.
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Abstract: Discussion between advocates of active and passive investments has been
going on for at least three decades. Broadly speaking, evidence in favor of passive
investments against active investment strategies has grown very strong during that
period bringing active investments almost on the edge of obscure methods. The aim of
this paper is to contribute to mentioned discussion by submitting an analysis of
performance of actively managed funds in various stages of business cycle with given
benchmarks within particular time periods and on particular markets. The analysis shall
enlighten relation between outperformance or underperformance of actively managed
funds in comparison with selected indices which can be treated as index products in the
post-financial crisis realm.
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funds, financial markets
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1 Introduction

Active investment strategies has been an only option for individual investors for many
decades and has been dominating investors’ thinking ever since. Passive investment
products, which brought a possibility of passive investment strategies to retail investors
became offered as late as in the 1970s since when passive investing was gaining ground
among public. Such products include index certificates, index funds or ETF. The clash
between active and passive investing is one of the greatest dilemmas within investment
theory and practice. We shall start with defining actively and passively managed
investments: actively managed investments are characterized by an effort to outperform
market yield and reach an excessive return. On the contrary, passively managed
investments restrict themselves to achieve market yield. Active investing carries a
chance for investor to reach an excessive return in exchange for the risk of non-reaching
even market yield. Passive investing can never lead by definition to lower than market
yield.

Since the 1970s index products hand in hand with passive investment strategy enjoyed
worldwide expansion exposing extraordinary difficult task lying before each active
investor - to achieve an excessive return repeatedly and not by chance - which most of
active investors do not. There exist vast amount of studies showing underperformance of
active strategies. Reasons for that are analysed in many books and papers, so we do not
need to analyse them here. However, it deserves several remarks. Whatever choice we
make about an investment portfolio it will always generate transactional costs. Second, if
we are to make informed decisions about portfolio, it will consume at least our time, if
not money.

This paper shall contribute to discussion between proponents of active or passive
investing in the realm of Czech financial market and its retail segment. The aim of this
paper is providing an analysis of performance or outperformance of widely used mutual
funds representing active strategies in comparison with selected indices which are
underlying assets of passive investment products in various stages of business cycle
represented by bull or bear market.
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2 Literature Review

There is plenty of available studies on active or passive investment strategies and
performance and costs of actively or passively managed financial products and their
comparison - notably studying foreign funds and products that are not easily available to
domestic non-professional investors - along with analyses of mixed strategies,
developing models of portfolio management etc. Let us mention “Active Share and
Mutual Fund Performance” by Antti Petajisto (2013) or “Active Versus Passive Index
Management: A Performance Comparison of the S&P and the Russell Indexes” by S.
Gowri Shankar (2007) as a few examples of many. The situation is much different in the
Czech Republic. There is still lack of Czech literature on this issue. We can give an
example of “"Advanced investment strategies in environment of financial markets” of Jan
Budik (2012). There is no recent study known to the author that would provide an
analysis of performance of domestically offered equity funds. Despite this fact we are
able to formulate an hypothesis that actively managed equity funds offered in the Czech
Republic outperform benchmark during economic growth but do not match benchmark in
times of financial crisis and economic downturn.

3 Methodology and Data

Collective investment still occupies a minor position in the allocation of households’
savings in the Czech Republic. Investments to mutual funds accounted for 8,8 % in 2013
while life insurance accounted for 10,9 % the same year which makes about 510 billion
CZK altogether (MFCR 2014). However, unit-linked insurance occupies only a part of life
insurance. Data of CAP (2013) show, that premium paid on unit-linked insurance
exceeded 22 billion CZK only in 2013. Most recent data of AKAT (2015) shows that the
amount of money invested both in domestic and foreign mutual funds offered in the
Czech Republic exceeded 360 billion CZK in March 2015 reaching its all-time high. The
share of domestic and foreign funds in total has been virtually identical for a couple of
years. Most of the sum is allocated to non-equity assets, though. Particularly to bond and
mixed funds, making 117 billion CZK (65 %) both. Mixed funds usually invest large
amount of their equity in stocks, yet it is difficult to quantify the exact sum held in this
type of assets. Equity funds hold almost 67 billion CZK (18,5 %) in assets. There are
some marginal types of funds which invest for the most part to stocks or equity funds
too. These are funds of funds and real estate funds holding nearly 21 billion CZK (6 %) in
assets. For the purpose of our paper we have chosen fourteen equity funds under certain
criteria, which performance will be analysed and compared with three indices in five time
periods. Chosen time periods are shown below:

15t October 2004 till 15t October 2007
15t October 2007 till 15t March 2009
1st October 2004 till 15t March 2009
1st March 2009 till 15t May 2015

15t October 2004 till 15t May 2015

Determination of such time periods deserves some explanation. The first three year era
was characterised by rapid growth of shareholders’ value to all-time high. We begin on
October 1, 2004 in order to have a complete data of performance for all selected funds.
This era peaked in Autumn 2007. In the following time span there was a gradual downfall
of markets culminating in the financial crisis of 2008. The bottom was reached during
February and March 2009, so we took March 1, 2009 as the next and last turning point
from when we have been experiencing markets’ recovery up to now.

Funds that have been chosen had to comply with several requirements. First, they had to
prove sufficiently long track record to be comparable within the whole time span. Second,
they had to invest in an appropriate and unambiguously defined portfolio of assets. Third,
where possible, we picked funds managed by the most significant investment companies,
banks or insurance companies which are offering them to retail domestic customers.
Most of them are open-end mutual funds and many of them also (few of them
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exclusively) serve as an investment option within unit-linked insurance. The first five of
funds contains:

AXA zahranicni fond
CSOB akciovy mix
ISCS Global Stocks FF
NN Global Equity (EUR)
Pioneer akciovy fond

These funds invest in global equities or equity funds with no territorial or sectorial
restrictions. They focus especially on developed countries and equities contained in the
world’s most used equity indices, such as S&P 500, EuroStoxx 50, FTSE 100 or MSCI
World. The MSCI World Index, which some of these funds are explicitly trying to
outperform, proved to be a suitable benchmark for the comparison. The second five of
funds contains:

NN European Equity (EUR)
Pioneer Funds Euroland Equity
Raiffeisen Europa Aktien (R)
KBC Equity Fund Europe
Allianz Akciovy fond Evropa

These funds invest in European equities without sectorial or monetary boundaries. They
focus especially on large international companies from Western Europe contained in the
Europe’s most used equity indices, such as EuroStoxx, FTSE 100, DAX or MSCI Europe.
Concerning the fact that funds’ assets are not limited to equities quoted in EUR, MSCI
Europe has been chosen as the most appropriate benchmark for the performance of
these funds. The last four of funds contains:

ISCS Sporotrend

ING International Cesky akciovy fond
NN Fond ceskych akcii

Akciovy fond Generali

These funds invest in equities which are quoted on Central European stock markets,
namely on the Prague Stock Exchange. It has proven very difficult to find funds with
sufficiently long history that meet this criterion. Therefore we have chosen only four of
them. This group of funds has been purposefully chosen to be compared with the PX
index as a benchmark. All funds we are dealing with are actively managed by fund
managers and explicitly struggle to exceed market yield.

4 Results and Discussion

The comparison of performance of all funds with respective benchmarks resulted in an
outcome which can be best depicted in tables and graphically:

Table 1 Outperformance of funds compared with MSCI World Index in %

AXA ¢soB 1sCs NN Global  Pioneer
zahraniéni akciovy Global Equity akciovy
fond mix Stocks FF (EUR) fond
1.10.2004 - 1.10.2007 -29.80 -8.29 -30.11 0.42 -15.43
1.10.2007 - 1.3.2009 13.67 -7.93 9.41 2.23 1.81
1.10.2004 - 1.3.2009 4.24 -15.22 -3.12 3.66 -4.15
1.3.2009 - 1.5.2015 -27.74 2.69 -2.72 33.70 -28.65
1.10.2004 - 1.5.2015 -8.34 -31.27 -6.74 22.57 -28.44

Data sources: Bloomberg, AXA, CSOB, ISCS, NN, Pioneer
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Table 2 Outperformance of funds compared with MSCI Europe Index in %

NN Pioneer Raiffeisen KBC Allianz
European Funds E Equity Akciovy
. uropa

Equity Euroland Aktien Fund fond

(EUR) Equity Europe Evropa

1.10.2004 - 1.10.2007 0.46 13.05 5.58 2.51 -13.32
1.10.2007 - 1.3.2009 2.41 2.96 -1.85 -3.71 3.30
1.10.2004 - 1.3.2009 3.94 10.60 -0.56 -4.78 -1.07
1.3.2009 - 1.5.2015 50.12 40.84 10.55 16.58 -48.47
1.10.2004 - 1.5.2015 34.27 56.44 5.68 6.89 -34.40

200
175
150
125
100
75
50
25

-25
-50
-75

Data sources: Bloomberg, NN, Pioneer, Raiffeisen, éSOB, Allianz

Figure 2 Performance of funds compared with MSCI Europe Index in %
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Table 3 Outperformance of funds compared with PX Index in %

X ING International Akciovy
Spolrisfend Cesky akciovy ée:kl\‘?:::‘lj(cii fond
fond Generali
1.10.2004 - 1.10.2007 -17.27 -5.01 -33.92 -65.42
1.10.2007 - 1.3.2009 -4.05 2.83 2.97 29.86
1.10.2004 - 1.3.2009 -12.60 4.80 -5.16 22.53
1.3.2009 - 1.5.2015 14.00 51.53 30.88 -27.87
1.10.2004 - 1.5.2015 -11.72 46.10 12.61 9.45

Data sources: Patria, ISéS, ING, NN, Generali

Figure 3 Performance of funds compared with PX Index in %
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Performance of funds compared with MSCI World did not confirm given hypothesis. From
2004 till 2007 all funds except NN Global Equity (EUR), that reached the benchmark,
underperformed in comparison with MSCI World. The slump period from 2007 till 2009
saw a better performance of funds. AXA zahrani¢ni fond and ISCS Global Stocks FF
experienced lesser losses than benchmark while NN Global Equity (EUR) and Pioneer
akciovy fond performed roughly the same as MSCI World. CSOB akciovy mix dropped
deeper than the index. This fund showed relatively worse performance than benchmark
between 2004 and 2009 unlike the others that achieved roughly the same rate of return
(RoR) as did the index. From 2009 till 2015 only NN Global Equity (EUR) has made a
huge recovery which significantly surpassed the RoR of MSCI World. CSOB akciovy mix
and ISCS Global Stocks FF remained more or less equal to benchmark with AXA
zahrani¢ni fond and Pioneer akciovy fond performed notably worse. NN Global Equity
(EUR) within the whole time span was the only fund that outperformed benchmark. The
remaining funds did not achieve its performance.

Performance of funds compared with MSCI Europe brought somewhat different results
that contradicts our hypothesis slightly less. All funds with an exception of Allianz Akciovy
fond Evropa outperformed benchmark in the first period, albeit closely. Their losses
during financial meltdown were approximately the same as those of MSCI Europe. As a
result, NN European Equity (EUR) and Pioneer Funds Euroland Equity managed to
outperform benchmark over the 5-year period from 2004 till 2009. The rest of the funds
underperformed, yet slightly, though. The recovery since 2009 have seen quite different
scheme. Except Allianz Akciovy fond Evropa all funds performed better than index, some
of them massively. This development led to the result that NN European Equity (EUR)
and Pioneer Funds Euroland Equity substantially outperformed benchmark over the whole
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11 years, Raiffeisen Europa Aktien and KBC Equity Fund Europe achieved slightly better
RoR while Allianz Akciovy fond Evropa remained far from market yield.

Performance of funds compared with PX shown quite different results than both previous
comparisons, confirming our hypothesis only marginally. Neither of funds achieved the
performance of the index from 2004 till 2007. Akciovy fond Generali underperformed
quite extremely but it can be explained with the portfolio structure of the fund. It is not
pure equity fund as its name indicates, because it can invest only 80 % to stocks, up to
20 % to bonds or to money market instruments. Between 2007 and 2009 all funds
except Akciovy fond Generali lost very similarly. Only this fund was able to significantly
outperform PX from 2004 to 2009. Post-crisis period have seen similar development to
that of funds compared to MSCI Europe. With an exception of Akciovy fond Generali all
funds more or less obviously outperformed benchmark. This can be partly explained by
poor performance of PX over the last couple of years. Funds in this comparison invest
also to equities quoted on other CEE markets than PSE which generally recovered much
better from the financial crisis. Within overall time span ING International Cesky akciovy
fond outperformed PX by mile, much more than NN Fond c¢eskych akcii and Akciovy fond
Generali. ISCS Sporotrend was the only fund that underperformed.

The results obtained are holding valuable information for retail investors. Based on pure
past performance, it seems reasonable to invest in global stocks index than trying to
outperform it through investing in globally focused equity funds. This conclusion does not
apply to investing in European or CEE stocks since respective funds has been
outperforming their benchmarks in this second period of boom. However, to assess these
investment options more relevantly, it is also needed to analyse the risk of chosen funds
in comparison with indices, which is going to be a further direction of this research.

5 Conclusions

The hypothesis set at the beginning of our study proved to be wrong. In the boom period
from 2004 till 2007 selected indices outperform most funds in this comparison. Only
MSCI Europe was outperformed by most funds. Our thought, that equity funds exceed
yield of an appropriate index was not confirmed. Our second thought, that funds
underperform in time of bear market was not confirmed as well. From 2007 till 2009
funds achieved similar or even slightly better return to indices in each of the three
comparisons we have carried out. In this study we observed an interesting disharmony in
results concerning growth periods from 2004 till 2007 and from 2009 till 2015. While
indices outperformed most funds in the former period, they were outperformed by most
funds in the latter period. Partial explanation of this phenomenon lies in the performance
of the PX index. It experienced an era of an outrageous growth in the former period and
a persistent stagnation in the latter period - unlike MSCI World and MSCI Europe indices
- which contributes to deepening the observed phenomenon. However, we can clearly
observe it at both MSCI World and MSCI Europe comparisons. It could be caused by
numerous factors which deserve further analysis.

References
AKAT (2015). DGvéra ve fondy roste. Retrieved from:
http://server2.solutions.cz/download/3231-tz20150513_1q_2015.pdf.

CAP (2013). Vysledky ¢&lend CAP. Retrieved from: http://cap.cz/images/statisticke-
udaje/VZAP2013IndividulnvsledkyAP2013WEB.pdf.

MFCR (2014). Zprdva o vyvoji finanéniho trhu v roce 2013. Retrieved from:
http://www.mfcr.cz/assets/cs/media/Zprava-o-vyvoji-financniho-trhu_2013_v3.pdf.

105



Optimal Strategies for Tax Policy and Social Policy Tools Mix

Nadiya Dubrovina, Jana Peliova

University of Economics in Bratislava
Faculty of national Economy, Department of Finance
Dolnozemska cesta 1, Bratislava, Slovakia
E-mail:nadija@mail.ru, jana.peliova@euba.sk

Abstract: In the paper the problems of optimal taxation and tax policy are considered.
We use the game theory approach for the mathematical formulation of the problems
discussed in the tax theory. In the paper, we developed own simple matrix game using
the dilemma between taxes and transfers, and ideas for optimal tax-transfers policy.
Combination of taxes and transfers are the example of problem with conflict of interests:
State is interested to get more revenues from taxes and provide less social transfers and
tax payers wish to pay taxes as few as possible, but they are interested in more social
benefits. Our model presents contribution to the analysis of optimal strategies in tax
policy and social transfers mix for sustainability of public finance system.
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1 Introduction

Mankiw (2009) noted, that the standard theory of optimal taxation posits that a tax
system should be chosen to maximize a social welfare function subject to a set of
constraints. Primary focus of modern optimal tax research has been the schedule of
marginal tax rates on labor income. Another approach to define optimal tax system is to
find a commonly acceptable outcome as a compromise for interests of economic subjects
that are different. For this problem we can use a game theoretical approach.

Nowadays the different mathematical models and methods are developed for game
theory, they are varied from simple matrix games to cooperative and evolutionary games
(Frey and Holler, 1998, Seldon and Tsigaris, 2012. An interesting experimental approach
for practical applications as well theoretical issues is emerging in the field of game theory
(Palfrey and Rosenthal, 1988, Seldon and Tsigaris, 2012, Panayiotis 2014). Thanks to the
models based on the game theory we can analyze tax harmonization or competition
between different subjects such as countries, economic sectors, agents, firms, etc.
Beckman (2005) used game theory and matrix game for two countries to explain the tax
competition. The centrepiece of tax competition models is to demonstrate an inter-
jurisdictional mobility of the tax base, which generates an externality to tax policy. For
the situation where the social planner’s goal is to choose the tax system that maximizes
the representative consumer’s welfare, knowing that the consumer will respond to
whatever incentives the tax system provides J. Slemrod (1990) developed the model of
optimal taxation. In this model, the government’s objective of maximizing social welfare
is equivalent to minimizing the total social cost of evasion, where the total cost of
evasion is equal to the excess burden associated with an uncertain tax liability plus the
administrative cost of auditing taxpayers. Cowell and Gordon (1988) demonstrated
solving of an audit problem by audit game in which: a taxpayer chooses whether or not
to report income y. He pays tax ty if reports and pays 0 if he does not report and
concealment is not discovered. If he does not report and concealment is discovered, he
pays tax t, plus fine F. Tax authority (TA) chooses whether or not to audit taxpayer. It
incurs resource cost c if its audits. TA receives due tax ty plus fine F if concealment is
discovered. The tasks in this problem are: to examine equilibrium in pure and mixed
strategies and examine best responses of each player to another.

There are numerous models based on different games which were developed for the
analysis of tax system agents and behavior of taxpayers. In such models psychological
aspects of behavior are taken into the account. Thus, in the standard models of tax
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compliance, it is assumed that the honest or cheating behaviour of the taxpayer is driven
primarily by payoffs she gets from her behavior. Frey and Hollet (1998) suggest that,
contrary to standard criminal choice theory, deterrence does not increase tax
compliance. Their model is based on a peculiarity of the mixed-strategy Nash equilibrium
in 2-by-2 games which was used to explain this observation theoretically. They proved
that the strategy choice of a player is not affected by changes in his or her payoffs
induced by deterrence. Due to empirical observations and experiments Frey and Hollet
(1998) showed that increased deterrence tends to undermine tax morale under relevant
conditions. Thus, the tax policy should not focus to deter but should make an effort to
maintain and raise citizens' tax morale.

The role of social norms and tax compliance are also discussed by game theorists.
Panayiotis (2014) considered the relationship between endogenous tax compliance
norms, formed by the interactions of rationally-bounded individuals in a network, and the
quality of institutions that collect taxes and distribute the public goods to the individuals.
He used the evolutionary game theory framework to characterise social norms and
developed an agent-based model of tax compliance with both institutional quality effects
and local interactions. This paper shows that the effectiveness of the government to
collect taxes increases the determinacy of public good provision. Nevertheless it does not
ensure its maximisation which depends also on the level of inefficient government
expenditure. Using the simulation model he proves, that if the government is ineffective
in performing audits, the welfare from public good provision becomes subject to social
norms.

In search for experimental support Palfrey and Rosenthal (1988) analyzed the results
from a laboratory experiment of equilibrium tax rates, inequality, and income
redistribution. This experiment varies the amount of inequality and the collective choice
procedure to determine tax rates. Authors demonstrate that higher wage inequality leads
to higher tax rates; the average implemented tax rates were equal to the theoretical
ideal tax rate of the median wage worker and negligible deviations from labor supply
behavior or voting behavior in the directions implied by altruism or inequality aversion.

It should be noted that a lot of theoretical as well practical papers are devoted the
problems of optimal tax and income redistribution policy based on the peculiarities of the
institutions and population in different countries (e.g. Sandmo, 1981, Bolton and
Ockenfels, 2006, BrokeSova et al., 2014, Clark and D’Ambrosio, 2014). Alesina and
Argeletos (2002) demonstrated the model for explanation of the cross-country variation
in perceptions of income inequality and choices of redistributive policies. They defined
what determines income inequality; influence the redistributive policy chosen in
a society. They showed two or more equilibria related with traditional behaviour and
beliefs in different countries. If a society believes that individual effort determines
income, and that all have a right to enjoy the fruits of their effort, it will decide for low
redistribution and low taxes. In equilibrium, effort will be high and the role of luck will be
limited, in this case market outcomes will be quite fair and social beliefs will be self-
fulfilled. If instead a society believes that luck, birth, connections and/or corruption
determine wealth, it will tax a lot, thus distorting allocations and making these beliefs
self-sustained as well. Authors argued that the composition of income in equilibrium
depends on tax policy and how the interaction between social beliefs and welfare policies
may lead to multiple equilibria or multiple steady states.

Other example of using game theory is based on the experimental approach. J. Seldon
and P. Tsigaris from Thomson Rivers University, Canada, in their article "The Ultimatum
Game, Distribution of Income and Re-Distribution Policy” considered application of
modified ultimatum game. They used classroom experiments to explore the social
welfare implications of the game, income distribution and re-distributional policies
imposed on the parties (Seldon and Tsigaris, 2012).
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2 Methodology

We use simple matrix game analysing the dilemma between taxes and transfers, and
ideas for optimal tax-transfers policy. In general approach, the main parameters such as
tax rates, minimal personal labour income, amounts of social support can be changed
and new equilibrium are analysed. This game may be developed to solve experimental
economic problem, where participants represent workers and state bodies can choose
their strategies according to their preferences and behavioural aspects. In such cases the
frequencies of players strategies and their payoffs can be analysed and tendencies of
their behaviour during certain time period can be studied.

Assumptions for the Model

Let government of some state considers the possible social policy to support the
population with low income. The government developed three types of strategies to
support the population with quite low incomes: S;, S> and S3. There are three possible
forms of social support: money payment (euro, in cash), food stamps for certain amount
(euro) and payment to public health insurance fund (euro).

According to the social support strategies we set the rules, based on the magnitude of
income after tax (IAT). If personal labour income is less than 500 euro per month, the
tax rate is 5%. In the case if personal labour income is greater than 500 euro per month,
but less than 700 euro per month, the tax rate is 10%. If personal labour income is
greater than 700 euro per month, the tax rate is 15%.

Thus, IAT is defined as:
(1-0.05)-1,if _1<500
IAT =4(1-0.1)-1,if _500< 1 <700
(1-0.15)-1,if _1>700
The government social strategies based on the different combination of social support

(SS): money payment (euro, in cash), food stamps for certain amount (euro) and
payment to public health insurance fund (euro).

Strategy Si:
o if IAT <550
SS =150 euro cash+50 euro food stamps+100 euro health insurance .

o if 550<AT <700,
SS =150 euro cash+100 euro health insurance .

o if 700<14T <700,
8§ =100 _euro _health _insurance
Strategy S::
o if IAT <400

S§S =100 euro cash+100 euro food stamps+50 euro health insurance .

. if 400 < IAT <600 '

SS =100 euro cash++50 euro food stamps+50 euro health insurance .

. if 600 < IAT <800 '
8§ =50_euro _health _insurance

Strategy Ss:
o if AT < 500,
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SS =50 euro cash+50 euro food stamps+50 euro health insurance .

o if 500<IAT <650
SS =50 euro cash++50 euro health insurance .

o if 650<IAT <800
SS =50 _euro health _insurance

3 Results and Discussion

In this section we will demonstrate results for combination of strategies in order to
achieve optimal outcome. One person considers his three possible employment

strategies: W, - to find part-time job and get 450 euro per month;W: - to find full-time

job as sales assistant and get 650 euro per month and W3 - to find full-time job as
bookkeeper and get 750 euro per month.

We can define elements of payoff matrix for each combination of strategies for this
person and government.

If this person chooses strategy W: and

strategy for government is S:. In this case his labour income is 450 euro per month,

income after tax 14T is 0.95-450=427.5 oyro. Because 427.5 <550 euro, he gets
social support of 300 euro from government as: 150 euro (in cash) + 50 euro (food
stamps) +100 euro (health insurance). In total, this person has disposable income
727.5 euro (427.5+300).

strategy for government is Sz. In this case his labour income is 450 euro per month,

income after tax AT is 0.95-450=427.5 ¢yro. Because 400<427.5<600¢yro, he

gets social support of 200 euro from government as: 100 euro (in cash) + 50 euro
(food stamps) +50 euro (health insurance). In total, this person has disposable
income 627.5 euro (427.5+200).

strategy for government is Ss. In this case his labour income is 450 euro per month,

income after tax 14T js 0.95-450=427.5 oyro. Because 427.5<500¢yro, he gets
social support of 150 euro from government as: 50 euro (in cash) + 50 euro (food
stamps) +50 euro (health insurance). In total, this person has disposable income
577.5 euro (427.5+150).

If this person chooses strategy W2 and

strategy for government is S:. In this case his labour income is 650 euro per month,

income after tax 1AT js 0.9:650=585 oyro, Because 350 <585<700¢yro, he gets
social support of 250 euro from government as: 150 euro (in cash) +100 euro
(health insurance). In total, this person has disposable income 835 euro (585+250).

strategy for government is Sz. In this case his labour income is 650 euro per month,

income after tax 1AT js 0.9:650=585 oyro, Because 400 <585<600¢yro, he gets
social support of 200 euro from government as: 100 euro (in cash) + 50 euro (food
stamps) +50 euro (health insurance). In total, this person has disposable income
785 euro (585+200).

strategy for government is Ss. In this case his labour income is 650 euro per month,

income after tax 1AT is 0.9:650=585 ¢yro. Because 500 <585<650¢yro, he gets
social support of 100 euro from government as: 50 euro (in cash) +50 euro (health
insurance). In total, this person has disposable income 685 euro (585+100).

If this person chooses strategy W3 and

strategy for government is S:. In this case his labour income is 750 euro per month,
income after tax AT is 0.85-750=637.5 eyro. Because 500<637.5<650¢yro, he
gets social support of 100 euro from government as: 50 euro (in cash) +50 euro
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(health insurance). In total, this person has disposable income 737.5 euro
(637.5+100).

e and strategy for government is Sz. In this case his labour income is 750 euro per
month, income after tax AT is 0.85-750=637.5 gyro. Because 000<637.5<800
euro, he gets social support of 50 euro from government as health insurance. In
total, this person has disposable income 687.5 euro (637.5+50).

e strategy for government is Ss. In this case his labour income is 750 euro per month,
income after tax [AT is 0.85-750=637.5 eyro. Because 900<637.5<650¢yro, he
gets social support of 100 euro from government as: 50 euro (in cash) +50 euro

(health insurance). In total, this person has disposable income 737.5 euro
(637.5+100).

Table 1 The payoff matrix

Strategy Si Sz S3
Wi 727.5 627.5 577.5
wW: 835 785 685
ws 737.5 687.5 737.5

Source: Author’s own calculations

Using principles of maxmin and minmax we can prove that in this game we have not
Nash equilibrium in the pure strategies.

Using principle of maxmin means that player 1 (Person or tax payer) considers the
lowest possible gains for each its strategies Wi, W2, W3, and chooses the maximum from
them.

a’ = maxmjnal.]. a
I3 157<3 % This value ~%is called as low value of the game.

For strategy S: of the State 1-st player (Person or tax payer) has lowest gain as
min(727.5,627.5;577.5) =577.5

For strategy S> o the State 1-st player (Person or tax payer) has lowest gain as
min(835;785;685) = 685

For strategy S3 of the State 1-st player (Person or tax payer) has lowest gain as
min(737.5;687.5;737.5) = 687.5

Then 1-st player choose maximum value from this set: (577.5; 685; 687.5), i.e.

max(577.5,685;687.5) = 687.5 . The player 1 (Person or tax payer) has guaranteed at least
687.5 euro if State choose strategy Sz, which is the worst for player 1.
So, the best pure strategy for player 1 is Ws.

Using principle of minmax means that player 2 (State) considers the highest possible
loses for itself and chooses the minimum from them.

0 =mjnmaxaj Y
/=313 7 This value 70 is called as high value of the game.

<
According to the basic Lemma in simple matrix game, %o = 'BO.

If Nash equilibrium exists for the pure strategies in the game, then %o :ﬂo.
For strategy W: of the Person 2-st player (State) has highest lose as
max(727.5;835;737.5) = 835

For strategy W: of the Person 2-st player (State) has highest lose as
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max(627.5;785;687.5) = 785

For strategy Ws of the Person 2-st player (State) has highest lose as
max(577.5;685;737.5) =737.5

Then player 2 (State) chooses the minimum from the highest possible its looses, so

min(835;785;737.5) = 737'5. The player 2 (State) has lowest lose 735.5 euro if player 1
(Person or tax payer) chooses the strategy Ws.

In this game we have not Nash equilibrium for pure strategies, because % * 'BO.
But we can find Nash equilibrium for mixed strategies.

At first we can simplified the payoff matrix:

727.5 627.5 577.5
835 785 685 835 785 685
737.5 687.5 737.5) \737.5 6875 7375

because strategy W2 dominates strategy W:.
Then

835 785 685 785 685
737.5 6875 737.5) 6875 7375

For last payoff matrix we can write simple system of equations:

Vi=T785p +687.5:p, =V _ the expected gain of player 1, if he chooses strategy S:

from last payoff matrix with probability Pr and chooses strategy S: with probability p2,
and player 2 realized his strategy S: from the last payoff matrix. So, for player 2 his

vector of probabilities q is (1,0) .

Vo =685-p, +737.5-p, =V _ the expected gain of player 1, if he chooses strategy S>

from the last matrix with probability P and chooses strategy S: with probability pZ,
and player 2 realized his strategy S: from the last payoff matrix. So, for player 2 his

vector of probabilities q is (0.1) .

So, Pi and P2 are the probabilities of strategies of player 1 from the last matrix.

In addition, 21 T P2 =1,

Solve this system and find optimal P and p2, and V.

" 737.5-687.5 1 . 785—-685 _2
P P 785—-685-687.5+7375 3

" 785-685-687.5+7375 3

785-737.5-687.5-685 _ 10800 _ 720

 785-685—687.5+737.5 150

In similar way we can find optimal probabilities for player 2 (State).
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. 737.5—-685 035 4 785—-687.5

q, = = 4, = =0.65
785—685—687.5+737.5 785—685—687.5+737.5

So, the recommendation for player 1 (Person or tax payer) is to realize strategy W: with
1 2

probability 3 and to realize strategy W3 with probability 3.

So, the recommendation for player 2 (State) is to realize strategy S> with probability
0.35 and to realize strategy Sz with probability 0.65.

4 Conclusions

Nowadays a lot of examples of game theory applications are developed for the different
problems in tax theory and taxation. Models, which based on the game theory approach,
allow to find the optimal strategies for the different players in the condition of conflicts of
their interests. Problems of taxes and transfers are the example of problems with conflict
of interests of two opposite side players: (1) State is interested to get more revenues
from taxes and provide less social transfers and (2) tax payers wish to pay as low taxes
as possible, but they are interested in more social benefits. So for the analysis of this
social dilemma it is possible to use game theory and matrix model.
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Abstract: The aim of the contribution is, based on the solving tasks of specific
researches, express systematically adaptive environment of the modern intelligent
cashless payment system as a cybernetic model aimed to the safety profile of the future
system integrated electronic banking. To inform mainly experts of the possible use of the
environment modeling in the new cybernetic space (cyberspace). Furthermore express
methodology of the research work of an investigator team with regard to the necessary
integration processes in the areas of banking and business. This all is in the systematic
concept of modern electronic background processes in information and especially in the
beginning knowledge economy of globally conceived world which is supported by new
tools of cybersecurity progressively resist to cybernetic war (cybernetic attacks and
cybernetic terrorism). The contribution is expressed in terms of the application of system
theory, cybernetics and artificial intelligence, from the other side it is expressed in terms
of the expected practical applications in the new economy of the world and especially in
the new economic cybernetics.

Keywords: economic cybernetics, electronic banking, system integration, cybersecurity,
cyberspace

JEL codes: 032, F15

1 Introduction

The new economy (now seen as an electronic economy (e-economy) and gradually
formed as economic cybernetics - Fig.1) will be based on quality and high - accurate,
secure and accurate (especially deterministic) information. It is also based on
identifiable knowledge (Dvorak, 2015) come from dynamic processes of civilized,
cultural and information - globalization world. Thus accepted the new economy will be
high - adaptable and sensible to changes of the basic systems of the economic
environment and global geopolitical relationships in terms of structures and behaviors of
the system center of the environment. The system environment will depend on perfect
and safe working managed processes in hierarchical and adaptively structured spatial
and time organized cyber systems. Especially existentially related cyber systems
(specific defined information systems) with safe and powerful information and
communication technologies (ICT). Modern economic cybernetics must also define
the necessary cyberspace (the cyberspace) as an integrating environment for defined
cybernetics (Norbert Wiener - 1945) as the science of "management and communication
of information in living and inanimate organisms."

The basis of partial specific - defined knowledge (Jankova and Dvorak, 2014a), (Jankova,
2015) the mentioned world will be philosophical background of theoretical disciplines
derived from the modern concept of the laws and regularities of Theoretical Physics, and
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especially Systems Theory and other disciplines incorporated into Theoretical
Cybernetics. Further to Applied Cybernetics which is presented by number of areas
represented by the Information Theory, Model Theory and modeling, etc.

The essence of systemic understanding (Jankova and Dvorak, 2014b) of the world
will be transformation of the system to the model and exploration of these models
by modeling process to the modern environment represented by the Technical
Cybernetics (today represented by a powerful computer system- represented, for
example, networks, PCs or fast and large computers with high massiveness). Process
modeling and simulation can provide a range of results suitable for optimal structures
and behaviors of the analyzed systems with the aim of realizing in the economic systems.
Even finding safety criteria as very interesting area of current and high-cruel future
cyber war of investigated and implemented cyber security in that new economy.

The important areas of the new economy will be the system (Dvorak and Urbanovsky and
Jankova, 2014) of the financial markets with active areas of the banking system and in
this period, especially the development of electronics represented by electronic
banking (e-banking).

Research tasks on which was created specific challenges represented by solutions of
tasks “Analysis, creation and testing of models for valuing financial, investment and
hedging assets and their usage for prediction the emergence of financial crises” and
“Effective Use of ICT and Quantitative Methods for Business Processes Optimization”.

Based on the above-mentioned specific research tasks were now made the contribution
"The options of adaptive modeling environment in cyberspace of secure electronic
banking”. It is an integral part of the modeling and survey of the selected options of the
safe electronic banking in the newly conceived environment - cyberspace management of
electronic banking with aim to introduce to the professionals selected tasks in the
conference focused on the European financial systems.

Figure 1 Cyberspace of modeling of electronic banking in the dynamic environment of
information globalized world

Dynamic processes civilized and cultural and
informational globalized world

Cyberspace aof the new economy

Cyber security

Economic cybernetics

ELEKTRONIC
BANKING

MODEL AND MODELING OF
ADAPTIVE SAFE ELECTRONIC
BANKING

Source: Own resources

Nowadays the topicality of solved tasks in the new cyberspace is expressed especially in
the information resources of the world primarily as partially understood problems which

115



are focused for example on the legal, economic and technical environment of safety of
electronic background of modern trades banking (Mason, 2012), (Philips, 2012)
(Wechsler, 2012), (Li Feng, 2001), (Joshi, 2010), (Collins, 2013).

2 Methodology and Data
Research methodology oriented to a defined cyberspace

Very quick - developing methodology of science and research (particularly in the current
revolution in the information technology area) is now focused on the systematic
expression of the real environment and method applications of artificial intelligence
and theory of recognition of the environment with considering of identification of
appropriately selected systems. Attention is also focused on the possibility of using digital
environment and ICT tools for solving of the models with the preferences of modern
cybernetic systems. In the contribution we focus on the creation of models and
modeling adaptable and safety electronic banking.

In the proposed and solved specific studies was accepted research methodology and
corresponding methods of applied cybernetics. All for the gaining of appropriate
model systems and modern modeling with respect to the possibility to identify abstract
models for electronic banking in the modern cybernetic space (cyberspace) of the
economic cybernetics. The necessary binding element in the whole methodology is a
system concept of philosophy and suitable expressed methodology with considering of
the applications of the theory creation and exploration of the found results on the
modeling the digital environment modeling.

Figure 2 The options of adaptive modeling environment in cyberspace of secure
electronic banking

CYBERSPACE ICT tools for creating model and modeling

The spatial arrangement
of hierarchically
structured cybernetic
systems of the
electronic banking

MODEL and modeling of adaptive safe
electronic banking (Fig.1)

Means adaptive modeling environment (using adaptive
algorithms systems), cyber security, dynamic environment
spatially structured models of cybernetic systems, simulation and
creation of neural networks etc.

Source: Own resources
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The options of adaptive modeling environment in cyberspace of secure
electronic banking

The creation of cybernetic electronic banking system (Fig. 2) is based mainly on spatially
arranged three-dimensional link of control and managed subsystems and organized sets
of input information - known as cybernetic strategy subsystems of the complex
cybernetic system, organized sets of input information- known as the target behavior of
cybernetic subsystems and substantive feedback as a set of specific links of cybernetic
subsystems and the entire complex cybernetic system). The whole spatially organized
cybernetic electronic banking system is located in the dynamic environment of
information globalized world (the external real-time environment). Further, the
cybernetic system and its model located and temporally presented in a dynamic
environment of cyberspace of the ICT tools (Fig. 1) and is dependent on the internal real-
time conditions of use of adaptive algorithms according to Fig. 2.

3 Results and Discussion

The options of mathematical modeling for system solution of subtasks
(modules)

We can express the required module characteristics by mathematical model (subsystem
of cybernetic system), for example using frequency-phase characteristics, stability
cybernetic system modules, subsystems cyber limit states corresponding with crisis
situations of the systems, optimal structures and behavior of systematically conceived
object management, adaptability options of cybernetic systems and others.

The possible proposal of an adaptive system algorithm with the model can be
summarized by the equation (1), and be created on the PC using the gradient method
(Krupka, 2009). Default mathematical model: objective function

J = J(w,v,q,a) = a(t)® = [ym(t) - ys(t)]? (1)
where:w - vector of the control variable,

v - vector of the defective variable (deviations),

q - vector of adjustable parameters of the regulator,

a - adaptive deviation,

ym - output model variable,

ys - output system variable.

During system adaptation we are looking for the value q* (vector of control adjustable
parameters) in the model when it will be valid that in case of given values w (vector of
control variables) and v (vector of disturbance variable expressed by deviation in the
system) is a sub-task of finding of extreme values of criterion features:

J = J(w,v,q*,a) = minqgI(w,v,q,a) (2)
it is valid if
gradq J(w,v,g*,a) = 0 (3)

Then it leads to the determination of the parameters q (vector of adjustable parameters
of the regulator). Change the parameters can be determined by the algorithm when we
use the gradient method to adapt the system which is expressed by the total model:

dq/dt = -c.gradq J(w,v,g*,a) 4)
where c is the appropriate selected constant.

During solving of specific subtasks we creating systemic definition of "sub-models" for
example, using a regulator with variable gain q (vector of adjustable parameters of the
regulator) which actually represents the regulator as proportional part with transfer q.
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The aim of the modeling is to find a suitable (optimal) coefficient of the controlled object
expressed mentioned variable a (like adaptive deviation). Thus it is possible to use
obtained transfer function as a set of state variables in cyberspace of various parts of the
adaptive system suitable for comprehensive assessment of secure electronic banking.
Comprehensive in that very complex hierarchical environment with segmented models of
the environment of the adaptive secure system (presented in the literature as
environment cybernetic system model).

4 Conclusions

The aim of the contribution is to express and describe the new methodology of modeling
and therefore partial solutions of the adaptive system of secure electronic banking. The
new cybernetic view of the solving of the difficult banking environment was gradually
solving on the basis of specific research tasks. Further to express the methodology the
research project of the team comprising investigators with regard to the necessary
integration processes in the areas of banking and business. The contribution is expressed
in terms of applications theory, cybernetics and artificial intelligence and from the other
side expected possibilities of mathematical modeling of practical problems of the
mentioned environment - especially in the new economic cybernetics.

The foundation was to express systematically the adaptive environment and the example
was finding the possible modern intelligent cashless payment system as a cybernetic
model towards a safety profile of the future — systematic integrated electronic banking.
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Abstract: Research projects in the area of financial management of holdings deal mainly
with transfer pricing, an overall assessment of mergers and acquisitions and valuation of
concerns. This paper presents research on holding companies in relation to cash
management. The research included 15 holdings, comprising 188 business enterprises on
the date of the research. The research was performed at holding companies (parent
companies) and selected subsidiaries. The research was carried out in two stages. The
first stage consisted of a questionnaire survey. The second stage consisted of meetings,
interviews, phone and email communication with representatives of the holding
companies. The research identified the reasons for the creation of a holding, and the
advantages and disadvantages of a holding with an emphasis on cash management. The
benefits of a holding were found especially in reducing risk, reducing the volume of
invested capital and the ability to effectively manage cash flow.

Keywords: holding company, reasons for creating a holding company, diversification of
business risk, advantages and disadvantages of a holding company, net working capital,
cash management
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1 Introduction

The Article deals with research into the specifics of the financial management of holding
companies. Researches show that concentrated ownership is positively linked to
efficiency and in addition, that vertically or horizontally related enterprises are very
common. This is confirmed by researches carried out by Hanousek, Ko¢enda and MasSika
(2012), who examined the development of enterprise efficiency using an extensive panel
with more than 190,000 observations per enterprise and per annum in the period of
1996-2007. They found that concentrated and foreign ownership is positively linked to
efficiency. Holdings are an intensively used form of business enterprise, La Porta and
Shleifer (1998). Khanna and Yafeh (2005) explored business groups. It was found that
business groups, both vertically (pyramids) and horizontally related, occur very
frequently in developing markets. There are various kinds of integrated ownership
researches, Ko¢enda and Hanousek (2012a and 2012b).

As Stern and Chew indicate (2003), the basic content of financial management is the
maximization of the value of an enterprise. A holding may achieve the maximization of
enterprise value, in particular, through the following:

e Tax savings - using transfer pricing, taxation in low-tax countries;

e Increasing the market share by means of acquisition of another company or the
existing companies;

e Reducing the volume of the invested capital — unused capital in individual subsidiaries
of a holding can be transferred to other companies, thus reducing the volume of the
total invested capital. A way to reduce the volume of the capital invested is cash
management.

The research aim of the article is to describe and analyse the reasons for creating
holdings, the advantages and disadvantages of the holding structure of enterprises as
perceived by managers of such enterprises. In addition, it aims to identify synergetic
effects resulting from mergers of enterprises with an emphasis on cash management.
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2 Methodology and Data

The crucial problem within the research into holdings in the Czech Republic is the difficult
identification of holdings. Unless a company declares itself to be part of a holding, it is
very difficult to determine such a fact.

Pursuant to Czech legislation, entrepreneurial entities are obliged to publish accounting
and legal information which demonstrates the transparency of their business. Such
information is published through the Commercial Register. The published documents
include, in particular, financial statements, annual reports and related party transaction
reports. In particular, the last of the afore-mentioned documents is important as it
informs about relations between the individual companies and describes control. Control
is a means to create a holding. The problematic aspect is the very low number of
enterprises which publish this information. An audit performed by the Supreme Audit
Office in 2012 showed that for 2010, a total of 74.01% of limited-liability companies and
57.33% of joint-stock companies failed to publish their financial statements or annual
reports.

The article has been put together based on information obtained by researching primary
and secondary data.

The primary data consists of holding companies and their subsidiaries. The research
involved a total of 15 holdings which brought together, as of the date of performing the
research, a total of 188 entrepreneurial entities (i.e. independent accounting units). With
respect to 12 holdings, research was carried out in the parent company. Only in the case
of three holdings was the research carried out in just one of their subsidiaries as they are
international holdings into which the particular subsidiaries were integrated.

In the first stage, research was done based on a questionnaire survey. The questionnaire
survey was followed by a part of the research which consisted of specifying, completing
and understanding the answers. It included personal meetings, interviews, phone calls
and email communication with the representatives of individual companies. Great
emphasis was put on questioning persons disposing of sufficient information about the
operation of the holding. This involved, in particular, owners, directors, chief financial
officers of holdings, chief financial officers of individual companies and chief accountants.

The follow-up survey can be divided into the following parts:

1. Identifying the group in terms of the duration of existence of the holding, the area of
business, number of companies within the holding, the total amount of consolidated
revenues, locating the registered office of the company, etc.;

2. Identifying the ownership and organizational structure of the examined holdings;

3. Identifying the reasons for creating a holding and verifying the fulfilment of
expectations as well as defining the advantages and disadvantages of a holding
structure.

Questions were formulated based on the published literature which summarizes the
reasons for the creation of holdings (see, for instance, Machon, 1997; Marek, 2009;
Mafrik et al., 2011; Pavelkova, 2009; Valach et al, 1999), or derived from the reasons for
mergers and acquisitions (see, for example, Sedlacek, 2015 and 2014; and Kfizova,
2014).

In the next stage, research was carried out based on secondary sources, in particular,
financial statements, annual reports and related party transaction reports on relations
between the controlling and controlled persons and other persons controlled by the same
person. The research involved the data of companies having their registered office in the
Czech Republic. In this case, 32 entrepreneurial entities were examined. The objective of
this research was to identify the characteristics of a holding in relation to cash
management. The author of the paper proceeds on the fact that the effect resulting from
the merger of enterprises (the creation of a holding) means a cash management
advantage.

121



As pointed out by Reznakova, M. et al., (2010), enterprises amalgamated to create a
group attempt to profit, in particular, from the central management of cash flow and
from generating income tax savings resulting from a higher rate of indebtedness of
subsidiaries. Holdings that manage cash flow effectively may achieve competitive
advantages with respect to other entrepreneurial entities; see Ficbauer, D. and
Reznakova, M. (2014).

Cash management represents, in the conditions of holdings, the use of specific tools of
financial management, among which the respondents included loan agreements, intra-
holding factoring, the payment of dividends in favour of the parent company, the use of
transfer pricing and cash pooling. Cash pooling represents a high form of cash
management in a holding company. It enables the pooling of cash from all the
enterprises in the group in a joint bank account and the transferring of cash from surplus
entities to enterprises with a temporary lack of cash. See Reznakova (2010).

As it has already been mentioned, the research concerned a total of 15 holdings.
Although the number of examined holdings was low, the information obtained may be
regarded as relevant considering the difficult identification of holdings.

The number of holdings active in the Czech Republic was also verified based on the
information obtained from the AMADEUS database. The number of enterprises that
reported consolidated financial statements in 2009-2012 was as follows: 2009 - 45
enterprises, 2010 - 43, 2011 - 37, 2012 - 26.

Holdings included in the research have existed in the holding structure for several years.
Only one of the examined holdings was created in 2013. The duration of holdings is
important in order to assess the financial management policy in relation to cash
management. The longer a holding exists, the more easily comparable are changes in
financial management. The respondents answered in the affirmative that they were
interested to remain in the holding as long as possible. The respondents also indicated
that the results of individual companies, and of the holding as a whole, were assessed
based on monthly, or quarterly financial statements. Most companies did not prepare any
interim financial statements. They only entered all the relevant accounting cases in the
particular month (or quarter) so that individual months (or quarters) were mutually
commensurate. This concerns, in particular, the posting of depreciation/amortization,
accruals, contingencies, provisions, etc.

With respect to the branches of business, the examined holdings operated in various
sectors. The most represented sectors included the processing industry (43% of all the
holdings) and services (28%).

As regards the number of companies which make up a holding, most holdings can be
regarded as small. Holdings with 1 to 5 enterprises (53%) and holdings with 6 to 10
enterprises (27%) prevailed in the research. One of the examined holdings reported up
to 80 enterprises within the group.

Theoretical Framework

Czech law, specifically Act No. 90/2012 Coll. (Collection of Laws) on commercial
companies and cooperatives (Law on commercial corporations), does not define the
minimum number of companies which make up a holding. Only the relationship between
the controlling and controlled persons is identified. Hence, theoretically, a grouping which
consists of only two companies, one of which is the parent company while the other one
is its subsidiary, can be regarded as a holding. It can be inferred from the practice that
certain companies where the parent company owns one or two subsidiaries often do not
approach financial management as if it was a holding. Only holdings were included in the
research in which the controlling party recognizes the existence of a holding structure
and its specifics.

The size of holdings by the amount of revenues varies. Again, it can be stated that as
regards the amount of revenues, they are rather smaller holdings. One third of the
respondents reported a turnover of up to 100 million CZK, while another third a turnover
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ranging from 101 to 500 million CZK. In total, three examined holdings exceed a
turnover of one billion CZK.

The registered office of parent companies of the examined holdings is located, in most
cases, in the Czech Republic (60% of all the holdings), or in other EU countries (26% of
all the holdings), such as Slovakia and Netherlands. Some parent companies have their
registered offices located in the U.S. and Japan. Most respondents reported that the
registered office of the parent company is mostly determined by the historical
development of the company and mostly follows the incorporation of the first company
(which means the first company before the creation of a holding). Largely, the parent
company is the main recipient of dividends obtained from other subsidiaries. Therefore,
the registered office of the parent company is usually, according to what was reported by
the respondents, analysed with respect to the tax burden of dividend payment; both
from subsidiaries towards the parent company and from the parent company towards the
shareholder. As mentioned below, tax planning is not the focus of interest of holding
companies.

3 Results and Discussion

The research showed that 46% of the respondents were 100% owners of subsidiaries,
while a total of 80% of holdings owned more than 61% in their subsidiaries. The
respondents reported that there were two options to enforce the parent company's
interests in a subsidiary:

1. the ownership of the highest possible share, or
2. the ownership of the highest possible share but only up to the value which triggers
control of a subsidiary.

All the respondents positively mentioned their endeavour to apply the first option. The
ownership of the highest possible share, which should be close or equal to 100%
ownership of a subsidiary, means for the respondents fewer problems with minority
owners and the opportunity to influence the situation in a subsidiary in a fast and
efficient way. In particular, it concerns the ability to replace the members of the
governing bodies. The respondents believe their endeavours are mostly limited by the
high financial requirements of minority owners, as regards the repurchasing of their
shares. According to the respondents, financial means are the only distinctive limitation
in achieving 100% ownership of a company. In certain cases, the law provides for
squeeze-out. This refers to the compulsory cash compensation of minority owners, even
against their will. If there is a possibility of squeeze-out, the respondents always use it.
The ownership of the highest possible share only up to the value which triggers control of
a subsidiary usually represents a 40% share in the company's voting rights.

The research showed that a total of 67% of companies under review had a pyramidal
structure (the parent company owns subsidiaries and the latter own other subsidiaries -
second-tier subsidiaries). The remaining holdings under review used a radial structure
(the parent company owns both first-tier subsidiaries and second-tier subsidiaries), or it
was a mixed type. This form of holding arrangement in developing markets is also
confirmed by Khanna, Yafeh (2005).

Another part of the research focused on distinguishing between horizontally-integrated
holdings (companies with similar objects), vertically-integrated holdings (companies at
different points of the same production path) and the conglomerate type of holdings
(companies with different objects). All these types of holdings were almost equally
represented in the research. The respondents said:

1. In principle, holdings stick to one or two scope of business.

2. The primary objective of all the examined holdings is a horizontally-integrated
holding. The follow-up objective is to obtain the highest possible market share and to
maximise the value of an enterprise (or the entire holding).

3. A vertically-integrated holding is, according to the respondents, a secondary influence
which is related to the fact that it is not possible to continue to build a horizontally-
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integrated holding. The reason why this happens results from the restrictions
represented by the market and legislation.

a. Legislation restricts horizontal holdings, in particular, at the level of mergers of
enterprises with similar or identical objects due to the risk of taking control
over the market. Law compliance is monitored by the anti-monopoly
authority.

b. The market restricts horizontal holdings especially by the fact that obtaining a
higher market share through the acquisition of another competitor is usually
more expensive, the more acquisitions have been previously made. The more
a holding is known to be interested in its competitors, the more it increases
their price.

Consequently, a vertically-integrated holding is the by-product of the holding's
operations as any further continuation of a horizontally-integrated holding is not
possible. Most frequently the respondents indicated the efforts to take control over
one or several key suppliers, or customers. As regards suppliers, they were in
particular suppliers of key raw material or semi-finished products. As regards
customers, it mainly involved influencing the distribution chain - the acquisition of a
wholesale business or an established e-shop.

4. A conglomerate holding is, according to the respondents, the result of coincidence
rather than efforts. It occurs when a holding has already been through both previous
holding stages: horizontal as well as vertical. With respect to the conglomerate
holding, the respondents largely reported the negative characteristics of this type of
holding rather than its positive characteristics. Certain negative characteristics of a
conglomerate holding did not appear with the horizontally- or vertically-integrated
holdings. It mainly concerned the following:

a. Unclear management of all the companies within the holding;

b. The impossibility to apply standardised methods of management (especially in
cash management) to subsidiaries which are, due to their objects, outside the
horizontally- and vertically-integrated holding;

c. A low level of satisfaction with the ownership of companies which are outside
the horizontally- and vertically-integrated holding due to their objects.

The reasons for creating a holding company may vary for individual holdings. Based on
the respondent's answers, the most frequent reasons were the ones described below.

e Obtaining a competitive advantage in a certain area consists of the coordination of
selected activities with all the companies within the holding. It means coordination in
the purchasing, manufacturing and sales policies. When purchasing commodities, the
holding's individual companies act as a whole, thus improving their bargaining
position. They achieve better prices and better sales conditions (for instance,
warranties, service, packaging). Manufacturing processes are being coordinated.
According to the respondents, individual processes are often dislocated in various
subsidiaries which do not create a product for the final customer but only an
intermediate product for another subsidiary. Mostly, only one or more selected
companies within the holding enter the market and offer a product for the end
customer. Sales policy is usually synchronized with individual companies. Outwardly,
companies act as a single enterprise and are often represented by a single logo
(trademark).

e Increasing the market share:

0 Increasing the market share through the existing companies which try to
obtain a higher business share to the detriment of their competitors - this
method is usually considered by the respondents to be lengthy and, from the
point of view of obtaining a higher market share to the detriment of
competitors, less effective.
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o Increasing the market share through the acquisition of another company - this
method tends to be regarded by the respondents as faster but bearing a
considerable risk potential. Almost a half of acquisitions are considered by the
respondents to be unsuccessful, which corresponds with the information
indicated by Cartwright and Schoenberg (2006). The acquisition of a company
is also a means for the holding to distribute the risk. A holding company
behaves in this way if it has a surplus of financial means. The acquisition
represents another part of the portfolio, similar to the financial portfolio of a
small saver.

The creation of a holding is assessed by the respondents as being generally positive. A
total of 94% of the respondents reported the fulfilment of expectations as a result of
creating a holding higher than 50%. Of which a total of 40% of the respondents reported
the fulfilment of expectations as a result of creating a holding equal to 100%. On the
other hand, some respondents were not able to answer the question regarding the
fulfilment of expectations as the holding had already existed for a long time (in one case
for over 50 years).

The respondents indicated the following advantages of holdings as being the most
important ones:

Cash management
Market share increase
Investment Savings
Liability

Cash management and investment savings were reported by the respondents as the
main advantage in 43% of answers. In addition, the research showed that parent
companies which manage cash flow effectively dispose of a higher net working capital,
while subsidiaries dispose of a lower net working capital.

The possibility of transferring funds between the individual companies reduces
requirements for the volume of the invested capital. If funds were not transferred within
the holding (for instance, loans), more capital would have to be invested. At the same
time, the possibility of transferring funds represents the possibility of managing the
capital costs of the individual companies. Hence, this enables the influencing of capital
costs, control of their minimization, or the optimization of the capital structure of the
entire holding.

More detailed inquiry regarding liability optimization showed that the respondents
indicated two ways of perceiving the advantages of liability.

e Each company is responsible for its liabilities independently, which is considered to be
the main advantage in the event that any of the enterprises grouped within the
holding is unsuccessful in business (for instance, the lack of liquidity, problems in the
payment of liabilities, failure of the business plan, etc.).

e Individual companies within the holding have mutual liability. A relatively small
subsidiary with small assets can offer large guarantee, for instance, in the case of
loans.

It results from the above that the holding ownership structure diversifies business risks.

The respondents reported not only positive but also negative aspects of a holding
company. The following elements were mentioned as disadvantages of a holding:

e Profitability
® Taxes
e Unclear management

The research showed that the acquisition of another company either reduces the
profitability of the entire holding company or maintains its profitability at a constant
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level. The respondents said that during an acquisition, profitability increase expectations
within the holding often tended to be high, but remained unrealized.

It was interesting to see that the respondents did not at all mention tax planning as an
advantage of the holding but rather as a disadvantage of it. A more thorough
examination of this fact showed that the primary objective of a holding is neither tax
planning nor the subsequent tax optimisation. The respondents reported the high
requirements determined by the accounting and tax laws applicable in the various
countries according to the registered office of individual subsidiaries as being
disadvantages. A holding often uses the established methods of financial management. If
it enters another market via acquisition, these methods are usually inapplicable. By way
of example, the respondents mentioned, in particular, accounting and tax laws. It is often
impossible to use standardized financial statements (i.e. balance sheet, income
statement, cash flow and statement of changes in equity) and trial balance, standardized
account assignment, etc. Financial statements and trial balance are usually the basic
documents and a source for the related reports, such as net working capital, liquidity
level or assets turnover ratio.

Different legislation in individual countries results in high costs of financial management
of the entire holding and also of external services, such as legal, auditing as well as
accounting and tax services. In this regard, it should be mentioned that certain holdings
are publicly designated as companies which consciously avoid the payment of taxes in
the country of the parent company's registered office, taxing most of the profit in the
country of one of its subsidiaries. This applies to, for example, such companies as Apple,
Google or Starbucks.

Most respondents indicated that with the increasing number of companies within a
holding or with the growth of the existing companies of a holding (as regards the amount
of revenues, headcount, the size of assets, etc.), the demands of the entire holding
management, especially from the financial and HR perspective, increased. In this regard,
it should be mentioned that most managers did not realize (and confirmed during
interviews) that unclear management is noticeable also with companies which have no
subsidiaries if they have an elevated number of employees, higher revenues and more
assets. Therefore, it is not the sole preserve of holdings. As a consequence of increasing
business activities, managers of such a company would basically be forced to create
certain parts - departments or divisions (manufacturing division, sales division, and
more). Without such differentiation it is very problematic to follow the performance of
individual activities. Equally problematic is to clearly answer the question of which
activities are profitable and which are loss-making. Differentiation by parts is crucial for
monitoring expenses and revenues, and in particular, for calculations.

4 Conclusions

The article aimed to find out the reasons for creating a holding and what advantages and
disadvantages a holding structure brings. Answers of the respondents, who represented
holdings, were used. The reasons for creating holdings were identified: they involve
obtaining a higher market share as well as a competitive advantage in a certain area.
This represents the coordination of selected activities with all the companies within the
holding. Synergetic effects were identified resulting from the merger of enterprises, with
cash management being indicated as the main benefit for holding companies.

Using specific tools of financial management, holdings can control their cash flows. Loan
agreements, intra-holding factoring, the payment of dividends and cash pooling were
identified as the prevailing tools. It was found that companies which effectively manage
cash flow and can transfer funds between individual companies within the holding reduce
requirements for the volume of the capital invested. Another important advantage of a
holding company was seen in liability, both in risk diversification and in the possibility of
mutual liability between the individual companies.
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The disadvantages of a holding structure were identified as being complex tax planning,
the differing accounting and tax laws in the various countries according to the registered
office of individual subsidiaries, the inability to apply standardised financial statements
and accounting operations and the consequent unclear management.

As already mentioned, the basic problem within the research into holding is the difficult
identification of holdings. The research involved a total of 15 holdings which brought
together, as of the date of performing the research, a total of 188 entrepreneurial
entities. The author highlights limitation of research conclusions which gives this research
sample. The author refers to the similar research of authors Vitali, Glattfelder and
Battison (2011), who similarly state that is not yet appropriate methodology for carrying
out a qualitative research on a large sample of holdings.
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Abstract: Subjects of financial markets who invest their funds in financial derivatives
undergo high risks. The way how to protect from risk portfolio that includes warrants
may be delta-hedging and gamma-hedging. The former is immune to the small changes
in underlying asset's price and the letter even for greater changes in price. In this paper
we try to answer the question what is the small change in price of an underlying asset.
For this purpose we construct 50 portfolios which are delta-neutral and observe and
compare how their value reacts to the certain levels of volatility of the underlying asset's
price. The results show that there is no certain level of volatility which may be stated as
small, however we found out that for medium level of volatility delta-hedging is
successful for approximately 87% of reducing risk. The research is based on prospecting
real financial markets. Data is gathered from Frankfurt Stock Exchange from year 2015.

Keywords: warrants, delta-hedging, portfolio, Frankfurt Stock Exchange
JEL codes: G11, G12, G15

1 Introduction

When investors construct their portfolios they might be interested in avoiding risk
associated with the securities involved in the portfolio. Otherwise they may face
unpredictable losses in the future. Assuming investing to warrants one method which
may be used is delta-hedging. The basic idea in this case is that we add certain amount
of underlying shares of that particular warrant to the portfolio and make it delta-neutral.
Having done that our portfolio is resistent to the small changes in price of the underlying
asset, e.g. share. We can imagine several numbers in relation to the term small changes.

This method, delta-hedging, is derived from Black-Scholes option pricing model (Black
and Scholes, 1973) which we can under certain assumptions apply on pricing warrants as
well. We have decided to follow their approach although Bakshi et al (2003) states that
stochastic volatility modelling is stronger than standard Black-Scholes model. Also Nandi
(2000) and Clewlow (1997) tried to investigate optimal delta-hedging strategies.

Another feature of delta-hedging is that it is expensive in terms of transaction costs as
we have to rebalance the portfolio often to stay in the delta-neutral position. In our
paper we omit these transaction costs as we do not rebalance the portfolio during its
existence. As we have shown in previous paper even if the portfolio is not rebalanced
more than 70% of risk might be avoided (Florianova, 2015). The relationship between
volatility of the underlying asset’s price and the amount of avoided risk of the portfolio
has not been found yet.

2 Methodology and Data

We make analysis in the standard Black-Scholes option pricing model. We use warrants
which have shares as underlying assets. We assume that the price of a warrant is
approximately equal to the price of an option. Also we assume that the price of an
American call warrant is approximately equal to the price of an European call warrant:

WS, K,r,T,0) = S,N(d,) — Ke-""N(d,) (1)
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where S; stands for a spot price of an underlying asset of a warrant, K is a strike price, T
is time to maturity, r is riskless interest rate, o stands for volatility and N(-) represents
distribution function of normal distribution and

2
1n50+<r+0—)T
d, = —% 2 2)
oNT
2
lnS—+(r—U—>T
d, = —2 2 (3)
VT

Variable Delta (A) is a characteristic of a warrant which shows how the change in price of
a warrant depends on changes in the price of an underlying asset (Hull, 2012). It is a
coefficient measuring the dependence of one price moving on another. It can be derived
from Black-Scholes model as follows:

_ AW aW _ aSON(dl) - Ke_rTN(dz)
WTAS,  3S, S, (4)

After calculation of equation (4) we get:

AW N(dl) - f _e 2 dx (5)
Similarly we have to calculate Delta of a share:
A ASO _1
o= AS, (6)

We construct 50 portfolios consisting of Nw warrants and corresponding amount of
shares. To hedge one warrant in portfolio we need the amount of Ay, shares, which are
the underlying assets of that particular warrant. For call warrants we have to sell shares,
for put warrants we have to buy shares. We assume we currently hold Ns shares in each
case.

We are in delta-neutral position if Ap= 0. Therefore we need Ns - n shares in a portfolio
where:

Because we do not rebalance portfolios during their existence, we are in delta-neutral
position with certainty only at time t = 0, when the price of a warrant is equal to Wo and
the price of a share is So. We calculate the value of the portfolio and compare it with the
present value, when the price of a warrant is Wt and the price of a share is St.

POZNw'W0+(NS_n)SO (8)
PtzNW.Wt-I_(NS_n)St (9)

For the purpose of simplifying the problem and minimizing transaction costs we do not
rebalance our portfolios during their existence and we exercise all of them on
03/23/2015.

We calculate how much the delta-hedged portfolio value Pp relatively grew within given
period of time and compare it with the unhedged portfolio value Pn. We get the amount
of risk which was avoided thanks to delta-hedging from the following equation:
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100% for Py <0 A Py >0

0% forPy >0 A P, <0

P

X D.100% otherwise (10)
Py

where AR stands for avoided risk.

AR =

We state following presumptions: no transaction costs, no spread between bid and ask
price. We use daily opening prices.

For the deviation of the share’s price within the time period we use historical volatility o
in annualized form:

Osp
g =—

VT (11)

where osp is a standard deviation of daily logarithmic returns of a share, T is time period
from the issue date of a warrant to its exercise date.

Having computed all the volatilities, we put them into order from the lowest to the
highest and divide into three similarly great sets - low volatility set, medium volatility set
and high volatility set. In each of them we calculate the expected value of AR and the
standard deviation of AR. Consequently we can compare the results in these three
groups.

Data was gathered from Frankfurt Stock Exchange. It has been chosen because in the
European area it is the most liquid stock exchange in terms of trading warrants. From
plenty possibilities warrants on shares were chosen. These shares belong to well-known
companies from different business areas which provide smooth and liquid conditions for
further examination.

The dataset consists of 50 types of warrants, each 10 of them on the same share
belonging to the following companies:

e Adidas

e Lufthansa

e Microsoft

e Nestlé

e Volkswagen

These warrants were issued by huge financial corporations — DZ Bank AG, Bank Vontobel
AG, BNP Paribas, UBS AG, Société Générale S.A., Interactive Brokers Group, Inc., The
Goldman Sachs Group, Inc. and Raiffeisenbank eG.

The features which all of the warrant in the dataset have in common is the exercise date
06/19/2015, type: American call and denomination in Euros.
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Table 1 Sample of characteristics of warrants used in portfolios

wen VRTINS pomer  Issuedate Sefnce et el
DZL6S7 Adidas DZ BANK 06/19/2013 1.606 0.35
T99LA Adidas Bank Vontobel 07/18/2013 0.69 0.03
UA7KC3 Lufthansa UBS 08/01/2013 3.53 0.58
PAOS7Y Lufthansa BNP Paribas 10/01/2013 1.54 0.21
VZ80JK Microsoft Bank Vontobel 02/02/2015 0.18 0.60
AP5XEH Microsoft Interact. Brokers 02/20/2015 0.40 0.77
RCOBUA Nestle Raiffeisenbank 02/09/2015 0.11 0.87
GT96C3 Nestle Goldman Sachs 10/14/2014 0.05 0.48
PAOROT Volkswagen BNP Paribas 10/01/2013 2.06 0.98
SG6LX4 Volkswagen Société Générale 11/24/2014 3.31 0.99

Source: Own adjustment based on Frankfurt Stock Exchange Data

3 Results and Discussion

We have constructed fifty portfolios consisting of 100 warrants of one type and
corresponding amount of shares. The results of calculations of the values, both current
and at t=0, of portfolios delta-hedged (Pd4) and non-hedged (Pn) and their profit or loss in
relation with avoided risk are available at table 2.

Table 2 Sample of portfolio profits and avoided risk

Warrants Un;l:;l:g ng Prz)ifrl‘tozf) P4 Pr?ifrl‘tot/:)f)Pn . :E/o)
DZL6S7 Adidas -18.045 -87.547 79.388
VTO9LA Adidas -18.402 -97.101 81.049
UA7KC3 Lufthansa -29.575 -68.839 57.037
PAOS7Y Lufthansa -13.656 -86.364 84.188
VZ80IK Microsoft 10.38 11.111 6.583
AP5XEH Microsoft 2.611 -17.5 100
SG6LDC Lufthansa -12.264 12.5 0
GT96C3 Nestle 28.815 220 86.902
PAOROT Volkswagen 118.198 244.175 51.593
SG6LX4 Volkswagen 160.024 237.764 32.693

Source: Own adjustment based on Frankfurt Stock Exchange Data

Having calculated all the volatilities we can put them in relation to the AR and divide
them into low/medium/high volatility sets. See table 3. The criterion for low volatility set
is that volatility is less than 25, for medium volatility set is that volatility is greater than
25 and at the same time less than 35, for high volatility set is that volatility is greater
than 35.
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Table 3 Avoided risk and volatility

Low volatility set Medium volatility set High volatility set
AR Volatility AR Volatility AR Volatility
81.05 14.41 85.63 26.53 46.17 35.54
87.2 14.46 87.51 26.67 100 36.40
77.35 15.24 84.17 26.71 100 36.40
81.27 15.90 83.91 26.89 96.2 37.41
100 18.89 84.09 27.55 100 37.44
6.75 19.14 83.74 28.50 100 37.44
100 20.47 89.29 28.64 89.84 37.86
86.69 20.55 80.93 29.25 100 39.20
34.13 21.06 84.25 29.92 100 39.20
100 21.66 86.97 30.01 92.93 40.98
100 22.05 87.2 32.71 100 42.51
0 22.61 82.42 33.19 75.51 43.47
100 22.61 83.68 33.30 0 47.50
100 24.58 100 33.44 0 47.50
100 33.59 98.94 50.77
83.53 51.71
100 55.76

Source: Own adjustment

From 50 portfolios 4 were omitted due to many observations unavailability.

For each group we calculated expected value of AR and standard deviation, see table 4.

Table 4 Expected value and standard deviation of AR

Low volatility set Medium volatility set High volatility set
E[AR] SD E[AR] SD E[AR] SD
75.32 35.16 86.92 5.72 81.36 33.57

Source: Own adjustment

We have got following results:

In low volatility set, expected value of avoided risk is approximately 75% with the
standard deviation of 35. That means that we cannot be really sure about the results of
delta-hedging in this group of portfolios.

In medium volatility set, expected value of avoided risk is approximately 87% with the
standard deviation of 6. That is a good result. It means that we can be fairly sure that
the delta-hedging in this group of portfolios will avoid 87% of risk.

In high volatility set, expected value of avoided risk is approximately 81% with the
standard deviation of 34. The situation is similar to low volatility set meaning that we
cannot be really sure about the results of delta-hedging in this group of portfolios.

4 Conclusions

Assuming portfolios consisting of warrants and underlying shares, delta-hedging is a
reasonable method to hedge a portfolio and avoid unnecessary risk. Under the
presumptions of Black-Scholes model and moreover no rebalancing of portfolio we can
conclude that there is no valid definition for the term small changes in price of an
underlying asset when speaking about the fact that delta-neutral portfolio is immune to
these small changes. If the changes in price of an underlying asset are less than 25%
volatile or more than 35% volatile, the expected value of avoided risk has such a great
standard deviation that we cannot make any valid conclusions about the relationship.
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On the other hand, when the volatility is between 25 a 35 percent, we can fairly
anticipate strong hedging with around 87 percent of risk avoided.

In general when we want to be relatively sure that our portfolio will be effectively hedged
we should find shares whose volatility is not very small but also not very high, because
the results are very uncertain.

The contribution to the literature is broadening theoretical knowledge of hedging
strategies towards warrants and finding a relationship between volatility of underlying
assets and success of hedging strategies with conclusion that theoretical term small
changes is not applicable on real markets.
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Abstract: According to the World Health Organization (WHQO) Europe had the highest
incidence of the cancer disease in 2008 and by the World Bank the cancer incidence rates
rises as the country income increases. In this framework, people are stepping up their
requests for the welfare services or for the insurance companies’ financial backing in
order to face up to the risks concerning the human health and life, like the risk of
becoming invalid, losing the own physical or mental ability to live independently or
contracting a critical illness. Critical Illness Insurance is an insurance product where a
fixed sum (lump sum) is payable on the diagnosis of one of a specified list of critical
illnesses. The aim of this paper is to calculate premiums of Critical Illness policy,
specifically for the homogeneous groups generated by sex and relation to smoking. In
the calculation of the actuarial value of the insurer’s payments, we have employed the
claim diagnosis rates for accelerated Ciritical Illness Insurance estimated by the members
of the Continuous Mortality Investigation Critical Illness Committee (UK). We have shown
that a single premium increases gradually until about the age 46 years (for both sex).

Key words: premium, mortality, life table, dread disease, critical illness policy
JEL Classifications: G22, 114

1 Introduction

We are interested in the pricing of a policy providing the whole assured sum if the
insured is diagnosed with a dread disease or dies within the expiry of the contract that
we assume to fall on the end of the fifth year from the policy issue. In the calculation of
the actuarial value of the insurer’'s payments, at the time of policy issue, we employ the
claim diagnosis rates for accelerated Critical Illness Insurance estimated by the members
of the Continuous Mortality Investigation Critical Illness Committee. These data were
published by UK Institute and Faculty of Actuaries in January 2011 in the Working Paper
50 entitled “CMI critical illness diagnoses rates for accelerated business “"2003-2006" and
consist in four sets of rates: “"ACMNL04”, “ACMSL04"”, “ACFNL0O4"” and “ACFSL04",
concerning male non-smokers, male smokers, female non-smokers and female smokers,
respectively. The diagnosis rates have been derived by adjusting the base table CIBT02
diagnosis rates to get expected settled claims likely close, by age and duration, to the
actual settled claims paid, over the period from 2003 to 2006, by the participating
insurance companies after one of the following critical illness was ascertained: cancer,
heart attack, stroke, coronary-artery by-pass grafts, multiple sclerosis, total and
permanent disability.

2 Methodology

We make use of all-causes diagnosis rate and a two-state model. The first state is that in
which the insured is alive and does not suffer from any critical illness specified in the
policy, and the second state in which the individual is not active anymore because he (or
she) has fallen ill or he has died of a cause different from a dread disease.

The calculation of the actuarial value of benefits premiums is carried out in the field of
the time-discrete Markov chain (Haberman, Pitacco, 1999), because we need to scan the
time on an annual basis. Thus, in this framework, the variable t takes integer values.

The policyholder takes out the Critical Illness policy at time zero. The waiting period lasts
30 days from the policy issue. According to the CMI, the 2003-2006 dataset points out an
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average observed interval between the date of diagnosis and the date of settlement of
the claims equal to 187 days. A part of the delay in the insurer’s payment is due to the
policyholder (the period between the diagnosis and the notification) while the length of
the time interval between notification and settlement is an attribute of the insurer. The
policyholder is entitled to receive the benefit if the insured event occurs after the end of
the waiting period and within the expiry of the contract. The policy lapses after the lump
sum payment. We assume that the benefit amounts to £ 100 000.

Let us calculate the actuarial value at time zero of the lump sum benefit that represents
also the single premium according to the equivalence principle. The annual insurer’s
undertaken is to pay the benefit if the insured risk will occupy second state (ill or died) at
an uncertain time between the beginning and the end of the year. The uncertainty on the
moment in which the insurer will have to make his payment involves the assumption
that, if the insured event happens, the lump sum is paid in the middle of the year. The
inclusion of the time interval between the date of diagnosis of the critical illness and the
date of settlement of the claim, that is roughly equal to 0,5. Let us take into account
such uncertainty. Equation (1) points out our remarks:

ﬂJrl 5 h+l
P =100000- 4, ¢ =100000-| o s, - v365 2 +Zh/1,ux-v 2, (1)
h=1
where u, is the transition rate between states “live” and “ill or dead”,

v is the discount factor, v:m. We assume 2,5 % p.a. interest rate.
+0,

We assume that people aged 18 to 65 enter the Critical Iliness policy under observation
and we calculate the actuarial value of the benefit for each of these ages. So x takes
value within the interval [18, 65].

Table 1 Female non-smokers diagnosis rates for a subset of ages

Duration

Age 0 1 2 3 4 5

18 0.00019 0.00028 0.00028 0.00028 0.00028 0.00029
19 0.00021 0.00031 0.00031 0.00031 0.00031 0.00032
35 0.00082 0.00120 0.00120 0.00120 0.00120 0.00122
36 0.00088 0.00129 0.00129 0.00129 0.00129 0.00132
64 0.00776 0.01142 0.01142 0.01142 0.01142 0.01174
65 0.00849 0.01251 0.01251 0.01251 0.01251 0.01286

Source: Author’s processing

The diagnosis rates are organized in the form of matrix, whose rows represent the age
and whose columns represent the policy durations, meant as period between the
commencement of the policy and the beginning of the year of the exposure or diagnosis.

Let us examine a part of the whole matrix of diagnosis rates. In particular, we focus on
the central diagnosis rates for female non-smoker, reported in Table 1.

The probability that an insured female aged 35 at time zero becomes a dread disease
sufferer or dies, within the end of the first year of the policy, takes the value of 0,00082.
We denote this by ,,135. The value |, 15 is the probability that the insured female aged

35 at the time of the policy issue keeps her as active until age 36 and falls ill or dies
before the second year of the policy lasts, i.e. she’s 37. The value of the diagnosis rates
for an insured aged 35 characterizing durations from 1 to 4 is 0,00120, i.e. |, t55= 1,1 445

=31tss =40tk = 0,00120. 5,145 is the probability that the insured, being alive and
healthy at the beginning of the fifth year of the policy, falls ill with a critical iliness or dies
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within one year, ;,,145= 0.00122. The diagnosis rates concerning a policyholder, who's

36 when the policy is issued, are slightly higher than the diagnosis rates regarding an
insured aged 35.

3 Results

By equation (1) the single premiums are pointed out in the following table (Table 2) and
depicted in Figure 1. Calculation was done in R, which was also used for all graphs.

Table 2 The single premiums in the framework of a Critical Iliness policy providing
£100 000 to female non-smoker insured people aged 18-65

18 |148.04| 26 | 279.48| 34 |585.84| 42 |1052.91| 50 |1975.60| 58 | 3648.66
19 |163.78| 27 | 305.38| 35 |633.04| 43 [1142.73| 51 [2147.79| 59 | 3930.00
20 |173.94| 28 | 332.25| 36 |681.11| 44 |1239.85| 52 |2333.74| 60 | 4230.67
21 |185.08| 29 | 364.59| 37 |[732.90| 45 |1340.70| 53 |2532.70| 61 | 4589.69
22 1200.82| 30 | 406.22| 38 |785.67| 46 |1444.38| 54 |2747.39| 62 | 5022.79
23 |216.55| 31 | 448.83| 39 [839.32| 47 |1558.34| 55 [2960.23| 63 | 5508.66
24 |236.87| 32 | 491.44| 40 |898.54| 48 |1683.34| 56 [3179.51| 64 | 6031.46
25 |258.18| 33 | 538.64| 41 |971.52| 49 |1826.68| 57 [3410.92| 65 | 6606.04

Source: Author’s processing

The total cost that the insurer expects to incur throughout the life of the Critical Iliness
policy increases when the insured’'s age at the time of the commencement of the
insurance gradually rises. The single premium increases gradually until about 46 and
considerably until age 65. Since we have assumed that the insurer has designed a policy
characterized by the same features regardless of the individual who buys it, the different
values of the diagnosis rates bring about the different premium amount. The higher is
the insured’s age the greater is the probability that such individual can fall ill a dread
disease or dies within a year.

Figure 1 The actuarial values for female non-smoker at time zero of the single premium

Premium
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Age
Source: Author’s processing

Let us now suppose that the active female insured has to pay regular premiums, at a
constant instalment P g at the beginning of each year all through the policy life. We
want to get the amount of Px:g‘ such that the equivalence principle is fulfilled, like in the

following equation:
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‘4xﬁ ::liﬁg\-dx:g\’ (2)

5
where éix:g‘=zhpx-vh is the actuarial value at time zero of a contingent temporary
h=0
annuity at a unit rate, whose payments are made at the beginning of each year
depending on the survival of the insured. The event giving rise the insured’s payment is
simply her survival, because the occurrences that would exempt her from the premiums
payment are the diagnosis with a dread disease or death, which would bring about the
termination of the insurance cover. Therefore when the policy is in force we are able to
believe that the insured is active, so she has to pay the premiums.

2D, IS the probability that the further insured’s lifetime is higher than h, so that the
insured survives the age x+h. In order to calculate d gz We use values of the probabilities
2Py With h from 0 to 5 in the framework of a policy beginning on January 2007.
Therefore we take the Human Mortality Database data. They are available until 2011.

We bring in R the above-mentioned data about the death rates and the average number
of English & Welsh people, aged equally and survived among the initial homogeneous

population by each year of the observation period. These data are concerning the time
interval 1922-2011 and the ages from 0 to 110.

Figure 2 Death rates for UK female population in selected years
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Source: Author’s processing

Figure 2 represents the ages on the x-axis and the corresponding log-death rates on the
y-axis in selected years. As we can see in any year of the observation period death rates
increase when the age rises, except for the ages from 0 to nearly 15. Moreover, the
lifetime has increased by each age as the time has moved.

Now we construct the life tables by each age included in the range 18-65 and by each
l l

x+1 x+2

year. Therefore we have to calculate the following probabilities: |p, = 2P
X X
/ / / .
3py="2, up =2 op = and ,p, is equal to 1.
lx lx lx

We draw the dataset about 7/, from the life table, selecting from 18 to 65.
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Table 3 Probabilities ,p, for female population in England and Wales from 18 to 65

Age x 0Px 1Px 2Px 3Px 4P 5Px
18 1 0.999740| 0.999485| 0.999225| 0.998972| 0.998716
19 1 0.999745| 0.999485| 0.999231| 0.998976| 0.998729
20 1 0.999740| 0.999486| 0.999230| 0.998984 | 0.998702
63 1 0.992042| 0.983453| 0.974484 | 0.964375| 0.953245
64 1 0.991343| 0.982301| 0.972111| 0.960892| 0.948466
65 1 0.990880| 0.980600| 0.969283| 0.956749| 0.944018
Source: Author’s processing
Now we have all necessary elements for the calculation of dx:E\-
Table 4 The value of a g for female age from 18 to 65
18 19 20 21 22 23 24 25
5.642299 |5.642324 | 5.642303|5.642268|5.642125|5.641936 |5.641557|5.641275
26 27 28 29 30 31 32 33
5.640974 | 5.640846 | 5.640503 | 5.640474 | 5.640029|5.639747 | 5.638959|5.637988
34 35 36 37 38 39 40 41
5.637433 | 5.636452 | 5.635391 | 5.634549 | 5.633521 [ 5.632256 | 5.631086|5.629513
42 43 44 45 46 47 48 49
5.627816 | 5.626169 | 5.624154 | 5.621884 | 5.619495 | 5.616418 | 5.613319 | 5.610818
50 51 52 53 54 55 56 57
5.607256 | 5.604607 | 5.600414 | 5.597197 | 5.593175[5.587994 | 5.582539 | 5.577799
58 59 60 61 62 63 64 65
5.570702 | 5.562452 | 5.556011 | 5.54497|5.535339|5.525022| 5.51366|5.501279

Source: Author’s processing

The value of g decreases when the insured’s age rises, because older individuals have
progressively lesser probabilities to survive.

The constant instalment of the premiums is obtained dividing each actuarial value of the
benefit amounting to £100 000, expressed in Table 5, by the annuity calculated for the
same age.
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Table 5 The amount of P 3 for each age from 18 to 65.

18 19 20 21 22 23 24 25
26.24 29.03 30.83 32.8 35.59 38.38 41.99 45.77
26 27 28 29 30 31 32 33
49.54 54.14 58.91 64.64 72.02 79.58 87.15 95.54
34 35 36 37 38 39 40 41
103.92| 112.31 120.86| 130.07| 139.46| 149.02| 159.57| 172.58
42 43 44 45 46 47 48 49
187.09| 203.11| 220.45| 238.48| 257.03| 277.46| 299.88| 325.56
50 51 52 53 54 55 56 57
352.33| 383.22| 416.71| 452.49 491.2| 529.75| 569.54| 611.52
58 59 60 61 62 63 64 65
654.97| 706.52| 761.46| 827.72 907.4| 997.04| 1093.91| 1200.82

Source: Author’s processing

Figure 3. points out that the higher is the insured’s age the higher is the amount of the

premium instalment Px:EI'

Figure 3 Premium P 5 for female non-smoker insured aged from 18 to 65.
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60

Let us compare the diagnosis rates relating to male non-smoker insured people with
those concerning female non-smoker insured people.

Table 6 contains the diagnosis rates for male non-smokers with reference to some ages
only. Analyzing the matrixes of the diagnosis rates of male and female, it comes out that
the diagnosis rates concerning females are lower than those relating to males within age
ranges: 18-29 and 50-65. It follows that a female insured (whose age is included in one
of such ranges) has to (or should) pay a smaller single premium than the one paid by a
male insured at the same age. We have calculated the single premiums as the actuarial
value at time zero of the lump sum (£100 000) probably paid by the insurer, employing
the same method (equation (1)). The outcomes are pointed out in the Table 7.
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Table 6 Male non-smokers diagnosis rates for a subset of ages

Duration

Age 0 1 2 3 4 5

18 0.00050 0.00066 0.00066 0.00066 0.00066 0.00071
19 0.00050 0.00066 0.00066 0.00066 0.00066 0.00071
35 0.00069 0.00091 0.00091 0.00091 0.00091 0.00101
36 0.00075 0.00099 0.00099 0.00099 0.00099 0.00110
64 0.01192 0.01585 0.01585 0.01585 0.01585 0.01757
65 0.01329 0.01767 0.01767 0.01767 0.01767 0.01959

Source: Author’s processing

Table 7 The single premiums in the framework of a Critical Iliness policy providing
£100 000 to male non-smoker insured aged 18-65.

18 | 356.41 | 26 | 356.41 | 34 | 460.85 | 42 | 891.23 | 50 | 1982.06 | 58 | 4600.99
19 | 356.41 | 27 | 364.71 | 35 | 494.18 | 43 | 961.48 | 51 | 2253.12 | 59 5072.00
20 | 356.41 | 28 | 369.29 | 36 | 537.66 | 44 | 1036.43 | 52 | 2545.50 | 60 5592.95
21 | 356.41| 29 | 371.15| 37 | 586.72 | 45 | 1132.68 | 53 | 2850.88 | 61 6193.54
22 | 356.41 | 30 | 373.88 | 38 | 641.35| 46 | 1253.96 | 54 | 3167.51 | 62 | 6883.84
23 | 356.41 | 31 | 385.90| 39 | 696.85| 47 | 1393.59 | 55 | 3494.31 | 63 7701.86
24 | 356.41 | 32 | 401.64 | 40 | 757.93 | 48 | 1548.19 | 56 | 3828.31 | 64 | 8595.81
25 | 356.41 | 33 | 429.39 | 41 | 822.72 | 49 | 1730.44 | 57 | 4183.62 | 65 9583.18

Source: Author’s processing

Let us suppose that smoker people take out a Critical Iliness policy characterized by the
same features of the policy that non-smoker people endorse. Let us compare the single
premiums that male smoker insured people have to pay at time zero with those due by
the male non-smoker policyholder (Table 7).

Figure 4 The actuarial values at time zero of the single premium for male smoker and
male non-smoker insured people aged from 18 to 65.
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Table 8 The single premiums in the framework of a Critical Iliness policy providing
£100 000 to male smoker insured people aged 18-65.

18 | 367.43| 26 |367.43| 34 | 731.94 | 42 |1620.44| 50 [4718.59 | 58 | 9262.02
19 |367.43| 27 [379.84| 35 | 789.37 | 43 |1841.89| 51 |5196.63| 59 |10030.08
20 |367.43| 28 [406.78| 36 | 852.37 | 44 |2082.74| 52 |5680.25| 60 |10894.58
21 | 367.43| 29 |450.38| 37 | 909.80 | 45 |2418.07| 53 [6169.43| 61 |11844.11
22 |367.43| 30 [494.76| 38 | 999.68 | 46 |2855.40| 54 |6664.19| 62 |13013.38
23 [ 367.43| 31 |546.61 | 39 [1120.11| 47 |3314.04| 55 |7223.85| 63 [14379.92
24 |367.43| 32 | 608.63| 40 |1261.84| 48 |3776.34| 56 |7863.03| 64 |15849.38

25 |367.43| 33 | 672.61 | 41 |1434.12| 49 |4245.14| 57 |8532.96| 65 |17450.41
Source: Author’s processing

A male smoker insured has to pay a higher single premium than a male non-smoker
individual at any age. For instance, a male non-smoker insured aged 35 has to pay
approximately the same single premium like the premium due by a male smoker insured
aged 30 and the difference between the premiums paid by the two kinds of insured both
aged 35 is almost £300. The reason of these differences in the premium amounts lies in
the higher probabilities that smoker falls ill with a dread disease or die, whatever their
age is, compared to the probabilities concerning non-smoker people.

4 Conclusion

We have presented the pricing of the Critical Iliness policy. The single premium increases
gradually until about 46. The higher is the insured’s age the greater is the probability
that such individual can fall ill a dread disease. It comes out from diagnoses rates that
female insured should pay a smaller single premium than the male insured in both
category non-smoker and smoker, as well. The insurer can correctly determine premiums
only if they use correctly estimated probabilities of claims. For this purpose they can
apply permanently updated Bayesian estimates of the event probabilities, in this case an
event that a critical illness occurs (Jindrova, 2013), (Jindrova, Pacakova, 2014).
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Abstract: Public expenditures via public procurement accounts for a significant
percentage of GDP - around 15 %. Most authors agree that there is an inversely
proportional relation between competitiveness and the final price of the public
procurement (Kuhiman and Johnson, 1983, Brannman, 1987, Rose-Akerman, 1999,
Gupta, 2002; Pavel, 2010, and many others). According to some authors, price
decreases caused by increasing competitiveness stop when there are 6-8 participating
competitors and they describe this point as fully competitive procurement. When full
competitiveness is reached, subsequent additional competitors have only a minimal or no
impact on the final procurement price. The aim of our paper is to summarize and
calculate competitiveness in Slovak and Czech public procurement between 2008 and
2014, and to evaluate the impact of the level of competition in public procurement on the
final price, using regression analysis and weighted summary statistics. In the final part of
our paper we compare our findings to those of the above noted experts.

Keywords: public procurement, competitiveness, savings, final price
JEL codes: H50, H57

1 Introduction

Countries from the V4 region (which include Slovakia and the Czech Republic) have
similar problems in public procurement. According to Pavel (2013), the “new” EU
member states (which joined the EU after 2004) have experienced a low competitiveness
rate3 in their public procurement. An analysis of over the threshold public procurement in
the EU (Strand, Ramada et al, 2011) for 2006-2010 showed that Slovakia had the
smallest number of competitors in public procurement in the whole EU, and the Czech
Republic was also in the bottom six for the EU27. But existing empirical studies argue
that greater competitiveness in public procurement leads to lower prices, and the
macroeconomic theory of supply (Uramova, Pitekova, Pala, 2010) makes the same
assumption.

This paper provides new data on this issue and its main aims are to summarize and
calculate competitiveness in Slovak and Czech public procurement between 2008 and
2014, and to evaluate the impact of the level of competition in public procurement on the
final price.

3 Competitiveness/competitiveness rate in our paper means the number of competitors in public
procurement. This phrase is also used in other papers (e.g. Gupta, 2002).
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2 Literature Review

Gupta (2002) found that 6 to 8 candidate competitors are needed in order to reach full
competitiveness*. Above this number additional candidates did not affect the final price.
The author analyzed the public procurement of highway infrastructure construction in
Florida (USA) from 1981 to 1986, using a total sample of 1937 tenders. He divided the
public procurement market into two types: collusive and competitive. As shown in Figure
1 the public procurement market is fully competitive by the entry of candidate number X.
Subsequent additional candidates have no impact on price.

Figure 1 Impact of number of candidates on the final price in public procurement

[

Total procurement price

X Number of competitors
Source: Gupta (2002)

Gupta (2002) calculated that the increase in the number of candidates from two to eight
implied achieving additional savings of, on average, 12% to 14%. When the data
analysis was adjusted for extreme values, and full competitiveness was reached with 6
candidates, the increase in the number of candidates from 2 to 6 led to additional
average savings of 9% to 10%. The author puts into context the number of candidates
and their collusive behaviour. The higher the number of candidates, the more difficult
and costly is to reach an agreement and create a cartel.

Also Brannman et al. (1987) identified some determinants of the final auction price: type
of goods/service, characteristics of competitors, sector characteristics, type of auction
used (in our case public procurement) and the number of candidates. They found in four
out of six types of auction (dividing them according to their evaluation method and in the
case of oil areas according to the time period) the status of full competitiveness was
achieved with an average of 7 to 8 participants, and in the other two cases with an
average of 5 participants. Brannman et al. (1987) thus confirmed the results of Gupta
(2002), who estimated that full competitiveness required 6 to 8 candidates.

Rose-Ackerman (1999, p.68) produced an interesting finding, claiming that "if the
possibilities for collusive behaviour and corruption are reduced, a public procurement
with three candidates does not seem to be worse than a public procurement with six
candidates". Although the author did not substantiate her claim with an analysis, several
other authors have made similar claims (e.g. Brannman et al., 1987; Kuhlman
and Johnson, 1983). We therefore assume that with minimized preconditions for
corruption and collusion, full competitiveness may be achieved with fewer than 5 to 8
candidates.

4 An analysis of the entire data sample suggested full competitiveness status was achieved with 8
candidates, but after adjusting the extreme values full competitiveness was already attained with 6
candidates.
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Ilke, Rasim and Bedri (2012) analysed the competitiveness in public procurement in
Turkey from 2004 to 2006, using data from 90,089 tenders. The results were similar to
those of the authors above: namely that every additional candidate lowered the final
price of public procurement by an average of 3.9%. Ilke, Rasim and Bedri (2012) found
that the more valuable the public procurement, the higher the number of candidates, and
the size has a directly proportional impact on the number of candidates. The average
competitiveness in public procurement in Turkey in 2004-2006 was 3.09 candidates. This
only serves to highlight the problem of Slovak public procurement which had lower
competitiveness than Turkey in 2004-2006.

Kuhlman and Johnson (1983) analysed the public procurement for highway infrastructure
construction in two American states 1975-1980. In these cases, drawn from then on-
going anti-trust cases, the size of public procurement (derived from the estimated
contract value) did not have an impact on the number of candidates. But the inversely
proportional relation between the number of candidates and the final price of the public
procurement, noted above in other studies, was confirmed.

Soudek and Skuhrovec (2013) examined the public procurement of two homogeneous
products in the Czech Republic - electricity and natural gas. The advantage of studying
the procurement of homogeneous goods is that their procurement price is easy to
compare with the market price, which the authors obtained from the short-term
commodity exchange of electricity and gas OTE, a.s. in the Czech Republic. However
such market prices are lower than the price to ordinary consumers, therefore the authors
refer to them as "solid bottom-line benchmarks", i.e. the lowest possible prices that can
be achieved on the market (assuming that the seller will not charge any administrative,
handling or other additional fees).

The practice, however, showed that the price achieved by some procurers was lower than
the market price. This may be related to special conditions, such as the length of
contracts, hidden fees, cheaper energy supply during the night and other factors. Soudek
and Skuhrovec (2013) made several important discoveries. Public procurers regularly
overvalued the estimated contract value and therefore their price estimation does not
correspond to the actual market price. This partly supports our assumptions. Also they
found that the procedures used in public procurement had larger impacts on the final
price than did the number of candidates. In particular the use of an open tender
decreased the average achieved price by 7%. Each additional candidate in the electric
energy procurement decreased the average final price by 1%.

Pavel (2010) analysed the influence of competitiveness in the price for construction of
road and railway infrastructure in the Czech Republic from 2004 to 2009. He calculated
the relation of the estimated contract value and the winning price, and found that on
average every additional candidate decreased the final price by 3.275 % ceteris paribus.
An important finding is that while increasing the numbers of offers reduces the winning
price, the share of the five largest construction companies in the total volume of
contracts does not decrease. The author argues that a stronger competitive environment
forces the five strongest companies in the market to lower their prices to win the
contract and keep their market share.

According to Millet et al. (2004) the most important determinant of e-auction success is
the participation of suppliers (candidates) and therefore competitiveness. They argue
that it was optimal to invite approximately five or six high-quality suppliers. Inviting
more than that led to lower price decreases and so to less successful auctions. As soon
as the candidates found out that they were competing in the e-auction with several other
candidates, the submission of offers slowed down. This loss of interest was probably due
to anticipated smaller profits because of greater competition (Millet et al., 2004). Rose-
Ackerman (1999) reached a similar conclusion, arguing that this phenomenon is caused
by companies (candidates) weighing potential profits against the costs of participation:
the higher the number of competitors, the lower the potential profits.
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Most of the authors agree on the fact that there is an inversely proportional relation
between competitiveness and final price of the public procurement. According to some
authors the price decrease by increasing competitiveness stops with 6-8 participating
competitors and they described this point as fully competitive procurement. After full
competitiveness is attained any additional candidate has either no or only a minimal
impact on the final procurement price.

3 Methodology and Data

The studies reported in Section 1 above conclude that competitiveness in public
procurement has a significant impact on the final price. Therefore our first goal is to
measure competitiveness in Slovak and Czech public procurement. Strand, Ramada et al.
(2011) only include data from over the threshold procurement in the EU. This threshold
is procurement with an expected value over 200 000 euros for goods and services and
over 5 000 000 euros for public works. We decided to also include below the threshold
procurement in calculating Czech and Slovak competitiveness rates, because in the Czech
Republic 78% of procurements, and in Slovakia 85% of procurements are below the
threshold procurements (OECD, 2011).

There was no need to calculate competitiveness in the Czech Republic, because it has
already been done by the Ministry of Regional Development (Ministerstvo pro mistni
rozvoj). In Slovakia the public procurement office does not directly supply procurement
data, but there is a website, tender.sme.sk, managed by Transparency International
Slovakia, which collects all procurement data from Slovakia, and offers it in open data
format. We used this data to measure average weighted competitiveness in public
procurement, using the following formula:

n
ES
in Wi
_ i=l

X==F (1)
Zwl.
i=1
where:
X = weighted average of competitiveness in procurement for selected year,
x, = individual values, in our case the number of competitors,
w, = weight of public procurement (size of expected public procurement value).

Our second task was to evaluate the impact of increasing competition in public
procurement on the final price. Since we had open data from Slovakia, which were used
for measuring the competitiveness, we analyzed the impact of competition on the final
price using the weighted average - to adjust for extreme values - as shown above, but
we divided procurement not by years, but by the number of competitors. The weighted
average can be helpful, but it is not very suitable for regression analysis. Therefore we
used OLS regression analysis, see below, which showed, as we expected, that there are
other significant factors that can influence final price, and so also need analysis.

Y=a+pBX +6,X,+BX +¢ (2)
where:

Y = the amount of savings (in percentage) - compared to the expected price,

X, = the observed value of the i” independent variable,

is a constant, the point at which the line crosses the Y axis when X=0,
is a coefficient representing the slope of the line.

> R
I

In the regression analysis, we used Slovak data from “above the threshold procurement”
2009-2013, which we got from the European Commission. This data can also be found,
though not in open data format, in Tenders Electronic Daily - a European public

146



procurement journal. In almost all cases the data contained fields such as estimated
value, final value and number of candidates.

4 Results and Discussion

In Slovakia, the public procurement office neither provides data in open format, nor
measures competitiveness. To measure competitiveness we used data® that covered
different years from the Czech calculations, but the results are similar — the highest
average number of bids is in public procurement of works, then services, and the lowest
number is in the public procurement of goods. In general, we can see that
competitiveness in public procurement is a little bit higher in the Czech Republic - see
figure 3 (compare to Slovakia - figure 2). This finding is consistent with those of Strand,
Ramada et al., (2011).

Figure 2 Competitiveness in Slovak public procurement 2010-2014
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Source: Own research based on data of tender.sme.sk, 2015

Figure 3 shows the competitiveness in Czech public procurement 2008-2013. As for
Slovakia, the highest competitiveness is in public procurement of works and the lowest is
in procurement of goods.

Limited competitiveness may have a negative impact on prices. For our Slovak sample
(27,000 cases) we try to calculate relation between number of competitors and decrease
of final price by comparing estimated and final price (Figure 4).

5 For 2014 we had data only until August, so our research does not cover the whole year.

147



Figure 3 Competitiveness in Czech public procurement 2008-2013
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Source: Public procurement annual report for 2013, Ministerstvo pro mistni rozvoj CR, 2014

We are well aware that prices from public procurement should be compared with market
prices, but due to extensive data set and missing/inaccurate data about market price, we
decided to measure savings using the estimated price, as do most of the studies noted in
section 1.

Figure 4 Average savings and number of bids in Slovak public procurement
(2010-2014)
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Source: Own research based on data from tender.sme.sk, 2014

Figure 4 clearly shows the relation between number of competitors/bids and final price.
In 2014 the average number of competitors in Slovak public procurement was 3.19. If
the number of competitors had risen from 3 to 5, at which procurement would be fully
competitive, ceteris paribus, the average final price would have fallen by 8%. An 8%
average decrease in Slovak public procurement final prices would have saved
procurement expenditure equivalent to 1% of Slovak GDP.
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From regression analysis, where the dependent variable was the total percentage change
in savings, the following independent variables were statistically significant: the number
of candidates (level of significance at 1 %), EU funds used (level of significance at 1 %),
award criterion and assumption of subcontracts (level of significance at 10 %, p-value
0.06). The results are summarized in table 1.

Table 1 Factors influencing total savings in procurement - data from regression analysis

Variable Total difference in savings
Number of candidates 2.63 %
EU funds used -1.54 %
Usage of lowest price criterion 1.06 %
Assumption of subcontracting 1.05 %
Additional information
Sample (adjusted) 8426
R-squared 0.136
Adjusted R-squared 0.136

Source: Data from European Commission, own research, 2014

The regression results confirm an inverse relation between the number of candidates and
the final price. With every additional competitor/candidate, there is a 2.63 % increase in
savings. If public procurement was at least partly financed by EU funds, final savings
decreased by 1.54 %, which seems to reflect economic reality in Slovakia.

If the procurer used the lowest price as the award criterion (instead of the most
economically advantageous tender, known as the MEAT criterion), savings increased by
1.06 %. A similar increase in savings was achieved if there was assumption of
subcontracting in procurement. This is possible, especially in particularly big
procurements (above threshold procurements), or technically difficult projects. Because
these two factors are important only at the 10% level of significance, we do not consider
them as crucial, but will take them under consideration in future regression analysis.

Our regression analysis failed to identify either the use of electronic auctions or of
open/restricted procedures as statistically significant. Pavel (2010) found that the use of
the latter was significant. In particular when there was a restricted procedure, the final
price increased by 11.56 %. One of the reasons why our regression analysis did not
replicate his results may be that an open procedure was used in almost 81% of the
sample of procurements. This is often to avoid the risk of being categorised as a
“corrupted” procurement. Another reason may be the rather low R-Squared value of our
analysis.

The adjusted R-Squared value was only 0,136, which seems to be too low to make
predictions or draw conclusions. But we are using cross-sectional data, which commonly
leads to lower Adjusted R-Squared values, and Pavel and Kubik (2011) report similar low
adjusted R-Squared values. In our future regression analysis, we will divide the data into
the three groups (goods, services and public works). Also instead of the OLS regression
model, a GLM regression model will be used. Despite the regression model"s limitations
the results indicate that, up to a point, the higher the number of candidates in public
procurement, the lower the final price.

5 Conclusions

Competitiveness in public procurement has a significant influence on the final price - the
more competitors the lower the final price. Our findings are consistent with those for
other countries (e.g. Kuhlman and Johnson, 1983; Gupta, 2002; Pavel, 2010).

For Slovakia we find fully competitive procurement if there are 5 or more competitors. As
the average number of competitors in 2014 was 3.19, we are still some way from full
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competitiveness. Regression analysis also confirms the inverse relation between the
number of competitors and the final price. Each additional competitor decreases the final
price by 2.63 %, ceteris paribus.

There are many other factors influencing the results of public procurement. For example
there is corruption, collusive behavior, the business environment and transaction costs.
But our view is that without sufficient competition, lower prices, improved efficiency and
better quality are not attainable.
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Abstract: The European insurance market is expanding rapidly. Currently, is has a larger
share of premiums written than North America or Asia. However, there are big
differences between national insurance markets. The paper is aimed at assessing the
efficiency of national life insurance markets in Europe by applying DEA models. DEA
models are nonparametric methods for assessing the efficiency and which use linear
programming. For each analysed subject the efficiency score is expressed, and this score
is then used to compare the transformation of multiple inputs into multiple outputs.
Subject will be rated as fully efficient according to available evidence if and only if the
performances of other subject does not show that some of its inputs or outputs can be
improved without deterioration of some of its other inputs or outputs. The aim of this
paper was to estimate and compare the efficiency score of national life insurance markets
in Europe focusing on the analysis of the relative efficiency of national insurance markets
in Slovakia and the Czech Republic. Eight national life insurance markets out of the 22
analyzed DMUs were efficient. It was the life insurance market in Denmark, Spain France,
Iceland, Italy, Luxembourg, Latvia and Norway. The smallest value of the efficiency score
had Turkey,
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1 Introduction

The insurance market is a component of the financial system. Financial system is the
heart of each market economy. (Nedas and Cejkova, 2014) The level of the insurance
market and the results of the insurance sector are closely linked to the economic
performance of the country. (Masarova et al., 2015) A dynamically developing insurance
market positively affects the economic growth. Recently, however, national insurance
markets have experienced large fluctuations caused by the financial and economic crisis.
The development of the efficiency of insurance companies and the efficiency of national
insurance markets is not stable.

The insurance market is divided into life insurance and non-life insurance market. In
most European countries, life insurance accounts for a larger proportion of the premiums
than non-life insurance. In some European countries, life insurance accounts for 80% of
the premiums. Total life insurance premiums in Europe in 2012 amounted to around
57.8% of the total premiums but have not reached the value of 2007, which was 63%.

Our paper is aimed at analyzing the efficiency of operational activities of national life
insurance markets in Europe. When comparing efficiency, efficiency scores are used.
They can be expressed using several methods. A group of methods for estimating the
efficiency score is data envelopment analysis. (DEA model). In our analysis, we apply the
input-oriented and output-oriented BCC models of efficiency. Measuring the performance
and efficiency of production units and the identification of their inefficiency are an
important prerequisite for their improvement. (Haviernikova and Krajco, 2013)

National insurance markets vary greatly in size. In some countries there is a long
tradition of the life insurance market and national insurance markets have a large volume
of premiums. Our intention will be to determine whether these insurance markets are on
average more efficient. Our goal will be to compare whether there is a statistically
significant difference in the probability distribution of the efficiency score of operational
activities of national life insurance markets in countries with an above-average proportion
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of the premiums and the probability distribution of the efficiency score of operational
activities of national life insurance markets in countries with a below-average proportion
of the premiums.

Life insurance markets vary in size and are influenced also by what proportion of the
premiums is represented by life insurance. For example, in Denmark and Sweden, life
insurance represents a large proportion of the premiums. In these countries, life
insurance forms a proportion of more than 80%. In Iceland and Turkey, life insurance
represents a small proportion of the premiums. The life insurance market in the Czech
Republic forms a smaller proportion of the premiums than non-life insurance. In 2012,
the proportion of premiums in life insurance was 49.3%. One of the reasons for the
greater proportion of premiums in non-life insurance in the Czech Republic may be the
fact that non-life insurance has a longer tradition because of frequent floods and other
natural elements affecting the territory of the Czech Republic. The proportion of life
insurance in the Czech Republic is growing but it still does not reach the average value of
developed European countries. The subtask of this paper is to analyze the efficiency of
operational activities of the life insurance market in the Czech Republic in relation to the
life insurance market in other European countries.

2 Methodology and Data

To compare the efficiency scores of national life insurance markets in European
countries, DEA models were used. These models enable us to analyze the efficiency of
transformation of multiple inputs to multiple outputs. DEA models are based on a non-
parametric approach.

Our analysis was based on data from the database of the company Insurance Europe,
which brings together national associations of insurance companies from 34 countries.
However, data of some countries are not available in the database. Therefore, we will
analyze the efficiency of 22 national life insurance markets. The markets are listed in
Table 1.

Our assessment of efficiency was based on the fact that the operating activities of
insurance companies are focused on acquiring income from the premiums in the effort to
minimize costs for claims and operating expenses. Claims incurred (net of reinsurance)
and net operating expenses are the inputs. Earned premiums is the output. We have
taken the data from the database of Insurance Europe 2012. We used data from the
technical account of national insurance markets with life insurance.

Model Specification

DEA models are based on the characteristics of relative efficiency. Based on the data
available, the DMU is evaluated as fully (100%) effective if and only if the values of other
DMUs do not show that its inputs or outputs can be improved without worsening its other
inputs or outputs. (Cooper et al., 2004)

DEA models use linear programming to construct nonparametric angled data
envelopments. The efficiency scores are calculated for each DMU relative to this data
envelopment.

To express the efficiency score, we will use the BCC model proposed by Banker, Charnes
and Cooper (1984) for the conditions of variable returns to scale. In BCC models, the
data envelopment is convex.

BCC model

We assume that we have n homogeneous DMU and we monitor m inputs x; and
s outputs y;, then assuming variable returns to scale model expressing efficiency in
input-oriented model for the k", DMU has the form

min 6, (1)
s.t.
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We assume that we have n homogeneous DMU and we monitor m inputs x; and
s outputs y;, then assuming variable returns to scale model expressing efficiency output-
oriented model for the k" DMU has the form

max ¢, (5)
s.t.
D x A < x, i=1,..,m, (6)
j=1
D vk 2, i=1..,s, (7)
j=1
YA, =1, 4,0, J =L (8)
j=l1

(Jablonsky and Dlouhy, 2004) A= (Al,...,ﬂ, ) is the vector of weights. 6, is the technical
efficiency score for the k" DMU in the input-oriented BCC model. Its values in percent
are less than or equal to 100%. The greater the value 6, , the more favourably assessed
the efficiency of the DMU. ¢, is the technical efficiency score for the k" DMU in the

output-oriented BCC model. Its values in percent are greater than or equal to 100%. The
smaller the value @, , the more favourably assessed the efficiency of the DMU. Efficient

n

DMUs have an efficiency score of 100%.

3 Results and Discussion

In 2012, insurance markets in many European countries felt the effects of the adverse
economic development and the effects of fluctuations on financial markets. 12 out of the
22 analyzed national life insurance markets had higher values of claims incurred than
premiums earned. The Czech Republic ranked among national insurance markets with a
lower value of claims incurred. Values of the parameters analyzed are shown in Table 1.

At the beginning of the analysis, we expressed descriptive statistics of the indicators used
and the arithmetic average, median and standard deviation of earned premiums, claims
incurred and net operating expenses. The values of descriptive statistics are in Table 2.

For all analyzed indicators, the arithmetic average is larger than the median. 50% of all
analyzed national insurance markets have a value lower than the arithmetic average. The
arithmetic average of the indicators is affected by extreme values of some national
insurance markets. Above-average values of earned premiums were reached by the life
insurance markets in Belgium, Switzerland, Spain, France, Italy and Netherlands. France
had the largest volume of earned premiums from all the countries analyzed. The volume
of earned premiums of France was up to 7 times greater than the arithmetic average.
Earned premiums of the life insurance market in the Czech Republic had a value lower
than the arithmetic average of this indicator. The arithmetic average of the earned
premiums was lower than the arithmetic average of the claims incurred.
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Table 1 Values of the parameters in 2012 (million EUR)

Ear|_1ed Claims incurred Net operating expenses
premiums

Austria 6128 6077 994
Belgium 20675 17807 1656
Switzerland 27544 30220 2753
Czech Republic 2730 1861 627
Denmark 16583 12061 681
Estonia 71 59 22
Spain 25340 27126 870
Finland 12463 17600 556
France 117869 123175 12299
Greece 2123 2135 239
Iceland 17 5 5
Italy 70376 75296 3521
Luxembourg 14468 19600 373
Latvia 35 19 4
Malta 255 187 61
Netherlands 18024 35886 2843
Norway 12374 7209 1461
Poland 8677 6245 1559
Portugal 1926 3878 146
Sweden 10350 7792 1381
Slovenia 486 309 116
Turkey 1099 3127 358

Source: Insurance Europe (2012)

In the next step, we focused on expressing the efficiency score of operational activities of
national life insurance markets. As the order may vary when using the input-oriented and
output-oriented model, we used both models. The values of the efficiency scores and the
order of national life insurance markets are in Table 3.

Table 2 Descriptive statistics

Arithmetic Median Standard
average (million EUR) deviation
(million EUR)
Earned premiums 16800.6 9513.5 27446.2
Claims incurred 18076.1 6727.0 29251.1
Net operating expenses 1478.4 654.0 2616.1

Source: Own processing in Statistica

The order of the national life insurance markets based on the efficiency scores in the
input-oriented model does not significantly differ from the order based on the efficiency
scores in the output-oriented model. The arithmetic average of the efficiency score in the
input-oriented model was 79.95%. Eight national life insurance markets out of the 22
analyzed DMUs were efficient. It was the life insurance market in Denmark, Spain
France, Iceland, Italy, Luxembourg, Latvia and Norway. The smallest value of the
efficiency score had Turkey, which had high values of claims incurred. They were up to
2.85 times higher than the net operating expenses. The life insurance market in the
Czech Republic was not efficient, but the level of efficiency in the input-oriented model
had above-average values.
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Table 3 Efficiency score in the BCC model

Efficiency
score in the
input-oriented

Efficiency score
Range in the output- Range
oriented model

model

Austria 62.0 18 161.2 19
Belgium* 92.5 9 105.8 9

Switzerland* 79.6 14 120.4 12
Czech Republic 85.3 11 117.2 11
Denmark 100.0 1-8 100.0 1-8
Estonia 61.8 19 154.4 18
Spain* 100.0 1-8 90.6 1-8
Finland 74.4 16 133.7 16
France* big 1-8 100.0 1-8
Greece 66.0 17 151.4 17
Iceland 100.0 1-8 big 1-8
Italy* 100.0 1-8 100.0 1-8
Luxembourg 100.0 1-8 100.0 1-8
Latvia 100.0 1-8 big 1-8
Malta 76.9 15 129.1 15
Netherlands* 37.9 21 210.6 20
Norway 100.0 1-8 100.0 1-8
Poland 80.9 12 123.6 13
Portugal 48.0 20 210.8 21
Sweden 80.2 13 124.5 14
Slovenia 90.1 10 110.8 10
Turkey 23.2 22 429.9 22

Source: Own processing in EMS

In Europe there are countries where the life insurance market has a long tradition and
national insurance markets have a large volume of premiums. These insurance markets
are developing rapidly and their volume of premiums to GDP increases too. A lot of
competition on national insurance markets is forcing insurers to operate efficiently. We
wanted to find out whether we can say that insurance markets with a large volume of
premiums are on average more efficient.

Based on the results of estimating the efficiency score, only three national insurance
markets, which had above-average values of earned premiums, were efficient. They were
Spain, France and Italy. Three national insurance markets, which had above-average
values of earned premiums, were not efficient. Based on this comparison, we can assume
that there is no correlation between the value of the efficiency score and the size of the
market expressed by earned premiums. We will confirm the assumption by testing the
hypothesis

Based on the expressed efficiency scores, we used the non-parametric Mann-Whitney U
test to test the two-sided null hypothesis at the significance level of 0.05. Our null
hypothesis was that there is no statistically significant difference in the probability
distribution of the efficiency score of operational activities of national life insurance
markets with an above-average value of premiums and the probability distribution of the
efficiency score of operational activities of national life insurance markets with a below-
average value of premiums. National insurance markets with an above-average value of
earned premiums are in Table 3, marked with *.

The null hypothesis was: there is no statistically significant difference in the probability
distribution of the efficiency score of operational activities of national life insurance
markets with above-average values of premiums and the probability distribution of the
efficiency score of operational activities of national life insurance markets with below-
average values of premiums.
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The alternative hypothesis was: there is a statistically significant difference in the
probability distribution of the efficiency score of operational activities of national life
insurance markets with above-average values of premiums and the probability
distribution of the efficiency score of operational activities of national life insurance
markets with below-average values of premiums. The U-statistics values and p-levels are
in Table 4.

Table 4 Mann-Whitney U Test

) p-level

36.5 0.396
Source: Own processing in Statistica

Based on the Mann-Whitney U test, we can conclude that at the significance level of 0.05
there is no statistically significant difference in the probability distribution of the
efficiency score of operational activities of national life insurance markets of countries
with above-average values of premiums and the probability distribution of the efficiency
score of operational activities of national life insurance markets of countries with below-
average values of premiums. The average efficiency score of large national life insurance
markets does not significantly differ from the average efficiency score of national life
insurance markets with a below-average value of premiums.

4 Conclusions

In this paper we analyzed the efficiency of the operational activities of national life
insurance markets of some European countries. We used the DEA models. The advantage
of these models is that they do not require determination of the balance of inputs and
outputs and it is not necessary to estimate the shape of the production function. They
estimate the level of efficiency relative to the value of other DMUs. The results can be
part of benchmarking. National life insurance markets vary in size and efficiency. In the
BCC models, eight national life insurance markets were efficient. However, we did not
confirm the claim that there is a statistically significant difference in the probability
distribution of the efficiency score of operational activities of national life insurance
markets of countries with above-average values of premiums and the probability
distribution of the efficiency score of operational activities of national life insurance
markets of countries with below-average values of premiums. The national life insurance
market in the Czech Republic was not efficient. The efficiency score, however, had
above-average values.

Based on the above conclusions, we can conclude that it is not possible to say that large
national life insurance markets achieve greater efficiency. Even relatively small insurance
markets, such as in Iceland and Latvia, are efficient. Conversely, not all insurance
markets with an above-average value of earned premiums are efficient.

Future research in this area should be aimed at detecting changes in the efficiency of
national life insurance markets in the period ahead and identifying the factors that most
influence these changes. Such a research could be of an important practical significance.
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Abstract: The paper is focused on the application of the two-stage DEA in assessing the
efficiency of Slovak and Czech commercial insurance companies. DEA models are
nonparametric methods for assessing the efficiency, which use linear programming. The
efficiency score is expressed for each subject analyzed and used to compare the
transformation of multiple inputs into multiple outputs. Two-stage models allow
comparing the efficiency of subprocesses, into which the whole process is divided. By
adding the sequence of steps consisting of the application of various statistical methods,
two-stage models allow to assess the efficiency of the subprocesses and thereby to
determine the strengths and weaknesses of the analyzed subjects, respectively of
individual subgroups of subjects. The aim of this paper was to compare the efficiency of
Slovak and Czech insurance companies using the two-stage models. At the same time,
efficiency score values from the classical DEA model and the two-stage model are
compared. Methods of analysis, synthesis, comparison and mathematical-statistical
methods are used in this paper. A part of the analysis is the traditional DEA model and
the two-stage model. There was no statistically significant difference in the probability
distribution of the efficiency score for both subprocesses in the traditional and two-stage
model. There was a statistically significant difference in the probability distribution of the
efficiency score of the second subprocess for insurance companies in Slovakia and the
Czech Republic in the two-stage model.

Keywords: two-stage data envelopment analysis, efficiency, insurance companies

JEL codes: G22, C52

1 Introduction

Financial system is the heart of each market economy. Over the last few decades, the
insurance industry has been influenced by globalization. The international concept of
insurance (and especially reinsurance) operations brings certainty and helps to balance
the economic results. (Necas and Cejkovd, 2014) However, the current period is
characterized by large fluctuations on the financial markets that affect also the insurance
market.

As part of the financial market, the insurance market is a rapidly growing sector of the
national economy. (Masarova et al., 2015) Business entities acting on this market must
continuously adapt to external conditions. A lot of competition leads to the permanent
need to assess the efficiency of their operations. They receive important information from
the efficiency scores, which are expressed relative to other subjects operating in the
area. The efficiency score can be an important part of benchmarking and can provide the
analyzed subjects with information on the need to improve. The objective of the
efficiency measurement is to detect weak areas so that appropriate measures can be
taken to improve performance. (Kao and Hwang, 2008)

The aim of the paper is to analyse the efficiency of operating and investment activities of
Slovak and Czech commercial insurance companies on the common insurance market.
The measurement and assessment of economic efficiency use several mathematical,
statistical and analytical methods the use of which depends on several factors.
(Haviernikova and Kraj¢o, 2013) One group of methods is the relatively young data
envelopment analysis (DEA). The characteristic of DEA models was first published in the
paper Measuring the Efficiency of Decision-making Units in European Journal of
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Operational Research by Charnes, Cooper, and Rhodes (1978) This model is also known
as the CCR model (traditional model).

Traditional DEA models were gradually modified according to the needs of practice and
were gradually applied in many fields. Financial markets were no exception. Their use in
the analysis revealed that it is important not only to compare the efficiency of the
process, but also to assess the efficiency of partial processes — subprocesses- into which
the whole process is divided. Such a comparison can be made using the two-stage data
envelopment analysis.

This model was first published by Seiford and Zhu (1999). Two-stage data envelopment
analysis is based on the fact that some processes can be divided into two subprocesses.
The first and second subprocesses are interconnected and outputs from the first
subprocess are used as inputs for expressing efficiency scores in the second subprocess.
The efficiency scores are expressed in both subprocesses. In this way this model enables
comparing the "contribution" of the efficiency score of both subprocesses with the
efficiency of the whole process. By complementing the approach with statistical methods
it can be concluded whether a subgroup has a weakness in the first or second
subprocess. At the same time, based on the efficiency scores of the subjects in both
subprocesses, it is possible to accurately determine their strategy for improving their
efficiency. A schematic representation of the inputs and outputs in both subprocesses is
in Figure 1.

Figure 1 Two-stage DEA technique - inputs and outputs

1st 2nd
Inputs subprocess | Intermediate subprocess Outputs

Xi products zg yr

Source: Chen, Zhu (2004)

In our paper we focused on characterising the two-stage data envelopment analysis and
comparing the model with the traditional CCR model, as well as applying the two-stage
data envelopment analysis in assessing the efficiency of Slovak and Czech insurance
companies on the common insurance market. We will focus on the differences in
efficiency scores of the two subprocesses - into which the whole process is divided. Our
objective will be to find out whether there is a statistically significant difference in the
probability distribution of the efficiency score of commercial insurance companies in
Slovakia and the Czech Republic on the common insurance market in the first and second
subprocess in the two-stage data envelopment analysis model and the traditional model
and whether there is a statistically significant difference in the efficiency score of Slovak
insurance companies and the efficiency score of Czech insurance companies in the first
and second subprocess. Such an approach may have practical benefits and reveal
whether the weakness of Slovak or Czech insurance companies is the first or second
subprocess.

2 Methodology and Data

DEA models were used to compare the efficiency of insurance companies in the Czech
Republic and in Slovakia. These models enable us to analyze the efficiency of
transformation of multiple inputs to multiple outputs. DEA models are based on non-
parametric approach. They use linear programming methods to construct envelopment
of data. (Grmanova and Jablonsky, 2009) They assess the efficiency score for each
subject analyzed.
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The subjects analyzed are called Decision Making Units and are referred to as DMUs.
Efficiency scores are calculated as values relative to the envelopment of data. In our
analysis we used CCR models that are based on constant returns to scale. DMU is to be
rated as fully efficient on the basis of available evidence if and only if the performances
of other Decision Making Units does not show that some of its inputs or outputs can be
improved without worsening some of its other inputs or outputs. (Bogetoft and Otto,
2011)

In our analysis, DMUs are Slovak and Czech commercial insurance companies. We
analyzed 14 Slovak and 15 Czech insurance companies on the common insurance
market. When assessing the efficiency of the insurance companies, we assume that the
activities of the insurance companies can be divided into two subprocesses. The first
subprocess is focused on acquiring income from the premiums in an effort to minimize
the costs of claims and operating costs. The second subprocess is focused on investment.
Part of the premiums is used for investment and thus affects the final profit of the
insurance company. Based on this, the inputs x; in the first subprocess are the costs of
claims and operating costs. The output z; is premiums earned. The input zi in the second
subprocess is the premiums earned and the output yi is the income from financial
investments. Data on Slovak insurance companies were taken from annual reports of
the insurance companies for 2013. Data on Czech insurance companies were taken from
annual reports of the insurance companies for 2013 and from the database of the Czech
Insurance Association.

Model Specification
We will use the traditional CCR model and the two-stage CCR model for expressing the
efficiency score.

Traditional CCR model

We assume that we have n homogeneous DMU and we monitor m inputs x; and
s outputs y;, then assuming constant returns to scale model expressing efficiency in
input-oriented model for the k' DMU has the form

min 6, (1)
s.t.
D x4, <0,x,, i=1,..,m, (2)
Jj=1
D Vil 2 v, i=1,..,s, (3)
j=1
A, 20, j=L..,n

(4)

We assume that we have n homogeneous DMU and we monitor m inputs x; and
s outputs yi, then assuming constant returns to scale model expressing efficiency output-
oriented model for the k™ DMU has form

max ¢, (5)
s.t.

D x4 <x,, i=1,.,m, (6)
Jj=1

Vit Z W i=1..,s, (7)
j=1

J ZO, jzl,.‘.,l’l. (8)
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(Jablonsky and Dlouhy, 2004) /1:(/11,...,/1

efficiency score for the k™ DMU in the input-oriented CCR model and ¢, is the technical
efficiency score for the k" DMU in the output-oriented CCR model.

) is the weight vector. 6, is the technical

n

Two-stage model

We assume that we have n homogeneous DMUs and we monitor in the first sub-process
m inputs x; and D outputs zs which are inputs of the second sub-process and in the
second sub-process we have n subjects with s outputs y,, then assuming constant
returns to scale model expressing efficiency for the k' DMU has the form

MiN, 5z & -p

(9)
s.t.
1. sub-process (Stage 1)
/Z:;/Ijxi/‘ S axy, i=L..,m, (10)
Z/ljzdj 2 Zys d=1,..,D, (11)
j=1
4,20, j=L...,n, (12)
a<l, 1)
2. sub-process (Stage 2)
zlujzdj <Zy, d=1,..,D, (14)
j=1
Z'u./ykaﬂyrk’ r=1,.,s, (15)
J=1
#; 20, j=L..n, (16)
p=l (zhu, 2008) (17)

We can draw some conclusions from the comparison of the models. The two-stage model
enables to assess the contribution of the efficiency of the two subprocesses into which
the process is divided. Unlike the traditional model, DMUs with efficiency equal to one,
i.e. efficient DMUs, may not exist. The traditional model, however, enables easier
interpretation of the assessed efficiency scores than in the case of using the two-stage
model. The efficiency score in stage 1 is input-oriented and less than or equal to one.
The greater the value of the efficiency score, the closer the DMU to the limit of efficiency
and the more favourable efficiency of the DMU. The efficiency score in stage 2 is output-
oriented and greater than or equal to one. The lower the value of the efficiency score, the
closer the DMU to the limit of efficiency and the more favourable efficiency of the DMU.
Efficient DMUs have an efficiency score equal to one in both subprocesses.

To test the hypothesis about the identical distribution of the efficiency score, we used the
nonparametric Mann-Whitney U test based on the order of values. We expressed
descriptive statistics and evaluated the testing of the hypothesis on the basis of U
statistics and p-levels in the program Statistica.

3 Results and Discussion

At the beginning of the analysis, we expressed descriptive statistics of the indicators
used, i.e. the arithmetic average, median and standard deviation of the operating costs,
costs of claims, earned premiums and income from financial investments of insurance
companies. The data are in Table 1.
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The arithmetic average of all indicators analyzed was lower in Slovakia than in the Czech
Republic. The most different values of the arithmetic average had the income from
financial investments, which was 5.2 times lower in Slovakia than in the Czech Repubilic.
The least different values of the arithmetic average had the operating costs that were 1.7
times less for Slovak insurance companies than for the insurance companies in the Czech
Republic. In the next step we focused on expressing the efficiency scores of the Slovak
insurance companies and Czech insurance companies on the common insurance market.
We expressed their efficiency scores.

Table 1 Descriptive statistics

Arithmetic Median
average Standard
(thousand .
(thousand EUR) deviation
EUR)
SR+CR 54807.3 27651.0 62288.6
Operating costs SR 40262.3 25535.5 47141.0
CR 68382.7 47867.0 72713.0
SR+CR 135465.7 73187.0 174675.1
Costs of claims SR 79616.2 44694.0 97184.1
CR 187591.9 84257.0 214993.6
SR+CR 201089.5 119984.0 241977.6
Earned premiums SR 118393.7 72922.0 140127.1
CR 278272.3 200030.0 292663.6
Income from SR+CR 45119.8 17225.0 70912.7
financial SR 14198.7 8485.0 16787.0
investments CR 73979.5 48618.0 89146.3

Source: Own processing in Statistica

In the first subprocess in the two-stage model, three Slovak insurance companies and
one Czech insurance company were efficient. The other 25 insurance companies were not
efficient. No insurance company was efficient in the second subprocess in the two-stage
model. The difference and the order of the insurance companies in both subprocesses
were considerably different for some insurance companies. Based on the efficiency score
expressed in the traditional model, two Czech insurance companies were efficient in the
first subprocess and one Slovak insurance company was efficient in the second
subprocess. Only one of the efficient insurance companies in the first subprocess in the
two-stage model was efficient also in the first subprocess in the traditional model.

Descriptive statistics of the efficiency scores in the two-stage model and the traditional
model are shown in Table 2. The arithmetic average of the efficiency score in stage 1 in
the two-stage model was not significantly different from the arithmetic average of the
efficiency score in the traditional model. The arithmetic average of the efficiency score in
stage 2 in the two-stage model was lower than the arithmetic average of the efficiency
score in the traditional model.

Based on the expressed efficiency scores, we used the Mann-Whitney U test to test the
two-sided null hypothesis that there is no statistically significant difference in the
probability distribution of the expressed efficiency scores of insurance companies in
Slovakia and the Czech Republic in the two-stage model and the traditional model.

The first null hypothesis was: there is no statistically significant difference in the
probability distribution of the efficiency scores in the two-stage model in stage 1 and the
traditional model in stage 1. The alternative hypothesis was: there is a statistically
significant difference in the probability distribution of the efficiency scores in the two-
stage model in stage 1 and the traditional model in stage 1. The values of U-statistics
and p-levels are shown in the first row in Table 3.
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Table 2 Descriptive statistics

Arithmetic . Standard
Min Max .-

average deviation
Two-stage model, Stage 1 0.541 0.133 1.000 0.317
Two-stage model, Stage 2 3.580 1.006 14.955 3.362
Traditional model, Stage 1 0.521 0.225 1.000 0.225
Traditional model, Stage 2 4.513 1.000 22.222 4.348

Source: own processing in Statistica

The second null hypothesis was: there is no statistically significant difference in the
probability distribution of the efficiency scores in the two-stage model in stage 2 and the
traditional model in stage 2. The alternative hypothesis was: there is a statistically
significant difference in the probability distribution of the efficiency scores in the two-
stage model stage 2 and the traditional model in stage 2. Values of U-statistics and p-
levels are shown in the second row in Table 3.

Table 3 Mann-Whitney U Test

) p-level
Stage 1. 402.8 0.780
Stage 2. 338.0 0.200

Source: Own processing in Statistica

Based on the Mann-Whitney U test we can conclude that there is no statistically
significant difference in the probability distribution of the efficiency score of insurance
companies in the traditional model and the two-stage model in stage 1 and stage 2 at
the significance level of 0.05. In the next step, we focused on the differences between
the efficiency scores of Slovak insurance companies and the efficiency scores of Czech
insurance companies in stage 1 and stage 2. Descriptive statistics of the efficiency scores
in the two-stage model of Slovak and Czech insurance companies are in Table 4.

The arithmetic average of the efficiency score of Czech insurance companies in stage 1 in
the two-stage model was not significantly different from the arithmetic average of the
efficiency score of Slovak insurance companies in stage 1 in the two-stage model. The
arithmetic average of the efficiency score of Czech insurance companies in stage 2 in the
two-stage model was different from the arithmetic average of the efficiency score of
Slovak insurance companies in stage 2 in the two-stage model.

We tested whether there is a statistically significant difference in the efficiency score of
both subprocesses in the two-stage model for the Slovak and Czech insurance
companies. The null hypothesis was: there is no statistically significant difference in the
probability distribution of the efficiency scores in the two-stage model for the Slovak
insurance companies and the efficiency scores in the two-stage model for the Czech
insurance companies. The alternative hypothesis was: there is a statistically significant
difference in the probability distribution of the efficiency scores in the two-stage model
for Slovak insurance companies and the efficiency scores in the two-stage model for
Czech insurance companies. Values of U-statistics and p-levels are in Table 5.
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Table 4 Descriptive statistics

Arithmetic Min Max Standard

average deviation
Two-stage model, Stage 1, 0.487 0.133  1.000 0.291
Czech Insurance : . . .
Two-stage model, Stage 2, > 414 1006 11.203 5 695
Czech Insurance : . . .
Two-stage model, Stage 1, 0.599 0.134  1.000 0.345
Slovak Insurance : : . .
Two-stage model, Stage 2, 6.216 5123 22.222 5 597

Slovak Insurance

Source: Own processing in Statistica

Table 5 Mann-Whitney U Test

U p-level
Stage 1. 87.5 0.445
Stage 2. 45.5 0.009

Source: Own processing in Statistica

Based on the Mann-Whitney U test we can conclude that there is a significant difference
in the probability distribution of the efficiency score of the second subprocess for
insurance companies in Slovakia and the Czech Republic in the two-stage model at the
significance level of 0.05. Insurance companies in Slovakia have a greater average
efficiency score in the CCR model in the second subprocess, reflecting the fact that the
weakness of Slovak insurance companies is their investment activities.

4 Conclusions

In this paper we used the two-stage model. Its advantage is that it analyzes the
"contribution" of the efficiency score of two subprocesses, into which the process is
divided. The reason for applying the two-stage DEA method in empirical research is that
it shows the relationship between the subprocesses. Based on the efficiency score of the
insurance companies in the two subprocesses it can be determined whether the subjects
are efficient in terms of operating and investment activities and which subjects achieve
the best results in individual subprocesses. The results can be part of benchmarking and
may serve for detailing business strategy.

Three Slovak and one Czech insurance company were efficient in the first subprocess. No
insurance company was efficient in the second subprocess. In this paper we focused on
the differences between the traditional model and the two-stage model. There was no
statistically significant difference in the probability distribution of the efficiency score for
both subprocesses in the traditional and two-stage model at the significance level of
0.05. However, there was a statistically significant difference in the probability
distribution of the efficiency score of the second subprocess for insurance companies in
Slovakia and the Czech Republic in the two-stage model at the significance level of 0.05.
The investment activities of Slovak insurance companies are weaker compared to the
investment activities of Czech insurance companies. It might be possible to achieve
positive changes on the Slovak insurance market by improving the investment strategy
of Slovak insurance companies.

In our previous research, the results of which are summarized in a monograph (2010),
we concluded upon analyzing the efficiency of insurance companies in 2006-2008 that
the indicators of insurance companies that were their weakness in terms of efficiency did
not change significantly. Our current research highlights the need to address mainly the
investment activities of Slovak insurance companies. Improving investment activities of
Slovak insurance companies could significantly influence their efficiency.
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Future research in this area should be aimed at detecting changes in the relative
efficiency score of commercial insurance companies in the following period. Comparing
changes in Slovak and Czech insurance companies in the two sub-processes is of vital
importance. It will allow them to identify their weaknesses which may be of great
practical significance.

Comparing the results of the efficiency score in several efficiency models in further
research may lead to broader conclusions and may also contribute to expanding the
importance of using them.
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Abstract: We compile data about Euro denominated lending in Central and Eastern
European Countries (CEE EU) during 2001-2011. Our analysis of the determinants of
non-performing loans (NPL) with panel regressions for CEE EU suggests that foreign
currency loans contributed significantly to the increase in NPLs, reinforced by effective
changes in exchange rates, which cannot be sustained by the local borrowers. We find
that there are serious limits to Euro-globalization with Euro denominated loans.
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1 Introduction

Internationalization of a currency takes place when a) other (local) currencies do not
properly provide important functions of money, e.g. as a storage of value; b) when other
(local) currencies are not convertible at given exchange rates and thus not suitable for
international payments; and c) when the large scale use of a foreign currency offers
some economic advantage over the use of a domestic (local) currency (Ize and Levy
Yeyati, 2003; Haiss and Rainer, 2012). An example for case a) was the use of the
German D-Mark as storage of value in Central, Eastern and Southeastern European
countries (CESEEC) before the fall of communism; for case b) the irreplaceable function
of the US-Dollar for international payments in the Bretton Woods agreement; and for c)
the most important feature are foreign currency loans to local borrowers, which play an
increasingly important role since 1995 and are induced by perceived interest rate
advantages.

The CEE EU countries have shown a tremendous convergence process in the last decade,
resulting in close ties with the core EU Member States. Especially the financial sector was
driven by liberalization, integration and cross-country foreign direct investment (FDI;
Eller et al, 2006). These developments have triggered an unprecedented credit growth
throughout the region (Aydin, 2008; Liikanen et al, 2012). Funding of the catching-up
process was to a significant extent financed by core EU countries and the large Western
banks with operations in CEE. A significant share of the new bank loans was extended in
foreign currency, with the Euro as the dominant currency and to a lesser degree the
Swiss Franc and the US Dollar. This development, which is also referred to as
Euroization, exposes the financial system to a number of additional risk factors (see e.g.
Brown and De Haas, 2012; Chitu, 2012; Cuaresma et al, 2011; Haiss and Rainer, 2012;
Levy-Yeyati, 2006; Steiner, 2011). Especially unhedged borrowers like most households
do not have foreign currency income and, thus, are directly exposed to exchange rate
fluctuations. The situation is less severe for corporate borrowers, as export revenues can
to some degree provide a hedge against adverse currency movements associated with
foreign currency debt (Brown et al., 2010).
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The 2007 financial crisis has led to a materialization of the risks associated with foreign
currency lending. Across the region, local currencies depreciated significantly against the
Euro and Swiss Franc, causing stress to unhedged foreign currency borrowers. Non-
performing loans (NPL) have increased significantly in all CEE EU countries since 2007
(Beck et al, 2013). These developments raise the question, whether foreign currency
loans have contributed to the increasing shares of NPLs in CEE EU.

Understanding the impact of foreign currency loans on non-performing loans is
important, because of the feedback mechanism of NPLs which can have a negative
impact on future growth (see e.g. Espinoza and Prasad, 2010; Nkusu, 2011; ECB, 2011).
Klein (2013) investigates the feedback effect for a panel of Central, Eastern and
Southeastern European countries, showing indications of strong macro-financial linkages.
He finds that a positive shock (increase) in NPLs leads to a decrease in GDP growth and
an increase in unemployment. If countries with a higher share of foreign currency loans
are at risk of recording higher NPLs in crisis situations, policies designed to curtail foreign
currency lending might lead to increased financial stability and a smoother catching-up
process. Against this background the aim of this paper is to empirically investigate the
impact of foreign currency (FX) loans on NPLs in CEE EU countries for the period 2001-
2011.

Figure 1 FX-Loans pre-crisis (2001-2006) vs increase in NPLs since crisis (2006-2011)
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Source: Compiled by the authors

Figure 1 shows that over the period 2007 to 2011 countries with higher shares of foreign
currency loans in total loans also recorded a higher share of non-performing loans. In
theory, the link between foreign currency loans and non-performing loans seems straight
forward. Without any hedging mechanism, exchange rate fluctuations directly impact the
interest and principal payment on foreign currency denominated loans. Increasing debt
burden in local currency terms leads to increased defaults and non-performing loans.

¢ Hypothesis 1: A higher share of foreign currency loans in total loans is associated
with a higher share of non-performing loans in an economy.

We argue that this general relationship needs to be refined in two ways. First, a
weakening currency increases the burden for foreign currency borrowers. While small
fluctuations might not impact the borrower’s ability to service the loan, a severe
depreciation of the home currency might well lead to a situation where the liability in
local currency terms becomes so great that the borrower has to default. Such a situation
could e.g. be triggered by an exogenous shock like the current global financial crisis,
which has e.g. caused significant depreciations of CEE currencies.
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e Hypothesis 2: The current global economic crisis has triggered significant currency
devaluations in Central and Eastern Europe which have had an adverse impact on
non-performing loans in the region.

Second, we argue that the link between foreign currency loans and non-performing loans
depends on the share of unhedged foreign currency borrowers, i.e. whether foreign
currency borrowing is mainly to households or corporates. Unhedged foreign currency
borrowers are directly impacted by adverse currency movements and thus non-
performing loans should be higher in countries with a higher share of unhedged foreign
currency borrowers. We argue that households tend to be unhedged, while corporates
are a least to some degree hedged by export revenues. Therefore we expect to find a
stronger relationship between the level of foreign currency loans and non-performing
loans in countries with a high share of household foreign currency loans.

e Hypothesis 3: A higher share of household foreign currency loans vs. corporate
foreign currency loans is associated with higher share of non-performing loans.

The main contribution of this paper lies in investigating directly the impact of foreign
currency loans on non-performing loans empirically for CEE EU countries. This is a topic
that has implications for the respective countries’ path for joining EMU respectively for
increasing the global role of the Euro, though has not received ample empirical attention,
with the ECB (2011) and Nkusu (2011) as rare exceptions. Both studies include the
nominal exchange rate as explanatory variable of NPLs, which also indirectly measures
the impact of foreign currency loans on NPLs.

2 Model

The model presented in this paper aims to test the impact of foreign currency lending on
NPLs in CEE EU member states. The basic model can be specified as

NPLy = NPL;; (Y"B +u; + &, (1)

Where NPL is the share of non-performing loans in total bank loans, Y is a vector of
macroeconomic variables (some of which are also included as lags), u covers the
individual unobservable effects and € is the error term. Based on the review of the most
tested macroeconomic determinants of NPLs we selected the following macroeconomic
variables:

Real GDP growth (RGDP)

Inflation (INFL)

Lending rate (LR)

Nominal effective exchange rate (NEER)

Unemployment (UNEMPL)

Change in stock market index (STOCK)

Share of foreign currency-loans to the private non-financial sector (FXL)
Share of foreign currency loans to non-financial corporations (FXL_C)
Share of foreign currency loans to non-financial households (FXL_H)

Additionally, and as an alternative to the stock variables FXL, FXL_C and FXL_H we
include two variables FXL_C_PRE and FXL_H_PRE that measure the average pre-crisis
(2001-2006) share of foreign currency loans to non-financial corporations and
households, respectively. We expect NPLs to be higher in countries with a higher share of
foreign-currency loans in the years before the crisis. Due to data limitations, no such
sectoral split was possible for NPLs.

3 Data and Methodology

The sample covers annual data of the ten CEE EU countries (Bulgaria, Czech Republic,
Estonia, Hungary, Latvia, Lithuania, Poland, Romania, Slovakia and Slovenia) for the
time period 2001 to 2011. Our data sample thus covers two time periods, pre crisis
(2001-2006) and crisis (2007-2011). Data sources are the National Banks of the
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individual countries, the IMF, the EIU Country Data and Eurostat. The following Table 1
contains descriptive statistics on the individual variables. Annual recordings for ten
countries result in 110 observations per variable, with the exception of NPL (108), LR
(108) and STOCK (106) because of missing values. The panel is therefore unbalanced.

Table 1 Summary Statistics

Standard

Observations Mean Deviation Min Max
NPL 108 5.62 5.14 0.20 21.20
FXL 110 43.99 25.90 0.65 92.17
FXL_C 110 48.28 26.08 1.26 94.31
FXL_H 110 34.68 29.12 0.02 90.47
FXL_C_PRE 110 48.53 18.84 19.18 80.54
FXL_H_PRE 110 27.74 23.06 0.73 70.78
RGDP 110 3.74 4.97 -17.73 11.15
INFL 110 4.97 4.51 -1.08 34.47
LR 108 9.34 5.78 2.91 45.40
NEER 110 102.12 9.41 86.53 138.38
UNEMPL 110 10.24 3.89 4.10 19.92
STOCK 106 17.26 35.97 -62.68 124.14

Source: Compiled by the authors

The correlation matrix (Table 2) reveals that the independent variables are not highly
correlated, with the exception of the lending rate (LR) and inflation (INFL). Because of
this high correlation, we opt to include only LR in the investigation. The high correlation
between FXL, FXL_C, FXL_H, FXL_C_PRE and FXL_H_PRE is obvious and these variables
are not simultaneously incorporated as independent variables. FXL_C_PRE and
FXL_H_PRE are derived from FXL_C and FXL_H measuring the average pre-crisis (2001-
2006) level of foreign currency loans in a country. These variables are constant over
time.

NPL is measured as bank nonperforming loans to total gross loans. There exist some
problems with this variable, because of cross-country differences in accounting rules and
regulations. A detailed discussion of this problem goes beyond the scope of this paper.
An in-depth analysis of different NPL classification systems in Central, Eastern and
Southeastern Europe (CESEE) can be found in Barisitz (2011) or EBCI (2012).

Table 2 Correlation matrix

FX FX UN-
NPL __FXL L C L H RGDP INFL LR NEER _EMPL __ STOCK

NPL 1.00

FXL 0.06  1.00

FXL_C 0.01 0.97 1.00

FXL_H 0.13 0.90 0.79 1.00

RGDP -0.42 -0.08 -0.05 -0.16 1.00

INFL -0.18 0.22 0.24 0.04 0.10 1.00

LR 0.08 0.24 0.26 0.05 -0.08 0.81 1.00

NEER -0.18 -0.24 -0.22 -0.25 0.00 0.15 0.10 1.00

UNEMPL  0.54 -0.13 -0.15 -0.14 -0.13 -0.30 -0.13 -0.09 1.00

STOCK -0.16  0.04 0.09 -0.07 0.55 0.00 0.03 -0.15  0.13 1.00

Source: Compiled by the authors
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4 Results and Discussion

We analyze whether the high share of non-performing loans (NPL) in the EU CEE
countries was, among others, driven by foreign currency (FX) lending which thus may
have hampered economic development and convergence. This link between NPL and FX-
lending has not yet received ample attention. We started out with simple OLS regressions
with White standard errors and tested for the impact of the variables FXL_H_PRE (Model
1) and FXL_C_PRE (Model 2) which record the average level of foreign currency loans in
the pre-crisis period 2001-2006. In a second step, we also performed cross-sectional
panel data regressions. For Model 3 and 4, which include the variables FXL_H_PRE and
FXL_C_PRE we opted for random effects, since these variable are time-invariant. As an
alternative to the average pre-crisis level of foreign currency loans we also tested for the
impact of the whole time series of the share of foreign currency loans on NPLs. Therefore
we ran Models 5-7, which test for FXL, FXL_C and FXL_H, respectively. For these Models
the Hausman test also suggested using random effects.

Table 3 Results

Simple OLS, robust

standard errors Random effects GLS, robust standard errors

Model 1 Model 2 Model 3 Model 4 Model 5 Model 6 Model 7
NPL (-1) 0.846 *** 0.869 **x* 0.792 **x* 0.856 **x* 0.857 *x*x 0.845 *** 0.854 *x*x*
(19.430) (21.480) (13.620) (20.660) (22.010) (20.630) (22.350)
RGDP -0.385 **x* -0.384 **x* -0.355 **x* -0.388 **x* -0.367 **x* -0.361 *** -0.375 **x*
(-5.060) (-5.050) (-4.170) (-5.250) (-5.220) (-5.160) (-5.240)
RGDP (-1) -0.091
(-1.610)
NEER -0.080 ** -0.070 * -0.073 ** -0.071 * -0.069 *
(-2.150) **  (-1.750) (-1.990) (-1.760) (-1.830)
NEER (-1) 0.101 0.101 ** 0.088 ** 0.099 ** 0.052 *** 0.044 ** 0.107 ***
(2.330) (2.280) (2.140) (2.220) (2.280) (2.030) (2.600)
FXL_H_PRE 0.014 0.013
(1.530) (1.270)
FXL_C_PRE 0.026 ** 0.025 *
(2.190) (1.720)
FXL 0.027 **x
(2.840)
FXL_H 0.024 ***
(3.150)
FXL_C 0.022 **
(2.070)
Constant 0.098 -1.974 1.193 -1.450 -4.001 -2.915 -2.462
(0.050) (-0.860) (0.570) (-0.580) (-1.500) (-1.160) (-0.920)
Number of
observations 97 97 97 97 97 97 97
R2 0.8499 0.8539 0.8544 0.8538 0.8556 0.855 0.8579

Source: Compiled by the authors

Similar to previous research, we find a strong negative impact of real GDP growth on
NPLs across all Models. A rise in real GDP translates into a decline in the ratio of non-
performing loans in total loans, underpinning the counter-cyclical behavior of NPLs.

The autocorrelative nature of NPLs can be seen by the significant positive first-order
autocorrelation of NPLs in all Models. Again, this is in line with past research.
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With regards to the impact of foreign currency lending on NPLs, we find a positive
relationship in all Models. Both the average variables (Models 1-4), as well as the stock
variables (Models 5-7), produce significant results. With regards to hypothesis 1 and 2,
these results show that higher shares of foreign currency loans in CEE EU countries over
the investigated period are associated with higher non-performing loan ratios. This
confirms the finding of Chitu (2012) that euroisation was an important contributor to the
severity of the crisis and thus hampered economic convergence.

The results do not show a significantly different impact of foreign currency lending to
household or non-financial corporation on NPLs (Models 5-7). However, we do find a
negative relationship between the nominal effective exchange rate and NPLs in 5 out of
the 7 Models. This means that a depreciation of the local currency (lower value of the
NEER) is associated with a higher share of NPLs. This finding is supportive of the theory
that the exchange rate impacts NPLs via (unhedged) foreign currency borrowers and not
via the export channel. A significant depreciation of the local currency increases the debt
burden of unhedged foreign currency borrowers, which in turn increases NPLs. In
combination with the findings above, this points to the important role of foreign currency
loans as determinants of NPLs in crisis situations.

With regards to the other macroeconomic variables, we do not find a significant impact of
unemployment, stock price development and the lending rate on NPLs in the sample
under investigation.

5 Conclusion

Granting loans in foreign currency in CEE EU was driven by strong convergence optimism
by investors and the banks competing for clients, and as well as by borrowers, politicians
and regulators. This business model did not go as planned and showed unintended
effects: individually rational actions created a collectively damaging, systemic risk
(Szpunar and Glukowski, 2012). In this paper, we argue that the increase in non-
performing loans (NPLs) since 2007 in many CEE EU countries was to a significant degree
driven by foreign currency (FX) lending. Local currencies depreciated significantly since
the onset of the crisis, leading to increases in the debt burden of unhedged foreign
currency borrowers and subsequently higher NPLs.

The results suggest that foreign currency lending is indeed associated with higher shares
of NPLs in crisis situations. The findings give rise to the following discussion points.

The widespread use of foreign currency loans increases the risk in crisis situations and
can have negative cyclical effects via the feedback mechanism of NPLs on GDP growth. In
the case of CEE EU, when Euro-zone accession seems unlikely within the foreseeable
future, one should discuss how to mitigate the negative effects of internationalization of
the Euro via the lending channel.

Joining EMU respectively enlarging the Eurozone and its global appeal might be delayed
by premature Euro-denominated, large scale lending outside the Eurozone. Regulators
might consider policies depending on the closeness to EMU entry, e.g. linked to
participation in the ERM

We suggest that designing policies to curtail the use of foreign currency loans to
unhedged households could be one such measure to increase financial stability via lower
NPLs particularly when EMU entry is still further out. Loan-to-deposit ratios, FX reserve
requirements, or currency-dependent loan-to-value ratios may be among possible
solutions. Concerted regulatory efforts like the ESRB's (2011, 2013) recommendations
to establish best practices in terms of foreign currency lending to unhedged borrowers
which highlight the need for an orderly, non-disruptive cleanup process as also
recommended by Klein (2012) are most helpful in this matter. The case of Hungary,
where the government unilaterally introduced a “fixed” exchange rate allowing customers
to refinance their existing foreign currency loans at this favorable rate at the expense of
the (mostly EU) banks, shows that there is need for a common procedure on how to deal
with household foreign currency loans in crisis situations.
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Investigations on whether the speed (growth rate) of aggregate lending is healthy and
supporting economic growth should also pay attention to the currency mix of loans
granted. E.g. the benchmark used by Cottarelli et al (2005) and Haiss and Ziegler (2011)
is derived with the assumption of domestic currency lending. In the light of our findings
with regard to the impact of foreign currency lending on NPLs, these studies results may
need further interpretation and adjustment by including foreign currency issues. This
equally applies to analyzing country risk in countries prone to foreign currency lending.
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Abstract: In this paper the corporate bankruptcy and creditworthiness models are
applied to the Czech health care sector, particularly, on the inpatient healthcare
providers. To test and compare the selected three models we use the data from
hospitals, which are different from the management perspective. Concretely, we focus on
the hospitals from Vysocina region, whose legal form is a contributory organization and
hospitals from Southern Bohemia region, which have the legal form of a joint-stock
company. Our research is based on the financial data from the hospital annual reports for
the year 2012. From the analysis we get very heterogeneous results when comparing
selected regions.

Keywords: hospitals, financial ratios, bankruptcy models, creditworthiness indexes,
contributory organizations
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1 Introduction

Decision making in each organization should be based on a thorough financial analysis.
With it, the company management can have a comprehensive view on the so-called
financial health of their company. The analysis should in particular be used for
operational, tactical and strategic decision making.

From financial statements are derived mostly statements for working with financial
ratios. One of possible approaches is to use the so-called multivariate models. These are
linear combinations of selected financial ratios, whereas the selection of optimum weights
and appropriate types of ratios is still developing. The result of these models is one value
(index), on the basis of which you can assess the current financial status
(creditworthiness models). There are also models for early detection of impending
bankruptcy (bankruptcy models) of the company (Sedlacek, 2001). These models were
constructed primarily for profit sector using classificatory mathematical and statistical
methods. To construct these models are mainly used the multiple discriminant analysis,
logistic regression, cash flow simulation and neural networks (Kennedy, 2008). These
multivariate models include the Altman index (Altman, 1968), the creditworthiness index
(Kralicek, 2007), the Taffler index (Taffler and Tisshaw, 1977) and Czech domestic
indexes IN (Neumaierova and Neumaier, 2002, 2014). A comprehensive overview of the
development of bankruptcy models in the period 1930-2007 gives the article by Bellovery
et al (2007).

In this paper we will focus on the inpatient healthcare sector, which has its own specifics.
It includes hospitals, which operate on the principles of non-profit sector, because their
main aim is not to make profit, but to provide treatment for the residents. Moreover,
revenues at hospitals are obtained primarily from public health insurance and in this
regard, hospital financial management is more accountable. Despite this fact, in the year
2013, 38% of hospitals resulted in a loss (UZIS, 2014). Thus, using an appropriate
financial model, the hospital management can early detect a bad financial condition. In
terms of legal form, however, most hospitals in the Czech Republic are business entities.
The legal form of the company comes from the legal regulations. That is why we are
interested in whether the contents of financial statements are closer to business entities
that have a different goal - to make profit.

The aim of this paper is to test basic bankruptcy/creditworthiness models, which were
constructed primarily for profit sector, on the pilot sample of Czech hospitals from two
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regions. The issue of bankruptcy models in healthcare studies is handled by foreign
authors e.g. for American (Wertheim, Lynn, 1993) and Korean hospitals (Noh et al,
2006). Czech hospitals are examined mainly for their efficiency (Votdpkova, Stastna,
2013). In the healthcare sector the bankruptcy/creditworthiness models were used to
analyze spa facilities (Peskova, 2012).

We verify the following working propositions:

P1: Bankruptcy/creditworthiness models based on the Czech environment reflect the
financial situation of hospitals better than foreign models.

P2: Evaluation based on selected indexes will be more similar for hospitals in the form of
business company, which are closer to profit sector, than in the form of contributory
organizations.

P3: Although the indexes will vary, they will retain the same comparison between
regions.

2 Methodology and Data

For evaluation we used publicly available profit and loss statements and balance
statements for 2012 (MFCR, 2015). Given the objective of the article, the data is
processed from selected hospitals of South Bohemia and Vysocina region which are
adjacent to each other and can, in terms of health care, compete. Universal
bankruptcy/creditworthiness model should be successful regardless of the analyzed data,
which is another reason for choosing these two regions. In given region prevails the
same type of owner of hospitals - the regional authority, but the legal statuses of
hospitals differ between these regions.

In the South Bohemia region are hospitals of the joint-stock company type. In contrast,
in the Vysocina region are hospitals with legal form of contributory organization. For the
different legal form (joint-stock company) and a different owner (Agel company). As for
the South Bohemia hospitals, the study doesn't include hospital in Dacice because it only
provides aftercare. All surveyed hospitals have achieved in the reference year 2012 profit
in the range from CZK 9 thousand to CZK 20,700 thousand, except for one hospital from
the Vysocina region, which ended in a loss of CZK 14,230 thousand. The study includes a
total of 12 hospitals (see Table 1), while in the whole Czech Republic there were 156
acute care hospitals registered to 31 December 2012 (UZIS, 2013).

Table 1 Summary of hospitals included in the analysis, data for the year 2012

Region Hospital Number of beds Number of
hospitalizations

South Bohemia (::eské Budé&jovice 1213 51 702
(joint-stock Cesky Krumlov 283 10 193
companies) Jindfichdv Hradec 362 14 670
Pisek 377 15 386

Prachatice 168 6 408

Strakonice 335 13 813

Tabor 497 18 044

Vysoéina Havli¢klv Brod 554 21 383
(contributory Jihlava 742 27 787
organizations) Pelhfimov 350 11 117
Trebic 468 20 433

Nové Mésto na Moravé 429 19 457

Source: UZIS, 2013ab

To analyze the provided sample of hospitals we selected one foreign bankruptcy model
and one foreign and one Czech creditworthiness model.
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THE ALTMAN MODEL

Among the most famous foreign bankruptcy models belong the Altman models. From
these models we have chosen for our purposes the so called Z”-Score model, which was
created to evaluate the financial situation of non-US non-manufacturing companies
(Altman, 2006).

Z" =6.56 x1 + 3.26 x2 + 6.72 x3+ 1.05 x4

x1 — net working capital / total assets ,

X2 — retained earnings from previous years / total assets ,
X3 — earnings before interest and tax (EBIT) / total assets,
x4 — market value of equity / total equity.

THE CREDITWORTHINESS INDEX

Another model used predominantly in German speaking countries (Rejnus, 2014) is the
creditworthiness index (IB):

IB=1.5x1+0.08x>2+ 10x3+ 5x4+ 0.3 x5+ 0.1 xs

x1 — cash flow / liabilities,

x2 — total assets / liabilities,

X3 — earnings before tax (EBT) / total assets,
X4 — earnings before tax (EBT) / revenues,
x5 — stocks / revenues,

Xe — revenues / total assets.

This model, unlike the previous one, is not intended to predict bankruptcy.

INDEX IN99

The last selected index is of Czech origin, i.e. it was compiled based on the financial
situation of Czech companies. Its authors are the Neumaier couple (Neumaierova and
Neumaier, 2002, 2014). The form of this index since the first appearance in 1995
evolved (IN95, IN99, INO1, INO5). Although the latest index is derived on the basis of
the financial situation of companies in 2004, we considered IN99 as the most appropriate
for our needs. The index is again presented as a creditworthiness index and is
constructed from the perspective of the owner (Sedlacek, 2008).

IN99 = - 0.017 x1+ 4.573 x2 + 0.481 x3 + 0.015 x4

x1 — total assets / liabilities,

X2 — earnings before interest and tax (EBIT) / total assets,

X3 — revenues / total assets,

X4 — current assets / (short-term liabilities + short-term bank loans ).

For the sake of the evaluation comparison based on the individual indexes, in the case of
the creditworthiness index IB we have chosen a more coarse scale rating, which do not
distinguish the degree of good or poor financial condition, see Table 2.
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Table 2 Evaluation of hospitals based on selected indexes

Evaluation of hospital Color Altman Z” IB IN99
Good financial condition Green > 2.6 >1 = 2.07
Indefinite result Gray (1.1, 2.6) (0, 1) (0.684, 2.07)
Bad financial condition Red <1.1 <0 < 0.684

Source: Altman, 2006; Rejnus, 2014; Sedlacek, 2008

3 Results

For comparison we used both initial values of selected indexes and their transfer on the
ordinal scale (see Table 2). Due to the small number of hospitals included in the study we
used for comparison only descriptive statistics. In terms of average values of Altman Z"-
score and creditworthiness index, the better performing are South Bohemian hospitals.
In contrast, using the Czech IN99 index, the better evaluated were hospitals in Vysocina
region (Table 3, Figure 1).

Using the IB index, none of the hospitals identified as financially unhealthy (see Table 4
and Figure 1 - red zone near bar graphs). In contrast, in the case of South Bohemia
hospitals, the poor financial situation has been evaluated on the basis of Czech IN99
index in all 7 hospitals and based on the Altman Z"-score in three hospitals. In the
Vysocina region as financially unhealthy were evaluated, using both the Altman Z"”-score
and IN99, three specific hospitals. It is therefore obvious that the creditworthiness index
IN99 is significantly different from the two other indexes used and evaluates the selected
hospitals more strictly. Classification based on the Altman Z"”-score and IN99 is different
for the South Bohemian hospitals in the form of joint-stock companies than for the
Vysocina region hospitals in the form of contributory organizations.

Our propositions P1 - P3 were unfortunately not confirmed with presented results.

Table 3 Average values (standard deviations) of the individual indexes by region,
including their comparison in the form of difference of averages

Region Altman Z"’ IB IN99
South Bohemia 1.063 (0.844) 0.665 (0.295) 0.389 (0.119)
Vysocina 0.730 (0.931) 0.398 (0.342) 0.574 (0.198)
Difference 0.333 0.267 -0.185

Source: Authors' work

Table 4 Absolute (relative) number of hospitals evaluated on the basis of individual
indexes in the red zone of companies with poor financial situation

Region Altman Z"’ IB IN99

South Bohemia 3 (42.9%) 0 (0.0%) 7 (100.0%)
Vysocina 3 (60.0%) 0 (0.0%) 3 (60.0%)
Total 6 (50.0 %) 0 (0.0%) 10 (83.3%)

Source: Authors' work
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Figure 1 Scatterplots: the values of individual indexes for each hospital with a marked
value of the average (yellow square) in a given region (1 - South Bohemia, 2 - Vysocina)
with marked borders of individual zones (gray dashed line); Stacked column charts:
distribution of hospitals to individual zones (red - bad, gray - indefinite, green - good
financial situation)
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4 Conclusions and Discussion

For our pilot study, we used the Altman bankruptcy model and two creditworthiness
models, one foreign and one Czech. From the analysis we found that when using
different models we get very heterogeneous results both for comparison of hospitals
within each region and comparison between regions. We conclude that the chosen
bankruptcy/creditworthiness models in this form are not suitable for the hospital
environment. We assumed that at least the IN99 model applied to the Czech
environment will draw better results, but in this case the results were unsatisfactory.
However, our findings are consistent with the results of Susicky (2011), who applied the
bankruptcy/creditworthiness models to the Czech environment for the sector of
agriculture, food industry and manufacturing of motor vehicles.

Both the Altman index and the IN99 index imply that some of the hospitals included in
the study are near bankruptcy, which does not reflect the real situation. During expert
interviews with representatives of one hospital from each region, we made sure that
hospitals have a balanced financial management from 2012 until now and do not face
any financial difficulties. As the most appropriate of all selected indexes appears to be
the creditworthiness index (IB). Hospital economists do not work with b / b models when
evaluating the economy of hospitals. From their perspective, these models contain too
many indicators, which include earnings before taxes. Economists evaluate the economy
of hospitals more from the perspective of performance indicators rather than the financial
ones. Classification of hospitals in terms of profit - the profit / loss cannot be entirely
ignored. Each organization, profit or nonprofit, cannot show a financial loss in the long
term. The problem still remains in the variety of suitable indicators used for b / b models
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and their applicability to different legal forms of hospitals located in the Czech Repubilic.
In the future, it is important to determine the applicability of b / b models on the
available data for all hospitals, to adjust scales and indicators of existing models and to
ascertain whether there is an individual indicator needed for each type of hospital. It is
necessary, however, to test the index on a larger number of hospitals, which will be the
subject of further research. In the case of unsatisfactory results it will be necessary to
modify one of the existing models or to suggest a different model applicable to Czech
hospitals.

Acknowledgments

This paper was funded from the resources of the project F6/15/2015, a negotiated
contract between the researchers and IGA (Internal Grant Agency), University of
Economics in Prague.

References

Altman, E. I. (1968). Financial Ratios, Discriminant Analysis and the Prediction of
Corporate Bankruptcy. Journal of Finance, vol. 23(4), pp. 589-603.

Altman, E. I. (2006). Corporate Financial Distress and Bankruptcy. Hobokem, John Wiley
& Sons, New Persey.

Bellovary, J., Giacomino, D., Akers, M. (2007). A Review of Bankruptcy Prediction
Studies: 1930-Present. Journal of Financial Education, vol. 33, pp. 1-42.

Kennedy, P.A. (2008). A Guide to Econometrics. 6th ed. Malden: Blackwell Publishing.
Kralicek, P. (2007). Quick-Report User’s Manual. Retrieved from:
http://www.kralicek.at/pdf/QR-Manual.pdf

MFCR (2015). ARES - ekonomické subjekty. Retrieved from:
http://wwwinfo.mfcr.cz/ares/ares_es.html.cz.

Neumaierova, I., Neumaier, I. (2002). Vykonnost a trzni hodnota firmy. 1st ed. Praha:
Grada.

Neumaierova, I., Neumaier, I. (2014). INFA Performance Indicator Diagnostic System.
Central European Business Review, vol. 3(1), pp. 35-41.

Noh, M., Lee, Y., Yun, S.C., Lee, S.I., Lee, M.S., Khang, Y.H. (2006). Determinants of
hospital closure in South Korea: Use of a hierarchical generalized linear model. Social
Science & Medicine, vol. 63, pp. 2320-2329.

Pegkova, R. (2012). Vykonnostni indikatory aplikované na lazefiské zatizeni v CR. Czech
Hospitality and Tourism Papers, vol. 8(15), pp. 3-22.

Rejnus, O. (2014). Finanéni trhy. Praha: Grada Publishing.

Sedlacek, 1. (2001). Udetni data v rukou manaZera — finanéni analyza v fizeni firmy,
2. doplnéné vydani. Praha: Computer Press.

Sedlacek, J. (2008). Financni analyha podniku. Praha: Computer Press.

Su5|cky, J. (2011). Vyu21telnost bankrotnich modeld a jejich aplikace v podminkach
Ceské republiky. Praha: Ceskd zemédélska univerzita v Praze.

Taffler R.]J., Tisshaw, H. (1977). Going, going, gone - four factors which predict.
Accountancy, vol. 88, pp. 50-54.

UzIs (2013). Nemocnice v Ceské republice 2012. Retrieved from:
http://www.uzis.cz/rychle-informace/nemocnice-ceske-republice-roce-2012.

UzZIS (2013a). Zdravotnictvi  Jiholeského  kraje  2012. Retrieved  from:
http://www.uzis.cz/publikace/zdravotnictvi-jihoceskeho-kraje-2012.

UzIs (2013b). Zdravotnictvi Kraje Vysocina 2012. Retrieved from:
http://www.uzis.cz/publikace/zdravotnictvi-kraje-vysocina-2012.

UzIS  (2014). Ekonomické  vysledky  nemocnic  2013. Retrieved  from:
http://www.uzis.cz/publikace/ekonomicke-vysledky-nemocnic-2013.

179



Votapkova, J., St'astnd, L. (2013). Efficiency of hospitals in the Czech Republic. Prague
Economic Papers, vol. 22(4), pp. 524-541.

Wertheim, P., Lynn, M.L. (1993). Development of a prediction model for hospital closure
using financial accounting data. Decision Sciences, vol. 24(3), pp. 529-546.

180



Analysis of Banking Fees and Clients' Needs

Martina Hedvicakova, Libuse Svobodova

University of Hradec Kralove
Faculty of Informatics and Management
Rokitanskeho 62, 500 03 Hradec Kralove 3, Czech Republic
E-mail: martina.hedvicakova@uhk.cz, libuse.svobodova@uhk.cz

Abstract: The banking market (like other business fields) is faced with growing
competition. The last six years were characterised by the increasing entry of new low
cost banks, which are based on lower monthly cost but in some cases limited services.
The first part of the paper is devoted to an introduction to the topic, it describes the
situation in the banking market of the Czech Republic and the literature search is carried
out. This paper aims to analyse products and services from banks on the market and
compares them with the needs and wishes of bank clients, and using the Client index to
verify that indeed there was a decrease in average monthly costs for bank accounts due
to the entry of low-cost banks. The paper includes scientific questions whether there is
an account on the market which is truly free of charge, and whether clients have a
personal account with a well-chosen package of products and services. The analysed data
is from a questionnaire located on “bankovnipoplatky.com”, which over 2,000
respondents fill-in every month. The individual parts of the questionnaire will analyse the
needs and wishes of individual respondents regarding a current account.

Keywords: Retail core banking services, needs, account, costs, survey
JEL codes: G21, G14

1 Introduction

In essence since the mid-19th century in the financial sector there has been reduction in
the significance and importance of banks and their intermediary functions. They often
talk about the process of disintermediation, which has several phases. First, a part of
clients’ savings was “taken” from banks by investment and mutual funds, pension funds
and life insurance funds. Later, the development of finance markets led to the fact that
banks have lost their dominant position in savings as well as loans - through the financial
markets, companies can get (except bank loans) resources for their activities. The third
phase of disintermediation is associated with the advances in information technologies,
which allow direct "back-office" operations. In the fourth phase, the development of
information technologies (begins with expansion of ATMs and telephone banking) allowed
"disintermediation"” of the distribution of financial products. This phase of
disintermediation gives space to the banks and banks are often among the most active
financial institutions that offer such services. They begin to speak also about the fifth
phase of disintermediation associated with online banking - it means that banks are
"omitted" during payments, clearing and settlement of financial transactions. (Poloucek,
2006, p. 6)

The number of individual types of finance institutions is very different in individual
countries, as well as the size of banks and their share in the financial market. The market
is also affected by the economic, technical, social, political and other factors shaping
business conditions in banking and financial sectors in the relevant economy. Significant
influence also belongs to the legislation, regulation and supervision. All the factors
influence each other, work together and not separately, and not all of them have the
same short-term or long-term impact. (Poloucek, 2006, p. 6, 7)

According to the Czech National Bank, in March 2015 in the Czech Republic, there was a
total of 45 banks and branches of foreign banks. In the last six years there have been
mainly banks, which bear the designation of a "low-cost" bank. Although their names are
often not so well-known and time-tested, it is this different approach and low cost, which
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ensure them a large clientele. The best known mainly include FIO bank, mBank, AirBank,
etc.

This was also confirmed by a survey of SANEP company from May 2015, which monitored
that in choosing a bank domestic clients increasingly prefer small and especially Czech
financial houses, compared to the largest domestic banking houses.

In comparison with the data obtained by SANEP in 2012, there is currently a noticeable
decrease in the clients of Ceska Sporitelna, CSOB and Komercni banka. In contrast,
within three years, a visible increase in demand for services occurred in Fio bank, Air
Bank and Equa Bank or Sberbank. The largest absolute increase was recorded by Air
Bank, i.e. by 3.3 percentage points (from 0.6% to 3.9%), GE Money Bank by 2
percentage points (from 5.6% to 7.6%). While the largest decrease was seen in Ceska
Sporitelna, i.e. by 4.7 percentage points (from 30.4% to 25.7%) and Komer¢ni Banka by
3.8 percentage points (from 12.7% to 8.9%). (SANEP, 2015)

Banks like other businesses try to maximise their profits. One of the potential income are
the fees for management of current and business accounts.

The aim of the paper is based on a questionnaire survey to carry out an analysis of bank
fees and needs of the bank clients in the Czech Republic and compare them with the
offer of individual banks. Based on the results of the Client Index, which analyses the
average monthly and quarterly expenses for the management of bank accounts in the
Czech Republic, it tries to determine whether there is growth or decline in the Client
index with respect to the entry of new low-cost banks. In the last part of the paper, will
data from a questionnaire survey be closely analysed and identify the requirements for
current accounts.

2 Methodology and Data

To choose the best bank account with the lowest account management costs, data from
the bank charges Calculator (hereinafter Calculator) will be used, which is available from:
http://www.bankovnipoplatky.com/kalkulator.html. The aim of the Calculator is to
compare the services and products of individual retail banks in the Czech Republic within
the offer of basic banking services. The Calculator provides a calculation and comparison
of individual banks based on individual demand of banking clients. According to the bank
account statement, a client fills the questionnaire in seven steps and the results will
outline the most appropriate accounts (in terms of cost). Due to maximum accuracy of
the data, the form does not include questions regarding irregular activities - for example,
one-off establishment of a service or change processes (change of address, PIN, standing
order, etc.). (Bankovni poplatky, 2015)

The data is evaluated monthly and quarterly by Martina Hedvi¢adkova (co-author of the
paper) and Ivan Soukal. The bank charges Calculator has been used by 88,711 bank
customers so far. The co-author has been analysing the data from the Calculator since
2010 and using the Client and Banking index it monitors the level of prices on the retail
core banking services (thereinafter RCBS).

In terms of marketing research, it includes the following data:

e multi-dimensional - 54 variables are monitored on the use of service, 2 system
variables for each element in the set and 45 variables regarding pricing on
individual accounts,

e primary - data was obtained directly from the users of banking services,

e subjective - data based on the client's judgment regarding their own use of
banking services. (Bankovni poplatky, 2015)

Based on the data obtained from the Calculator, the Client and the Bank index are
calculated.

Calculations and statistical analysis were performed using the statistical IBM PASW 18
software (formerly SPSS) and MS Excel 2013. Calculation is performed on a monthly and
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quarterly basis for the selection of the population obtained in the reference month or
quarter. The calculation precedes verification-validation part to avoid skewing of results
e.g. by the respondents who should not use the retail products (self-employed
individuals, small businesses with the frequency of use of banking services, which in
practice a client can never reach with a civil account), and the respondents who only
clicked through the form without filling the key services. More information on the
methodology of calculation: bankovnipoplatky.com (Bankovni poplatky, 2014; Draessler
et al, 2011)

a) Client index

The Calculator follows the behaviour of clients very closely and captures the use of retail
banking services of respondents. The Calculator therefore reflects accurate costs that the
clients actually pay to their banks. It is a precise monitoring of tariff headings: mainly the
number of times the clients use the services and the amount they are charged. For this
reason, if it is an active client then in an averagely expensive bank they will pay hundred
crowns monthly. If someone hardly ever uses a bank, then even in an expensive bank
they can get below 100 CZK per month.

The methodology for calculating the average cost per account is based on information
regarding the bank as well as the particular account. The average costs of a particular
account are obtained by the arithmetic average of the clients computed by the
Calculator, who have chosen the monitored account. This methodology is more accurate,
but it requires a greater number of clients. The number of accounts with a lack of
respondents for calculation is much higher. More information on the methodology of
calculation: http://www.bankovnipoplatky.com/klientsky-index---metodika-12507.html.
(Hedvicakova, Soukal, 2014)

b) Banking index

An alternative view on fees is provided by Banking index, which analyses the best bank
accounts for 4 main groups of clients (Active, Branch, Average internet, Passive
internet).

The calculation methodology is available from
http://www.bankovnipoplatky.com/bankovni-index---metodika-12509.html. (Soukal,
Hedvicakova, 2014; Hedvicakova, Pozdilkova, 2015)

The aim of this paper is to confirm the scientific issues:

e The market is currently lacking a current account in which the clients would
actually pay 0 CZK/month in average.

e Clients have a poorly chosen service package for their bank account and pay
higher average costs for account management than indicated in the bank's Tariff.

3 Results and Discussion

Banks are trying to retain their existing clients and attract new ones. For this reason they
constantly analyse the factors that lead to greater customer satisfaction and
consequently also to increasing loyalty. The research of Capgemini - World Retail Banking
Report 2012 - shows the following results:

For the second year in a row, quality of service emerged as the leading reason customers
leave their banks. Globally, more than half of customers (53%) said they would leave
their banks because of the quality of service they received (see Figure 1). Close behind,
at number four, was ease of use, cited by 49% of customers. These findings indicate that
banks able to offer high-quality, easily understood, and convenient services have an
opportunity to differentiate themselves in the market.

The second and third reasons customers leave their banks are price-related, including
fees, cited by 50% of customers, and interest rates, cited by 49%. Factors that are less
important to the decision to leave include reward and loyalty programs at 28%, and a
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bank’s brand image or reputation, at 29%. Emerging relatively low on the list was
desire for personal relationships, cited by 34% of customers. (Capgemini, 2012)

Figure 1 Factors That Affect why Customers Leave a Bank (%), 2011- 2012
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Increasingly, more and more clients of Czech banks are interested in the monthly cost
paid to their banks for management of their account. Also, due to the growing
competition in the banking market, banks must adapt their offer to the needs and wishes
of their customers.

Based on data analysis from the Calculator, currently a client pays 184 CZK/month on
average to a bank for the management of their current account. The figure 2 shows the
development of average monthly costs in CZK in individual quarters. Compared to the
first quarter of 2013 when the average monthly cost was 176 CZK/month, the Client
index rose to the current 184 CZK/month.

Figure 2 Client index
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Figure 2 shows that although in the last five years the banking market has been entered
by new "low-cost" banks that offer account management for free, there is still growth in
the value of the Client index. However, these results may be distorted by the fact that
the questionnaire on http://www.bankovnipoplatky.com/kalkulator.html could be filled in
by respondents who are not satisfied with the amount paid to the bank for managing
their account and using the Calculator they try to find better current account, wherein
they would pay lower cost. The second aspect is choosing the wrong package of services,
where the increased number of operations or non-standard operations are highly
charged. Another reason for the high average cost for maintaining a bank account may
be the failure to meet the conditions for maintaining the account free of charge. Banks
often impose one or more conditions that must be met in a given month, otherwise the
account is not maintained free of charge (e.g. GE Money Bank, Komercni banka, etc.).

The average cost for maintaining bank accounts can be seen in the Table 1. The table
lists only those accounts for which customers do not pay more than 150 CZK/month. The
table is missing the majority of current accounts from large banks such as CSOB,
Komercni banka and GE Money Bank, which average costs repeatedly did not fit into that
line. The evaluation does not include accounts in Ceska spofitelna due to the variability of
the price list. CSOB clients in the 1st quarter paid 162 CZK/month on average for the
Active account, KB clients with MdjUcet with reward paid 187 CZK/month. When
calculating the average costs, the clients of Ceskd spofitelna paid 153 CZK/month.
Conversely, the accounts from small banks such as ZUNO etc. are not included in the
evaluation for lack of valid data. (See more in the quarterly report at:
http://www.bankovnipoplatky.com/klientsky-index-i-ctvrtleti-2015-prumerne-bankovni-
poplatky-184-kc-mesicne-28044).

Table 5: The average cost for clients for accounts for the first quarter of 2015

Average cost

ACCOUNT in CZK
Equa bank Bézny (active client) 8
UniCredit Bank U account (conditions met) 26
mBank mKONTO 33
Air Bank Maly tarif 34
Fio Current account 49
Sberbank Fér account, Start option 61
ERA Online account 97
Air Bank Velky tarif 100
Expobank account 5 for 50 127
Raiffeisen bank eKonto KOMPLET (conditions met for turnover) 129

Source: Soukal, Hedvicakova, 2015

Table 1 shows that even in "low-cost" banks that advertise free account management,
the account management is not absolutely free. In the cheapest current account of Equa
bank, clients pay an average of 8 CZK/month. It always depended on the specific use of
services and products. It confirmed the first scientific premise that even for the cheapest
account, which is free, the clients pay an average of 8 CZK/month and must also meet
certain conditions. To meet the conditions specified by the bank is also necessary for the
clients with a U Account from UniCredit Bank so they can have free maintenance of the
account. Yet they will pay 26 CZK/month. The cheapest account without any conditions is
mBank with mKonto where the average monthly cost is 33 CZK.

What is important is that this is the average monthly cost from all clients, who use that
account. If a client meets the conditions set by the bank or does not perform "non-
standard" toll operations, the management of accounts for all low-cost banks is really
free of charge. This can be achieved even by the large banks.

The second scientific assumption is that clients have poorly chosen the service package
for their bank account can be confirmed only partly, because none of the "Big Three"
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banks, i.e. CSOB, Komeréni banka and Ceskd Spofitelna fit into the border of 150 CZK.
Due to the fact that all these banks offer accounts up to 150 CZK according to their
tariffs, the clients have incorrectly chosen the package or do not qualify for the rewards
and discounts.

The questionnaire survey (see fig .1) states that clients change their banks mainly due to
the quality of service and fee. The traditional big banks offer the best quality and above-
standart service with a large number of stone branches and ATMs. That is one reason
why Czechs prefer to pay higher costs for current account management than in low-cost
banks. Although upon dealing with a bank it is possible to achieve individual conditions
and gain free account management even with big banks. It just depends on the
motivation and willingness to work with your account and in case of dissatisfaction to
change the bank. Because of that the calculator provides an overview of banks which
shows what bank accounts have the lowest average cost exactly to their needs.

The demand on retail core banking services market for physical entities carries the
impacts of the price information asymmetry. Soukal's and Draessler's model (the
Stigler's model adjustment) shows that more than 50 % of account suitable for the
mainstream client profile can be replaced by cheaper one even under the influence of
information asymmetry. (Soukal, Draessler, 2012)

Results from the Investigation

This part of the paper closely analyse the data obtained from respondents regarding how
they use and what they need from their current accounts. The online questionnaire of the
Calculator on http://www.bankovnipoplatky.com/kalkulator.html is divided into seven
parts. During the first quarter of 2015, 1,782 respondents completed the questionnaire,
after filtering 1,364 valid data left.

The most important findings about the behaviour of bank clients can be summarised as
follows:

e Step 1. - Account

The minimum monthly turnover is 28,354 CZK/month. When this condition is met, some
banks cancel the fee for account maintenance (e.g. Raiffeisenbank).

The average monthly balance is 32,212 CZK/month. This information is important for
cancelling the fee for account maintenance at some banks (e.g. GE Money Bank, Citibank
and others).

The average monthly balance shows uneconomic behaviour of bank clients that do not
transfer financial assets to better saving or investment instruments.

e Step 2. - Statement of account

95.4% of the respondents have electronic account statements sent to them. This result
may be affected by a group of respondents. 86.3% of clients require account statements
each month, and the remaining percentage require account statements on a quarterly
basis.

e Step 3. - Credit card

86.5% of the respondents require establishment of a credit card for their account. Only
13.5% of the respondents do not want a credit card. 171 respondents request a non-
embossed debit card, 837 respondents a debit embossed card and 363 respondents are
interested in a credit card. Neither respondent in the first quarter of 2015 chose all three
types of cards simultaneously. In 42.6% of cases the respondents wanted a combination
of an embossed debit card with a credit card. Interestingly, the clients who want a non-
embossed card, do not want a credit card (only 5.8%).

The respondents on average collect from the ATM for their own bank 3 times per month
and once per month from another bank. The average amount for withdrawals from ATMs
is 2,242 CZK.
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e Step 4. - Direct banking

78% of clients require direct banking. 76% of respondents require internetbanking and
1.6% of respondents require phonebanking. 13% of respondents want internetbanking as
well as phonebanking. 22% of clients do not want direct banking.

e Step 5. - Payments - single orders

A good estimation of the number of payments and standing orders (step 6.) is crucial to
correctly select the package of products and services for individual banks.

On average, the respondents have 1.8 incoming payments from other banks and 1
payment from their own bank. Respondents implement 2.2 payment orders to their own
bank and 3.5 payment orders to other banks through internetbanking.

e Step 6. - Payments - standing orders

Respondents on average implement 1.3 standing orders in their own bank and 3.5
standing orders to other banks through internetbanking.

e Step 7. - Payments - Direct debit authorisation (or SIPO payment)

Respondents perform an average of 0.4 pc of direct debit in their own bank and 0.8 pc to
other banks through internetbanking monthly.

e Step 8. - Cash transactions

In this section, only 2.3% of clients stated that they realise excessive deposit to the
account at a branch. The average inserted amount is 30,000 CZK.

e Step 9. - Other services

Other services used by the respondents primarily include a cash-back service (if the bank
provides this service - e.g. Citibank, CS, GE Money, KB, mBank, Postovni spofitelna,
Raiffeisenbank, CSOB). This service is used by an average of 12.3% respondents per
month.

Based on the above summary of 9 steps from the Calculator, we can read the real
demands and needs of respondents to a personal account. If banks do not want to lose
their customers, they will need to analyse their needs and adapt their offers to them.

It will depend on whether the clients prioritise quality services and products or low cost
for maintaining current accounts.

4 Conclusions

If bank customers are actively interested in the amount of their average monthly cost for
maintaining their account and will know their needs, they can achieve significant savings
annually for the management of their retail accounts. As an aid in understanding the
banking market, there is a number of comparators of current accounts that track the
monthly costs of maintaining accounts. One of them is the Calculator of bank charges on
www.bankovnipoplatky.com. Based on the analysis of the data obtained from this
Calculator, both scientific questions have been confirmed: in accounts for "free" at the
"low-cost" banks as well as accounts where a client must meet certain conditions, there
is no personal account in the market, where the clients would pay an average of 0
CzZK/month. The second question is whether clients have a well-selected package of
products and services. By a detailed analysis of banks’ offers and actually paid average
costs it was discovered that in all the large banks clients pay more than the bank
declares. Clients therefore do not have a well-chosen package or do not meet the
conditions set by the bank.

Clients must decide themselves whether they want to stay with their large traditional
bank and pay an average of one hundred crowns for maintaining their current account or
to select one of the smaller banks without a long tradition, which try to gain clients by
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pricing policy. The costs are in some cases offset by lower product and service offerings,
which reduces the comfort of taking advantages of a current account.

The development of the Client index also shows that although new low-cost banks
entered the (RCBS market) retail core banking services, its value continues to rise,
despite an increase in the number of clients using these banks.
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Abstract: This texts is concerned with financial results of the company depending upon
chosen procedures of accounting. Accounting procedures based on the Czech accounting
standards (CAS) and accounting procedures based on the International accounting
standards/International financial reporting standards (IAS/IFRS) are compared.
The comparison of achieved financial results is based on the known synthetic index of the
financial analyses — Altman Z-score — of the bankruptcy model.
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1 Introduction

The financial analysis is widely used within the company management, evaluation of
investment and planning and evaluation of the company. It is also an important
document for acquisition of investors, leasing financing and bank loans.

The success of financial analysis depends on the quality of information sources. It is
necessary to keep in mind that erroneous data can misrepresent the results of financial
analysis. The information sources are mostly taken from account statements that are
part of final accounts. But, there are some differences between final accounts compiled
according to IFRS and Czech final accounts and this can cause different conclusions of
the financial analysis.

The Ministry of Finance consistently attempts to harmonize the Czech accounting system
with EU directives in order to approach it to IFRS standards. In spite of this effort there
are still numerous differences between these accounting systems.

This text aims to indicate possible differences in results of financial analysis depending
upon used accounting procedures.

2 Methodology and Data
Methodology

The synthetic model of financial analysis, made by professor Altman, known as Altman Z-
score, was used for comparison of both accounting systems.

Professor Altman determined the discrimination function leading to the calculation of Z-
score, separately for companies that trade shares in public, and separately for other
companies. The Z-score for companies with publicly traded shares is calculated as
follows: (Sedlacek, 2009)

Zi=12%X; +1,4%X, +33%X;+0,6 %X, +1,0 X (1)
X, - operating assets/ total assets
X, — retained profit/ total assets
X; - EBIT/total assets
X, — market value of shareholders’ equity/ accounting value of total debts
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Xs — total turnover/total assets

If the Z-score of the company is higher than 2,99, then we can talk about satisfactory
situation. When the calculated value varies from 1,81 till 2,99, the company is found in
the so-called grey zone and it is not possible to clearly state whether it is successful or in
troubles. Values under 1,81 are signs of potential bankruptcy. (Knapkova, 2013)

Data

The company PRE, a.s., that duly compile its final accounts according to IAS/IFRS
standards, will be the economic entity on which the possible differences between
accounting procedures will be demonstrated.

The duty to compile the consolidated final accounts according to IFRS is valid since 2005
for all companies with publicly traded shares, registered at the territory of the European
Union. This fact is included in Czech regulations in the Act No. 563/1991 Coll., on
accounting in which it is defined which companies are obliged to compile their final
accounts according to IFRS which companies are free to decide on their own. (Ri¢kova,
2011)

Data for the analysis of financial results by using IAS/IFRS were drawn from annual
reports of the company PRE, a. s. for the period 2009-2013. The Z-score (Tab.1) was
counted according to the data from annual reports. These data were next modified
according to the summary of CAS effects (Tab.2). The results of Z-score of modified data
shows Table 3.

3 Results and Discussion

The comparison is based on comparing of Altman Z-score results achieved with both
above-stated accounting procedures. The table 1 shows results of Altman Z-score in case
of accounting according to IAS/IFRS. Subsequently the simulation of accounting following
the Czech accounting standards will be performed.

Table 1 Altman Z-score in case of accounting following IAS/IFRS.

Weights 2009 2010 2011 2012 2013

Net operational assets/ total assets 1.2 -0.09 -0.13 -0.18 -0.12 -0.12
Retained profit/ total assets 1.4 0.37 0.36 0.37 0.37 0.36
EBIT/total assets 3.3 0.36 0.36 0.50 0.47 0.40

shareholders’ equity/long-term and

short-term liabilities 0.6 0.68 0.75 0.81 0.80 0.71
Sales/total assets 1.0 1.13 1.20 1.18 1.18 1.11
Altman Z-score 245 2,54 2.68 2.70 2.45

Source: Own preparation

When looking at results of this index we can state that the company PRE, a. s. achieves
average values and belongs to the so-called “grey zone”. For companies found in the
grey zone it is not possible to unambiguously define whether they will go bankrupt or not
in following years. The total results of Altman Z-score were negatively influenced by the
negative value of operational assets that is typical for energetic companies. Other partial
indexes show above-average values.

The system IFRS is based on the principle of provision of true economic situation picture.
Thus the companies are forced to behave economically and to provide clear and
transparent reports. (Knapkova, 2013)

Main differences of accounting between CAS and IFRS
IAS 16 Lands, buildings, equipment:
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e Following CAS the spare parts are recorded and shown within material stocks,
which, in case their value is high, misrepresents the liquidity of the accounting
entity stated in its final accounts. (Dvorakova, 2008)

e Increasing of accounting values of long-term assets, during fair value re-
evaluation, upwards is not possible according to the Czech legislation. Thus the
original (historic) undervalued purchase prices remain the basis for determination
of long-term assets depreciations. Due to this the companies cannot show the
preservation of company substance within the production concept. (Dvorakova,
2008)

When comparing depreciations in the Czech Republic and in the standard IAS 16, it is
obvious that the standard attaches importance to the period of assets usability. Many
companies do not treat this topic at all, and simply use the tax-allowed depreciations.
This means that instead of determination of usability period they use depreciations given
by tax limits which does not need to conform with specific conditions of assets use in the
company.

IAS 38 Intangible assets:

e According to CAS, the goodwill is amortized. (Dvorakova, 2008)

e The intangible assets created for own needs must not be activated. (Dvorakova,
2008)

e Contrary to the standard IAS 38 it is not possible to re-evaluate the long-term
intangible assets for their fair value, the evaluation of intangible assets in the
Czech Republic is based only on historic prices.

IAS 39/IFRS 9 Financial tools:

e Long-term bonds are, following IFRS, recorded in their actual value and the
amortization will be based on the effective interest rate. (Strouhal, 2012)
According to the Czech legislation they are recorded with their nominal value
which is, as per the balance date, corrected by their amortization. (Strouhal,
2012)

IAS 23 Borrowing costs:

e According to CAS the accounting entities can choose whether to include interests
of purpose-provided credits into the purchase price of long-term assets. Under no
circumstances the interests can be activated with values of inventory.
(Dvorakova, 2008)

IAS 36 Value decreasing of assets:

e The Czech accounting rules do not consider the usability value when testing the
value decrease and do not require its determination. (Dvorakova, 2008)

IAS 2 Inventories:

e In the Czech Republic, the important spare parts are not differentiated. The
standard IAS 2 determines more strict rules for evaluation of produced inventory.
Only a part of overhead fixed costs, corresponding to the standard level of
production capacity use, can be activated with the production value. (Dvorakova,
2008)

IAS 17 Leasing:

e There is an important difference between the Czech accounting rules and the
standard IAS 37. The lessee cannot include assets purchased in form of financial
leasing as the balance liability. (Dvorakova, 2008)

e Thus the information on accounting entity indebtedness, on the effectivity of long-
term assets etc., is considerably misrepresented.
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IAS 37 Reserves:

The reserve for repairs of long-term property, that belongs to the most frequent
reserve in the Czech Republic, thanks to its possible tax deduction, is in direct
contradiction with requirements of the standard IAS 37. According to IFRS it is not
possible to approve such reserves as a liability and thus its creation is not in
accordance with IAS 37. The definition of liabilities is totally missing in the Czech
accounting standards and this can cause the reserve creation is undervalued in
practice, except for the tax-deductible reserve. (Dvorakova, 2008)

IAS 20 Grants:

The standard requires the income approach for recording of state grants and
requires the observation of the accrual principle. If grants for assets acquisition
are received, this principle can be observed in two ways. The first option is to
decrease the assets value by received grant as this influences the economic result
in periods when the assets will provide incomes through the depreciation
decreases. This option is used also in the Czech Republic. The second option
consists in the accruing of grants as of incomes of future periods.

The table 2 shows the summary of effects of accounting based on Czech accounting
standards when compared with accounts of the company accounting following IAS/IFRS.

Table 2 Summary of CAS effects

Domain of
accounting

Effect of CAS

They decrease the value of long-term tangible assets (historic
prices are undervalued due to the inflation).
They increase the value of long-term tangible assets (they

Long-term include also important spare parts).
tangible assets They decrease the value of long-term tangible assets (the object

of financial leasing is not an asset).
They decrease the value of long-term assets (borrowing costs
don 't need to be activated).

Long-term They decrease the value of long-term intangible assets (they do
intangible assets not allow for fair value, the goodwill is depreciated.)

Long-term
financial assets

They increase the value of long-term bonds (today, they are not
recorded with actual value on the base of effective interest
rate).

They decrease the value of inventories (borrowing costs must
not be activated).
They increase the value of inventories (enable to activate the

Inventory overhead costs for evaluation of produced inventories).
They increase the value of inventories (include also important
spare parts).
They decrease the value of liabilities (undervalued creation of
Liabilities reserves).

They increase the value of liabilities (evaluated in current value).

Source: Own preparation

Procedure of simulation of Altman Z-score in case of accounting based on CAS

The table 2 shows the summary of effects of accounting following the Czech accounting
standards on accounting held so far following international accounting standards.

Every change (decrease/increase) is reflected in original records by 10% of decrease, or
increase.

Long-term tangible assets, long-term financial assets and inventories were increased by
10 %, long-term intangible assets were decreased by 10%. The increase of assets was

192



compensated by increase of liabilities, under the original ratio of shareholders’ and
foreign capital. The item of profit was increased within the shareholders’ equity, the item
of total liabilities was increased in the foreign capital. The profit increase affected also the
profit and loss statement where the item of sales was increased by profit change.

The resulting Z-score for statements adapted for accounting following Czech accounting
standards is shown in the table 3.

Table 3 Altman Z-score in case of accounting based on CAS

Altman Z-score Weights 2009 2010 2011 2012 2013
Net operational assets/total assets 1.2 0.27 0.27 0.29 0.19 0.24
Retained profit/ total assets 1.4 0.39 0.38 0.39 0.39 0.38
EBIT/Total assets 3.3 0.13 0.13 0.17 0.16 0.14
:’:gr::::f_‘:;fmﬁ?a“;itl‘i’t/i:‘s’“g'te"“ 0.6 0.67 074 0.79 0.78 0.70
Sales/total assets 1.0 1.14 1.20 1.20 1.20 1.12
Altman Z-score 2.60 2.72 2.86 2.72 2.58

Source: Own preparation

By comparing resulting values of Altman Z-score (Tab. 2 and Tab. 3) we can state that
the procedure of accounting following Czech accounting standards shows better results of
financial analyses as the value of Altman Z-score is higher for CAS. Nevertheless the
difference is not so important.

After more detailed analysis of individual variables entering the Altman model it is
possible to interpret how individual variables influence the resulting score.

The index relating the working capital to assets shows positive values for procedures
according to CAS, in contradiction with accounting based on IAS/IFRS. Due to higher
inventories the working capital was positive according to CAS. On the contrary the
profitability was higher in accounting based on IAS/IFRS. Indexes of indebtedness and of
activity were basically the same for both procedures of accounting.

4 Conclusions

The main difference consists in the purpose for which the final accounts are used. The
main purpose of final accounts prepared according to IFRS is to provide quality
information for decision making of investors. The final accounts made following Czech
rules fights with troubles linked to tax regulations. When the account statements are
prepared, their potential effects are considered which leads to the use of all legal options,
regardless their expedience. Another difference is that accounts based on IFRS require to
record transaction following their economic principle. On the contrary, the Czech
accounts are based on the legal standard. (Knapkova, 2013)

Changes given by transform from accounting with IAS/IFRS to accounting with CAS were
simulated at the sample case. Even it can be seen that accounting based on IAS/IFRS
requires more strict rules in reporting leading to the lower profit and lower assets
evaluation, it was proven that the influence of rules on presented economic results is not
fundamental. Differences in both accounting procedures are mostly eliminated in
particular domains (see Tab. 2) and thus presented results are slightly better according
to CAS.

After all we can state that chosen procedures of accounting do not influence the results
of financial analysis.
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Abstract: Oil is one of the most important and liquid commodities, which development is
highly focused by traders and theoretical economists. The practice showed that change in
oil prices is positive correlated with inflation, when there is even indirect influence of oil
because oil is oil necessary in delivering goods. Prices of oil influences positive the
energetically stocks and negative with airlines stocks. The most important prices are
formed in New York WTI crude oil and in London Brent oil. They are important because
US consumption is one fourth of world production and in London is traded almost half of
oil sold worldwide. In my contribution based on regression analyses I will try to find out
what is the most important determinant of WTI price and then use is in partial correlation
to show how the strongest US determinant influences the Brent, because historically WTI
and Brent correlate together when we can say Brent price represents the world price of
oil in general.

Key words: WTI Price, Brent Price
JEL codes: Q02

1 Introduction

Production of oil in the U.S. had decreasing tendency for two decades since half of the
80 's. The reason was decreasing amount of conventional oil and higher costs for drilling
and workforce in the U.S. than in other traditional oil drilling countries like on Arabian
peninsula in combination with stagnating prices on the world market. Turning point came
around of year of 2010 when oil drilling in the USA was increased by the drilling oil of
shelves and USA became the world production leader after decades.

According to situation of past years we can expect that increase of oil production has
negative effect of oil price, because producers form abroad tries to deliver at least same
amount of production into US market, what caused over demand and lately decrease of
oil price.

2 Methodology and Data

The most imported oil prices are quoted in New York -WTI and in London —-Brent. Both of
them are positively correlated. WTI oil price is important because it is the benchmark for
US market and USA is responsible for quarter of oil consumption. London Brent Qil price
is benchmark for the rest of the world because nearly half of world consumption is traded
there. The aim of this contribution is to find out the most powerful US variable that has
influence on Brent price, which represent world oil price using regression analyses. For
purpose finding out some expected relations we used statistical analyses and data from
Bloomberg terminal. Analyses of chosen factors of WTI and Brent oil prices.

3 Results and Discussion

Questions oil prices exceed its importance of commodity markets, but also affect the a
wide economic relations of economic and political stability.

Issues of commodity markets in relation to oil deal with multiple authors. In terms of
commodities analyzed oil markets Arendas, P. and Chovancova, B.
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Well-known author in Slovakia, who take into account the geopolitical and economic
context include, for example Balaz, P. and Trencianska, E.1

Jankovska is engaged in oil prices as a factor in international finance.

Using correlation method in 242 observations of average month prices, shows that
coefficient of significance is lower than 0,05, what means that we can cancel null-
hypothesis and model is relevant to study. Statistical significance is also proved by
Pearson coefficient which 0,915 what means that average monthly prices of WTI oil and
Brent oil are highly positively correlated.

Table 1 Correlation between month prices of WTI and Brent prices

Correlations

WTI_month_ Brent_month_
average_price average_price

Pearson Correlation 1 0,915™
WTI_month_average_price Sig. (2-tailed) 0,000

N 242 242

Pearson Correlation 0,915 1
Brent_month_average_price Sig. (2-tailed) 0,000

N 242 242

**_ Correlation is significant at the 0.01 level (2-tailed).
Source: Own processing in IBM SPSS

This is also proved by scatter/dot diagram where we can compare artificial 45° degree
curve with the best fitting curve conducting points at statistical significance of 95% what
means that in long run the development of prices is at same direction.

Figure 1 Scatter/dot graph of WTI and Brent prices in comparison of 45° curve

Title
R2 Linear = 0,838
250
9
o
[s]
200+ o)
o

& -
™
%
D 1501 s
g 150
5 g%
> 0
s &b
: ¢ 3
S 100 & O@@o
EI o ey
e &0 o
= FE o

50 o

o

T T T T T
o S0 100 150 200

Brent_month_average_price

Source: Own processing in IBM SPSS

For determination of most important coefficients determining WTI oil prices which I use
in regression analyses, I chose three factors. Specifically it is US crude oil production,
import of oil to USA and US oil storage.
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In following graph of daily US production we can see that production in US had
decreasing momentum nearly two decades, since the half of 80 s. The reason was that
those traditional commercial drills were getting dry causing rising costs of production
drilling and also costs in the US were rising faster than of workers in traditional drilling
countries like Saudi Arabia, Nigeria etc. with combination with stagnating oil prices at the
world markets. Turning point is around the year of 2010 when new technologies came
out and shale production began.

Figure 2 Amount of oil drilled in the US
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US Crude Qil Total Production Data

Source: Own processing Bloomberg data

In the next graph we can see the development of oil import to American market. USA
began to import oil in 1995 and the pace of import was increasing rapidly nearly 15
years. During the darkest times of financial crisis fell to amount of import from 2005 and
then again began to consolidate. Comparing graphs no.2 and no.3 we can say that the
pace of import and domestic production between years 2009 and 2011 was increasing at
the same time what means that the general US consumption was increasing as well.
Comparing these two graphs we find out that after year of 2011 situation was game-
changing because oil production in the US began to replacing oil import what was caused
of increase of domestic oil production made out of shales.

Graph 3: Import of oil in the US in 1000 barrels a day
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Using regression analyses, where dependent variable is WTI oil price and independent
variables are amount of production in US, amount of imported oil and oil storage, we get
few tables. First table shows the amount of signification of the model and sum of squares
which is revealed by the method least squares. Significance shows if the model is proper
or not. Significance in this model is lower than 0.05 what means that we can cancel null
hypothesis what means that model is proper to take into account.

Table 2 Regression analysis

ANOVAP
Model sum of df Mean F Sig.
Squares Square
Regression  395342,324 3 131780,775 255,707 0,000#
1 Residual 122655,211 238 515,358
Total 517997,535 241

a. Predictors: (Constant), DOEASCRD Index, US Imports Crude Oil 1000
Barrels/Day, US_Crude_OQil_Total_Production_Data
b. Dependent Variable: WTI_month_average_price

Source: Own processing in IBM SPSS

In the next table the most important data is coefficient of determination R2, which is
proportion of total squares and regression contents what means that variability of
average WTI price can be described for 76% what is high amount.

Model Summary

Model R R Square Adjusted R Std. Error of the
Square Estimate
1 0,874° 0,763 0,760 _ 22,701498390774530

a. Predictors: (Constant), DOEASCRD Index, US Imports Crude Oil 1000
Barrels/Day, US_Crude_Qil_Total_Production_Data
Source: Own processing in IBM SPSS

In table "coefficients” relevant significance for independent variables “import of oil in the
US”and "US production”, significance is higher than 0,05 for independent variable ,0il in
storage™. From that model we can say that the factor with the direct influence on WTI oil
price for more than 20 years has ,import of oil in the US" and indirect influence has
production of oil in the US, what means if production in the US is increased oil price
decrease what are we witnesses in fact today.

Coefficients?
Unstandardized Standardizdd

Coefficients Coefficients
Model B Std. Error Beta t Sig.
1 (Constant) 107,69 10,447 10,309 ,000
-0,015 0,002 -0,282 -8,889 ,000
US_Crude_OQOil_Total_Pro
duction_Data
US Imports Crude Oil 4,215 0,167 0,802 25,283 0,000
1000 Barrels/Day
DOEASCRD Index 4,24E-6 0,000 0,001 0,028 0,978

a. Dependent Variable: WTI_month_average_price
Source: Own processing in IBM SPSS

According to prove direct relation between oil price in New York and London using
correlation analyses we will use the most powerful independent variable from the
regression analyses to explain Brent oil price. Significance is lower than 0,05 so null
hypothesis can be rejected, what means that model is proper and also independent
variable was well selected at the same time, because we use simple linear regression this
time. Coefficient of determination is 86,2% what means that with average month oil
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import to the US we can explain the change of average month price Brent oil traded in
London for 86,2%.

Model Summary
Adjusted R Std. Error of

Model R RSquare ""golare  the Estimate
15,2077180
1 0,928° 0,862 0,862 ""'5482680

a. Predictors: (Constant), US Imports Crude Oil 1000 Barrels/Day
Source: Own processing in IBM SPSS

ANOVAP
Model sum of df Mean F Sig.
Squares Square
Regression 347036,263 1 347036,263 1500,537 0,000
1 Residual 55505,925 240 231,275
Total 402542,188 241

a. Predictors: (Constant), US Imports Crude Oil 1000 Barrels/Day

b. Dependent Variable: Brent_month_average_price

Source: Own processing in IBM SPSS

Coefficient of regression has positive amount and dependent and independent variables
are in the direct relation what means that increase or decrease of independent variable
will cause the same direction of dependent variable. Increase of average month import of
oil of a 1000 barrel per day will cause the increase of 4,304 USD per barrel of Brent oil
what is world benchmark of oil price. On another hand the decrease of oil import will
cause the decrease of price at the same amount.

Coefficients?

Unstandardized Standardized
Model Coefficients Coefficients t Sig.
B Std. Error Beta
(Constant) 1,191 1,803 ,660 0,510
1 US Imports Crude Oil 4,304 0,111 0,928 38,737 0,000

1000 Barrels/Day

a. Dependent Variable: Brent_month_average_price

Source: Own processing in IBM SPSS

Conclusions

The import of oil to the US market is leading changing factor the price at the world
markets because at these market places (New York and London) are responsible for
nearly 75% of all oil is traded around the world. Comparing these two regression
analyses, we can see that independent variable import of oil imported to US has higher
influence on the Brent oil (London) than on the WTI oil price (New York). This also
confirms assumption that change in US consumption of oil will cause the change of oil
import and that consequently has the dependency on world prices. Also the change of oil
import we can consider as a partial variable between US economic activity and oil prices
at the markets.
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Abstract: In terms of countries of Central and Eastern Europe has developed mortgage
banking in a form that puts the emphasis on mortgage loans. Several times we pointed
out that these markets are not sufficiently benefit from mortgage bonds. The mortgage
system in the developed countries of the world should benefit mainly of mortgage bonds
as a source for funding and for investors as an appropriate object of investment with
moderate returns and low risk. Mortgage bonds have been sensitively linked to the
mortgage credit market and it is therefore necessary to consider the development of a
mortgage system in this mutual connection between sources (mortgage bonds) and
loans.

Key words: mortgage covered bonds, mortgage credits, credit portfolio

JEL Classification: G21, G11

1 Introduction

Mortgage cover bonds may issue only institutions with the license to provide mortgage
deals. The obtaining of the mortgage bank license requires the minimum amount of bank
equity capital. Mortgage bank capital is higher than the equity of commercial bank.

Bank shall use the sources from the issue and sale of mortgage covered bonds only for
providing of mortgage credits under a separate regulation.

In the standard mortgage system are two types of mortgage bonds coverage: duly
coverage and substitute coverage. For a duly coverage of mortgage bonds are addressed
receivables of mortgage banks from mortgage credits not exceeding 70 % of the real
estate value set under a separate regulation.

The most important condition for the standard working mortgage system is the
preferential right of the covered bonds owners. It means that mortgage bond owners
shall have preferential right to assets used to secure issued mortgage bonds. The role of
pledge has mortgage bank.

2 Methodology and Data

Based on theoretical and methodological foundations we determine what the rules of safe
mortgage trading. We are pointing out, as reflected in Slovak legislation, and what there
is still margin for improvement. The specific terms of mortgage transactions in the Slovak
Republic are improving; but they relatively little stimulus for the mortgage bonds issuing
and trading. On the one hand, the large overhang of mortgage loans creates excessive
over collateralization, which could be positive. On the other hand, excessive over-
collateralization points to the insufficient use of the potential that they have mortgage
bonds to investors. In this paper I focused the examining the matter in conditions of the
SR.
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We use theoretical knowledge, statistical analytical approaches and data sources from
NBS, Eurostat and the ECB. For data processing we use software IBM SPSS, Expert
Modeler and Excel.

The mortgage bonds and municipal bonds owners are the ,secured creditors” in
connection to the mortgage bank.

The preferential right of mortgage and municipal bonds owners is contained in the
separate regulations on Bankruptcy and Restructuring. The regulations shall secure the
receivables of mortgage bond owners for the payment of nominal values and yields of
mortgage bonds.

In case if were insolvent mortgage bank, and then would be separately managed the
property substance for the mortgage bonds covering. This separately managed substance
includes the mortgage and municipal loans.

For this purpose it is necessary to ensure that the covering block has sufficient asset
value. Therefore, we can recall the basic rules of healthy mortgage trading (Pavelka,
1996):

1-strule: MB<>MC+T<k*N (1)
2-nd rule: iMC - iMB < MARGIN (2)
Where:

MB = Mortgage (covered) Bonds;

MC = Mortgage Credits;

T = Tolerance = Substitute Covering;
LTV = Loan to Value Ratio

N = Value of Real Estates;

The substitute covering (T) is possible in amount to 10 % from the value of issued
mortgage bonds. The roles of substitute covering have the special groups of assets and
property values in portfolio of the mortgage banks:

a) Deposits in the central bank;

b) Deposits in banks;

c) Cash;

d) Treasury bonds;

e) Treasury bills; and

f) Covered bonds issued by another banks.

The duly coverage of issued mortgage bonds may be replaced by the substitute coverage
at most up to the level of 10 % (maximum 30 % in selected countries) of the total par
value of issued mortgage covered bonds.

All mortgage banks in Slovakia were created as universal banks with the license for
mortgage business conduct. These banks do not report separate margins from mortgage
business. The complication follows from the difference in interest on mortgage loans (are
based on income from annuities) and mortgage bonds (are established as a direct
interest). Therefore, the interest income cannot be calculated as simple difference in
interest rates on mortgage bonds and loans.

The real margin of mortgage businesses has to be calculated as sum of net present
values of all future incomes from mortgage credits repayments:

issued cov ered bonds amount+int erest of covered bonds (

L 1—st credit repayment 2 —nd credit repayment n—t credit repayment  (3)
(D — + — S —
i (1+l) (l+z) (1+l)

It should be underlined that the annuity payments generated less interest compared to a
simple rate. There is therefore a risk that the amount of loans in coating unit will
generate enough revenue to pay the interest on mortgage bonds. To determine the
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interest rate on loans to generate sufficient interest to cover bonds method is used to
zoom.

In this paper we will not deal in detail margin mortgage bank, but we need show the
need to keep a sufficient amount of a profitable high-quality mortgages in order maintain
confidence in the bonds.

To evaluate the status of mortgage loans as a tool to properly cover the mortgage bonds
will be used portfolio creation by the Markowitz modern portfolio theory. We are aware
that portfolio theory takes into account the evolution of revenues and covariance
between them.

According to Markowitz modern portfolio theory portfolio expected return is a weighted
average of the expected return of its individual components. To the expected return of
the portfolio contributes each component (in our case a loan) by its expected return and
its share of the initial market value of the loan portfolio (Sharpe, W. F., Alexander, G. J.
1994).

=N X =X ar Xy xrp ok Xy xry (4)

Where:
I'p

ri

N

Xi

expected portfolio profitability;

expected profitability of component (credit) i;

number of components (credits) in portfolio;

weight of component ,i" in initial value of the portfolio

The Markowitz modern portfolio theory is based on the normal probability distribution of
income portfolio. For a portfolio composed of N loans we apply the following formula for
the standard deviation (Sharpe, W. F., Alexander, G. J. 1994):

_ [yN N 1/2
op = [Z1* 2V0 X Xj0] (5)
Where:
Xi = weight of component ,i"in initial value of the portfolio;

Xj
O'l'j

= weight of component ,j"in initial value of the portfolio;
covariance between credits ,,i"and ,j".

Covariance is calculated according to the formula:

Op = Pij * 0; * 0j (6)
Where:
Pij = The correlation coefficient between loans i and j;
O; = standard deviation of the yield of credit ,i";
0j = standard deviation of the yield of credit ,j".

3 Results and Discussion

The issuer of the mortgage bonds is the originator of the cover assets too. The issuer
owns the cover assets and holds it in his balance sheet. The holder of the bond has a
direct recourse to the credit institution. The issuer has a position of the permanent
issuer, what means, that they may issue bonds according to their economic needs and
does not need a permit supervisory authority.

Prepayment of mortgage loans is not permitted; prepayment can increase neither the
risk of banks nor the risk of mortgage bonds owners.

In accordance to European Covered Bonds Regulation - the Article 45(Paragraph 7) of
Collective Investment Act, states: “"The value of bonds issued by a single bank, or by a
foreign bank in a Member State which is subject to supervision that protects the interests
of bondholders, may not constitute more than 25% of the value of an open-end fund's
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assets. Funds raised by the issue of bonds shall be invested in such assets which, until
the maturity of the bonds, cover the issuer's liabilities related to the bond issue and
which may, in the event that the issuer becomes insolvent, be used to redeem the
nominal value of the bonds and to pay the income on them. The aggregate value of
bonds acquired for an open-end fund's assets under the first sentence may not exceed
80% of the value of the open-end fund's assets” (ACT ON COLLECTIVE INVESTMENT).

Article 45(Paragraph 11) states: “Bonds which are issued in the Slovak Republic and
meet the criteria laid down in paragraph 7 shall be deemed to include mortgage bonds
and municipal bonds (municipal debt) issued by a bank which, with the funds raised from
their sale, provides a municipal loan to a municipality or higher territorial fund share, and
provided that these municipal bonds are guaranteed in accordance with the conditions
stipulated by a separate law (Act on Bonds).”(Source: ACT ON COLLECTIVE
INVESTMENT). Finally, the legislation allows to institutional investors to invest: Mutual
funds may to invest up to 25% of the assets in mortgage covered bonds; Insurance
companies may invest up to 20 % of the technical reserves in mortgage covered bonds,
and Pension funds may invest up to 15 % of the assets in mortgage covered bonds.

At the following chart we can see the lag of mortgage bonds volume in the volume of
provided mortgage loans. This situation is adequate to the rule (1), but the lag in
volumes is too high and it may indicate very high “over-collateralisation” of the mortgage
bonds.

Figure 1 Amount of mortgage credits and cover bonds in the Czech Republic
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Source: Hypostat 2014. A Review of Europe’s Mortgage and Housing Markets. Editors Isgro, L.,
Johnson, J.: European Mortgage Federation — European Covered Bond Council, 2014, p. 69-94.

Figure 2 Amount of mortgage credits and cover bonds in the Slovakia
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Source: Hypostat 2014. A Review of Europe’s Mortgage and Housing Markets. Editors Isgro, L.,
Johnson, J.: European Mortgage Federation — European Covered Bond Council, 2014, p. 69 - 94.
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Figure 3 Amount of mortgage credits and cover bonds in Hungary
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Source: Hypostat 2014. A Review of Europe’s Mortgage and Housing Markets. Editors Isgrd, L.,
Johnson, J.: European Mortgage Federation — European Covered Bond Council, 2014, p. 69 - 94.

Figure 4 Amount of mortgage credits and cover bonds in the Poland
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Source: Hypostat 2014. A Review of Europe’s Mortgage and Housing Markets. Editors Isgro, L.,
Johnson, J.: European Mortgage Federation — European Covered Bond Council, 2014, p. 69 - 94.

Slovak mortgage banking was built on the basis of the basic principles implemented in
German mortgage banking system and taking into account the limits resulting from the
small financial market including some specifics of Slovak small open economy.

Since beginning can be observed an improvement of mortgage banking system; it is
faced with the deal to improve the status of the mortgage bonds owners and to keep the
adequate liquidity, stability and efficiency of the mortgage banks.

Initial problems connected with the issue of mortgage covered bonds were connected
with the problems on the underdevelopment of financial market. Especially — there were
high interest rates from state bonds in the 90s and they caused problems in issuing
mortgage bonds. Later, when interest rates on the banking market reached a standard
level, these problems have been overcome.

For the purposes of issuing of covered bonds are set special additional requirements in
comparison to general supervision regulation. The cover pool trustee is independent from
the mortgage bonds issuer. The supervision of mortgage transactions is standard and
adequate, performed by the National Bank of Slovakia. For the purposes of issuing of
mortgage covered bonds are set additional requirements in comparison to general
banking regulation.

Banks in Slovakia are obliged to finance mortgage lending from sources that are 90% of
the mortgage bonds. At the same time is there the condition of cover, which determines
that banks cover for income from mortgage bonds and mortgage bonds through
mortgage loans to at least on the level of 100%. These two conditions are difficult to
meet at the same time.
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The trustee has to record in the cover register all of assets solving to cover of issued
mortgage bonds, or other bank assets serving as substitute coverage. These assets shall
be kept separately from other businesses of mortgage banks.

Owners of the mortgage bonds have the preferential right and they are ,the secured
creditors” in case of bankruptcy of the mortgage bank.

These “secured creditors” and their status are included into the Act No 7/2005 on
Bankruptcy and Restructuring Coll. This legislation requires that the receivables of
mortgage bond owners for the payment of nominal values and yields of mortgage bonds
are guaranteed. The mortgage covered bonds owners are protected against claims of
other banks creditors in case of insolvency of bank as mortgage bonds issuer.

“In case of insolvency of a mortgage bank, a separate substance for the covering of
mortgage bonds must be created. If it is not possible to satisfy the secured claim of a
secured creditor, the claim is satisfied as a claim of unsecured creditor. There is possible
recourse to the insolvency institutions property upon a cover pool default, with the
unsecured creditors. The use of derivatives in the cover pool is not permitted.” (Muckova,
V., Soboli¢, J.: European Covered Bond Fact Book. 2014)

Prepayment of mortgage loans is solved in a standard way; it does not increase the risk
of banks and risk of owners’ mortgage bonds. Banks allow the prepayment in part or in
full only when the interest rate of mortgage loans is changing. Cash flow mismatch
between cover assets and cover bonds is furthermore reduced by the prepayment rules
applicable to fixed interest rate mortgage loans. Prepayments of mortgages are only
permitted in cases of ‘legitimate interest’ of the borrower or after a period of the fixation
term (This is a part of loan agreement). In other cases, if the mortgage is prepaid, the
borrower has to compensate the damage of the lender caused by the prepayment.

The primary method for the mitigation of market risk is used natural matching and stress
testing on the entire bank portfolio, not only mortgage portfolio. Stresses testing of
coverage calculations are not applied separately. There is not set the mandatory
overcollateralization by the regulation. In practice is usually kept coverage of the pools
on required level and over it 1 - 2 %. Minimum mandatory overcollateralization is not
required, but the amounts are protected. Banks have to report to the supervisory
authority the residual maturity of financial instruments, including mortgage assets and
liabilities instruments.

Article 16(4) of the Act on Bonds requires that “the total HZL outstanding amount must
be covered at all times by assets of at least the same amount and with at least the same
interest income”. Thus, the nominal value of the cover assets must permanently be
higher than the respective total value of the HZL and the interest yield must be at least
the same.

Figure 5 Interest margin on the level of bank sector SR (thous. EUR)
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Simply interest margin (M) was calculated as:

M = INC - COSTS (7)
INC = IRCRED * AMOUNTCRED (8)
COSTS = IRBONDS * AMOUNTBONDS (9)
Where:

M simply interest margin

INC
COSTS

interest incomes
interest costs

Lending was carried out in the competitive environment in time of financial crisis. This
was reflected in reducing interest rates, which was faster than the reduction of interest
rates on mortgage bonds.

Consequently, the simply margins in mortgage transactions have declined. If we take
into account the difference between the annuity and direct compounding, the difference
would be even greater.

Figure 6 Interest rates of mortgage credits in Slovakia
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Interest rates on mortgages in the Eurozone have long been at a lower level compared to
the Slovak Republic. It shows the following graphs, as well as distribution of interest rate
developments. While in SR are the means the interest rate on the mortgage rate of 5%
in the euro area are mean values of the interest rate at 3, 5 %.
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Figure 7 Interest rates of mortgage credits in the EU
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Figure 8 Interest rates fixed for 1 — 5 years distribution in Slovakia
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Figure 9 Interest rates fixed for 1 - 5 years distribution in EU
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We analyzed the composition of the recommended portfolios for banks and we compared
recommendations on consumer credit, mortgage credit, and recommendations for a
portfolio mix of consumer and mortgage loans in Slovakia. Current development shows
that mortgage credits the rate fixed for 1-5 years are most appropriate to the portfolio of
banks. Therefore, we think that mortgage credit is the most important generator of profit
banks in the retail segment in Slovakia and the financial crisis has a significant impact.

Table 1 Recommendation for the composition of the portfolio of consumer loans

PORTFOLIO CONS_CRED Recommended % in portfolio
OVERDRFT 0,841856974
CONSVARTOOY -0,001162566
CONSFIXONTOTOFIVE 0,140415869
CONSFIXOVERFY 0,018889723

Source: Own processing on the basis of Markowitz modern portfolio theory.

Table 2 Recommendation for the composition of the portfolio of mortgage loans

PORTFOLIO MORTGAGE_CRED Recommended % in portfolio
VAR_N_SK 0,244677595
ONETOFIVE_N_SK 0,751350057
OVERFIVE_N_SK 0,004264953
OVERTEN_N_SK -0,000292605

Source: Own processing on the basis of Markowitz modern portfolio theory

Table 3 Recommendation for the composition of the mixed portfolio of the most
recommended consumer and mortgage loans

PORTFOLIO MIX_CONS_MORTG Recommended % in

portfolio
VAR_N_SK 0,841856974
ONETOFIVE_N_SK -0,001162566
OVERDRFT 0,140415869
CONSFIXONTOTOFIVE 0,018889723

Source: Own processing on the basis of Markowitz modern portfolio theory
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4 Conclusions

The contribution shows the current situation in the mortgage market in Slovakia. It
shows focus on mortgage loans and issued mortgage bonds lag. At the same time, it
appears that at present the conditions are suitable for the mortgage bond, but under the
influence of the current situation, especially cheap resources, these benefits are not
used. In the future, if the interest rates rise, banks should benefit from that.

Mortgage loans are capable of forming the basis for proper coverage of mortgage bonds,
and it is therefore appropriate recommendations to support the development of the
mortgage market in Slovakia.

1. Banks in Slovakia are not forced to gains on mortgage transactions, because
profits can compensate for other types (not mortgage) of transactions.

2. Certain problems also lead to legislative conditions, which require banks excessive
requirements compared with other countries.

3. The use Markowitz modern portfolio theory shows that mortgage loans are
generating the most profits and are therefore also suitable collateral for covered
bonds. This is for investors with legislation to protect them the best signal for
investing in bonds.
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Abstract: Volatility patterns and its dynamics are the core measures of risk in the
financial theory. However, given the algorithmic nature of modern securities trading,
frequently used parametric volatility models should be used with great caution when
applied on high frequency data. Modelling volatility in high frequency data is fairly
complex since such data contains a disruptive volatility component, which only occurs in
this kind of data and is not observable in lower frequency data. This phenomenon is
usually called market microstructure noise. It is mostly caused by bid ask bounce, so its
presence is not so significant in assets with lower spreads. This paper focuses on the
comparison of two approaches and simulations to identify market microstructure noise
and derive optimal samples for measuring volatility. These tests are implemented on the
high frequency trading data from the German Stock Exchange. Our paper provides high-
frequency data optimal sampling solutions for risk managers and active investors.

Keywords: market microstructure noise, optimal sampling, LM test
JEL codes: G11, G14

1 Introduction

Security trading on the main exchanges has been dominated by computers since the
1990s. Securities exchanges are now fully electronic and floor trading is inevitably
coming close to its extinction. Rapid algorithmic trading certainly changed the nature of
financial markets with no common consensus whether this change improves market
efficiency and liquidity or increases volatility and deteriorates prices in turbulent
situations. Both academics and practitioners cannot agree on the effects of high-
frequency trading (HFT). On one hand, algorithmic traders certainly proclaim that their
activities are increasing market liquidity, lowering spreads and reducing transaction
costs. On the other hand, there are so called “low frequency traders” (mostly long term
investors) who are criticizing algorithmic traders for scaling their orders, manipulating
the market and boosting volatility. Academics are usually inclining to praise benefits of
high frequency trading, but there are also some studies confirming the HFT fault in
volatility outbreaks. Few minor financial market crashes, such as the 2010 Flash Clash or
the case of Knight Capital, are believed to be at least partially caused by algorithmic
trading, when sudden withdrawal of algorithmic traders significantly decreased market
volatility. After such events regulators are calling for responsible behavior of high-
frequency traders and searching for ways and methods to control the HFT market. For
example, circuit breaks are now implemented on the markets to shut down trading in
case of increased volatility to prevent flash crashes.

Several issues should be addressed before analyzing the effects of high-frequency
trading on the volatility of securities' prices, with market microstructure noise (MMN)
being the most important and complex one. Market microstructure noise - high-
frequency order book information that reflects fluctuations in supply/demand of the
analyzed security - complicates the estimation of volatility while making standard
estimators unreliable. The effect of the market microstructure noise is certainly negligible
in the long run, but should be dealt with in the short run. Market microstructure noise is
basically a disruption in the financial time series that is corrupting validity of models. For
instance, estimations of realized volatility are biased due to MMN effects. The higher is
the frequency of observations the greater is the bias. It is also correlated with efficient
price and its properties are changing substantially over time (for elaborate discussion see
Hansen and Lunde 2006).
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Market microstructure noise might be caused by bid-ask spread bounce, transaction costs
(Chan et al. 2006), volumes of trading (Chan et al. 2000) or non-synchronous trading.
Easley et al. (1997) state that it should be used in models as a tool for extracting trading
related information and market makers intentions from the observed market data.

The structure and effects of microstructure noise have been heavily investigated only for
the past decade. Initially, market microstructure noise was considered a covariance
stationary stochastic process or an independent and identically distributed random
variable. In this regard, Zhang et. al. (2005) derive a conditional MSE expansion for
realized variance in presence of i.i.d. noise. Ait-Sahalia (2005) see the same process as a
closed form expression for unconditional MSE of constant variance estimator. Dependent
noise structure of MMN was first considered by Hansen and Lunde (2006), who suggest a
measure of realized variance based on the dependence between noise and equilibrium
price. Other estimator of dependent MMN, which is kernel based, might be derived from
Zhou (1996). Brandorff-Nielsen et. al (2006) further discuss efficiency of kernel
estimations of integrated variance.

MMN research is closely related to the studies of market volatility. A detailed summary of
theoretical and empirical studies on realized volatility, including different possibilities for
dealing with the problem of microstructure noise in the estimation of the integrated
variance (volatility), is provided in McAleer et al. (2008). Andersen (1998) provides first
analysis of this problem and later addresses volatility forecasting (Andersen and
Bollerslev, 1998), realized volatility (Andersen et al. 2003) and parametric and
nonparametric measurements of market volatility (Andersen et al., 2009). For the
purposes of our study, Anderson et al. (2011) is the most important study on the
relationship of forecasting realized volatility under the influence of MMN.

In this paper, we use two approaches to test the presence of MMN. First approach is the
most frequently used test, which was proposed by Bandi and Russel (2008). The test is
based on recovering moments of unobserved noise. Second approach by Shin and Hwang
(2015) gives a statistical justification for realized volatilities of negligible serial correlation
in the log-returns owning to MMN for sampling interval larger than a selected one.
Focusing on testing and comparing two MMN, we address the problem of appropriate test
procedure selection to detect market microstructure noise and find the optimal test
sample with several data frequencies considered.

The aim of this paper is to define the most appropriate procedure for optimal sampling
which is important for testing the link between the high-frequency trading and price
volatility in the short run. Our paper differs from existing studies in one important
respect - we consider the biggest European stock market (instead of testing the
frequently analyzed US data) - the German stock market during time periods that have
not been examined in the literature. Moreover, previous findings were drawn on the data
samples collected mostly before the full algorithmization of securities markets. Spreading
of HFT changed trading environment significantly, hence the old conclusions need not to
hold under current circumstances.

2 Methodology and Data

We consider asset price measured at the time t as the following continuous diffusion
process:

dp, = p(t)dt + o(t)dw, (1)

where p(t) is a logarithmic price at time t, u(t) is continuous variation process, o(t) is
strictly positive stochastic volatility process and W (t) is a standard Brownian motion. This
process can be enhanced with other parameters such us jumps, correlations or bubble
growth components.

We also assume that observed log-price p, = #; + ¢, is under the influence of market
microstructure noise u,~N(0,52) which is i.i.d. and independent of W,.
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As the measure of asset risk, we choose to proxy the market variability with realized
volatility, because it has significant predictive quality (Andersen et al. 2003). Realized
volatility is calculated as the sum of intraday squared logarithmic returns:

1

RV, = Z}ll Tt2+j5,5 (2)

where 1.5 =p(t) —p(t —6)is discrete §-period return, which in our case equals to 1
minute.

Bandi-Russel Test

First test assumes additional properties of the log-price process. It requires
microstructure fractions in the price process to be i.i.d. with zero mean and finite fourth
moment. Hence, observed returns have MA(1) structure with negative first-order
autocorrelation, which is justified by presumed bid-ask bounce effects.

Bandi-Russel (BR) statistic provides the formula for optimal number of observations M x.
If we consider M as number of observation during the day, M/M « is the optimal intraday
frequency of sampling. It is defined as:

1
M *= ((E(’;g))z)3 (3)

where h denotes fixed time period (usually one trading day). Q represents bounded
integrated quadraticity. It can be estimated by the following measure realized
quadraticity proposed by Barndorff-Nielsen (2002):

Q =z 17} (4)
For g = 2,3,4 and in case of finiteness of log-MMN eighth moment holds:
Z] 17 5 E(en) (5)

We estimate BR statistic for every day separately and define optimal sampling period to
assure absence of MMN as the mean value of optimal sample size.

Test of Lagrangian Multipliers

The second approach test the null hypothesis of no MMN H,: 62 = 0. The test is developed
assuming homogeneity of u(t) = u and o(t) = 0. The sample consists of T days with a time
span of t=0,1,2,..,(T—1) denoting days. Every day sample has n equally spaced

observations, thus we use the set of log-prices {pHg, D pHg...pHg} to calculate the set
of observed log-returns ry; = pyii/m — le ,i=1..,n t=01,..,(T —1). ry, for each day are

excluded from the dataset, since they correspond to the overnight return between end of
the previous day and the beginning of current day. That means that vectors of within-day
log-returns are independent.

For sufficiently large n and T the test statistic is equivalent to:

LM = (nT)~ -1 (ZT y ?37}17}1 1) 674 6% = = (nT)~ 1ZT y ?37}1 (6)
or
LM = (nT)p? (7)

where ﬁ is the pooled first order correlation:

(ZT 1 ?37}17}1 1)(ZT y i ru) ! (8)
LM test follows the y? distribution.

To find an optimal sample for the analysis of volatility using the above described tests,
we collect one minute price observations on stocks traded on the German stock market.
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Subsequently, we consider only stocks with monthly average trading volume of more
than 100 000 euros, excluding shares with small trading activity. The resulting sample
consists of 110 shares with observations from October 23, 2014 till May 7, 2015. The
number of observations for each stock series varies from 10000 to 70000. All stock
prices are acquired from Bloomberg.

Table 1 Lagrangian multipliers test results for various length of samples h (in minutes)

h LM statistic p-value p H LM statistic p-value p
120 12.2772 0.0005 -0.1386 160 7.1105 0.0077 -0.1187
121 13.5401 0.0002 -0.1461 161 13.6208 0.0002 -0.1646
122 42.9454 0 -0.2607 162 5.5114 0.0189 -0.1050
123 28.9588 0 -0.2142 163 4.3517 0.0370 -0.0935
124 37.6425 0 -0.2450 164 25.2500 0 -0.2252
125 45.4114 0 -0.2702 165 17.9266 0 -0.1899
126 13.7979 0.0002 -0.1493 166 30.4069 0 -0.2489
127 4.8177 0.0282 -0.0884 167 3.4648 0.0627 -0.08426
128 39.2687 0 -0.2531 168 8.5997 0.0034 -0.1330
129 28.1962 0 -0.2152 169 28.0923 0 -0.2412
130 55.5777 0 -0.3031 170 17.1400 0 -0.1890
131 41.8748 0 -0.2648 171 12.8110 0.0003 -0.1635
132 1.3687 0.2420 -0.0482 172 18.2123 0 -0.1956
133 24.8879 0 -0.2073 173 12.3823 0.0004 -0.1620
134 28.1704 0 -0.2217 174 0.3320 0.5645 -0.0266
135 35.2899 0 -0.2490 175 19.1035 0 -0.2033
136 32.1481 0 -0.2383 176 28.9079 0 -0.2515
137 45.0257 0 -0.2836 177 1.6682 0.1965 -0.0608
138 27.2314 0 -0.2211 178 11.0607 0.0009 -0.1582
139 42.6099 0 -0.2778 179 1.4707 0.2252 -0.0578
140 18.7516 0 -0.1850 180 13.5311 0.0002 -0.1762
141 20.2642 0 -0.1930 181 12,5967 0.0004 -0.1704
142 14.7229 0.0001 -0.1650 182 18.7045 0 -0.2086
143 47.6518 0 -0.2973 183 5.7357 0.0166 -0.1160
144 33.5559 0 -0.2507 184 0.0369 0.8476 -0.0093
145 24.9942 0 -0.2168 185 5.3120 0.0212 -0.1125
146 23.3195 0 -0.2100 186 2.326 0.1272 -0.0746
147 29.3773 0 -0.2357 187 13.4109 0.0003 -0.1800
148 47.5643 0 -0.3010 188 9,5951 0.0020 -0.1526
149 30.6991 0 -0.2423 189 3.3571 0.0669 -0.0904
150 18.4660 0 -0.1883 190 1.3608 0.2434 -0.0576
151 26.3187 0 -0.2248 191 14.5193 0.0001 -0.1882
152 13.4855 0.0002 -0.1612 192 8.0423 0.0046 -0.1407
153 30.1875 0 -0.2416 193 18.3154 0 -0.2124
154 26.5838 0 -0.2272 194 4.6888 0.0304 -0.1077
155 20.6410 0 -0.2010 195 0.4085 0.5227 0.0318
156 20.1457 0 -0.1989 196 0.1858 0.6664 -0.0215
157 19.3727 0 -0.1951 197 6.5724 0.0104 -0.1282
158 17.0570 0 -0.1831 198 6,8881 0.0087 -0.1312
159 12.9463 0.0003 -0.1598 199 0.0861 0.7693 -0.0147

Source: authors’ calculations based on Deutsche Telecom stock prices acquired from Bloomberg

3 Results and Discussion

Both LM and BR tests were applied on all collected stock prices. Here we only provide an
example of some test results for explanatory purposes and overall summary of test
statistics for 110 German stocks. Detailed calculation results for each stock return series
are available upon request. Test results are compared to ad hoc rule of sampling interval
of between 5 to 30 minutes, usually used in the studies of realized volatility.

Table 1 depicts an example of LM test results for Deutsche Telecom samples of 120 to
199 minutes. Shorter samples were also tested and are object to market microstructure
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noise (LM statistic has insignificant p-value). The first sampling that seems to not include
MMN has 127 minute returns. The next efficient sample is of 132 minutes returns.
Therefore, according to the LM test at least 2 hour returns are needed to exclude the
effects of market microstructure noise from return series. However, these results are not
very convincing, because samplings with longer than 132 minutes period again does not
fulfill the requirements for omitting MMN effects.

Nevertheless, LM test results are clear in some cases, where cut off level of periods is
firmly identified. All longer periods fulfill the requirement of not rejecting the null
hypothesis. But in many cases this test does not converge to any outcome, or as is seen
in example in Table 1, even if optimal sampling period is found, there exists longer
periods where the null hypotheses of no MMN is rejected. Hence, it is difficult to
determine whether these results are biased or there is just some coincidence in the data.
In these cases, further testing is required.

BR test are performed on the same data. These test results suggest that optimal number
of samples during one day for Deutsche Telecom is around 18, which accounts for
approximately 27 minutes sampling period. The result from LM test suggests much
longer sampling period than the 5 to 30 minutes rule of thumb, however the second
result is much closer to this rule.

We have repeated both tests on the 110 most traded stocks on the German stock
exchange. Table 2 shows results of both tests with established optimal sample length of
periods with no market microstructure noise effects. These lengths are standardized to
show the periods in minutes. Optimal sampling according to the LM test should be from
30 to 220 minutes. BR test is more specific with narrower interval of 37 to 98 minutes. If
we stick to using the original sampling measured by the frequency of actual observations,
the optimal interval would be in interval of 22 to 30 observations.

4 Conclusions

Comparing to previous research, which was mostly conducted on US markets, we found
that 5 to 30 minutes thumb rule is not sufficient for the German market, where much
longer sampling periods are required to exclude market microstructure noise effects. The
LM test results are quite volatile, inconsistent and difficult to evaluate in certain
situations. Therefore, it is more convenient to stick to the BR test which performs more
consistently in similar situations. We identify the optimal sampling period to be between
37 to 98 minutes (or 22 to 30 observations). This sampling is still relatively frequent for
further analysis of the MMN phenomenon occurring in stock market data. Two intervals
were acquired in our research. One is subinterval of the other, which confirms their
validity. However further testing with other approaches will be necessary to ensure the
validity of the defined intervals.

Market microstructure noise tests are valuable for researchers dealing with outside
effects on market volatility and trying to exclude impacts of market microstructure.
These tests are also important for those seeking data with the MMN presence for MMN
research, assuming they do not have access to tick data. Our further study will follow
both groups of researchers and will aim at establishing the effects of market
microstructure noise on volatility of the German stock market.

Table 2 Results of Lagrangian multiplier and Bundi-Russel test
on 110 German most traded stocks prices

Company name LM test BR test Company name LM test BR test

DEUTSCHE TELEKOM 161.01 37.16 DRILLISCH AG 90.47 60.40
COMMERZBANK 224.26 39.03 SGL CARBON SE 166.42 59.86
DEUTSCHE BANK-RG 158.77 29.89 SKY DEUTSCHLAND 237.36 86.96
E.ON SE 184.53 36.94 XETRA-GOLD 121.44 127.35
DEUTSCHE LUFT-RG 269.95 38.22 DIC ASSET AG 241.81 107.59
INFINEON TECH 212.83 38.47 HUGO BOSS -ORD 18.54 63.45
DAIMLER AG 25.41 41.31 RHEINMETALL AG 19.80 51.00
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Company name LM test BR test Company name LM test BR test

DEUTSCHE POST-RG 232.97 35.14 DO DEUTSCHE OFFI 409.94 156.14
BASF SE 12.98 39.35 SAF-HOLLAND SA 222.07 77.82
RWE AG 146.22 33.96 EVONIK INDUSTRIE 146.56 57.38
SAP SE 16.62 38.80  ALSTRIA OFFICE 203.84 92.67
SIEMENS AG-REG 50.61 40.86  BRENNTAG AG 64.40 54.74
THYSSENKRUPP AG 144.46 36.56  SMA SOLAR TECHNO 159.40 78.92
TELEFONICA DEUTS 301.72 45.49  AURUBIS AG 10.84 63.88
BAYER AG-REG 41.28 42.46  KION GROUP AG 82.95 64.69
HEIDELBERG DRUCK 241.70 74.80 SOFTWARE AG 225.33 63.45
AIXTRON SE 189.89 50.65 RHOEN-KLINIKUM 203.68 65.52
ALLIANZ SE-VINK 20.28 42.79  WINCOR NIXDORF 65.44 60.79
K+S AG-REG 158.47 35.57  SUSS MICROTEC 242.86 142.00
BAYER MOTOREN WK 38.50 43.18 JENOPTIK AG 241.16 88.47
ADIDAS AG 11.82 39.89 ZALANDO SE 99.80 60.62
FRESENIUS SE & C 15.04 39.00 LEONI AG 16.05 58.78
QSC AG 293.51 83.92 DEUTSCHE EUROSHO 83.75 69.99
DEUTSCHE ANNINGT 60.37 40.46  MTU AERO ENGINES 8.95 60.90
LANXESS AG 34.30 69.60 TALANX AG 242.66 60.29
FRESENIUS MEDICA 179.70 90.96  GRAND CITY PROPE 193.58 69.14
DEUTSCHE WOHN-BR 207.67 59.96  HANNOVER RUECK S 43.68 44.35
HEIDELBERGCEMENT 80.18 42.06  PAION AG 357.00 132.05
DEUTZ AG 285.97 143.61 BALDA AG 175.94 140.50
KLOECKNER & CO 131.34 55.74  LPKF LASER & ELE 124.64 112.92
PROSIE SAT.1-REG 65.81 43.62  RIB SOFTWARE AG 206.66 85.67
DEUTSCHE BOERSE 13.37 43.06 PNE WIND AG-REG 106.36 171.79
DIALOG SEMICOND 174.33 48.91  ADLER REAL EST 156.43 106.15
DMG MORI SEIKT A 139.37 59.11 HAMBORNER REIT 200.18 114.71
MUENCHENER RUE-R 18.90 41.36 GERRY WEBER INTL 45.23 79.82
FREENET AG 200.02 48.52  LEG IMMOBILIEN A 31.25 62.91
EVOTEC AG 242.93 90.96  KUKA AG 19.10 62.74
CONTINENTAL AG 15.05 45.06 GRAMMER AG 112.12 91.18
HENKEL AG -PFD 18.85 42.95 ROCKET INTERNET 38.31 86.31
MERCK KGAA 74.15 43.04  CELESIO AG 266.91 82.86
BEIERSDORF AG 10.65 37.86  KONTRON AG 305.04 149.61
AAREAL BANK AG 14.28 57.73 HOCHTIEF AG 21.54 68.49
STADA ARZNEIMITT 16.62 38.80  AXEL SPRINGER SE 32.02 63.82
GAGFAH SA 81.46 68.73  PATRIZIA IMMOBIL 150.28 109.97
SALZGITTER AG 129.78 46.12 CANCOM AG 99.66 89.02
GEA GROUP AG 111.48 47.22  ADVA OPTICAL NET 183.75 142.70
LINDE AG 54.34 44.41  WACKER CHEMIE AG 19.72 70.91
TAG IMMOBILIEN 214.81 80.86  MORPHOSYS AG 28.35 61.92
OSRAM LICHT AG 38.94 46.60 ELRINGKLINGER AG 191.48 66.43
BORUSSIA DORTMUN 365.89 92.25 COBA 4X NAT GAS 60.76 60.79
BILFINGER SE 190.83 52.43  GERRESHEIMER AG 28.77 83.26
PORSCHE AUTO-PRF 21.47 51.47 NORMA GROUP SE 50.74 84.41
WIRECARD AG 90.41 38.20 TOM TAILOR HOLD 179.26 101.28
UNITED INTERN-RE 55.82 43.37 DUERR AG 18.57 65.71
SYMRISE AG 32.97 47.29  CAT OIL AG 159.71 95.03

Source: authors’ calculations based on German stock prices acquired from Bloomberg
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Abstract: The yield curve - specifically the spread between long term and short term
interest rates is a valuable forecasting tool. It is simple to use and significantly
outperforms other financial and macroeconomic indicators in predicting recessions two to
six quarters ahead. The steepness of the yield curve should be an excellent indicator of a
possible future economic activity. A rise in the short rate tends to flatten the yield curve
as well as to slow real growth the near term. This paper aims to analyze the dependence
between slope of the yield curve and an economic activity of countries of North America
(Canada, Mexico, the United States of America) between the years 2000 and 2014. The
slope of the yield curve can be measured as the yield spread between sovereign 10-year
bonds and sovereign 3-month bonds. The natural and probably the most popular
measure of economic growth is by GDP growth, taken quarterly. The results showed that
the best predictive lags differ in each country and each time span we chose. The most
common lags of spreads are lag 6 and 5 quarters. The results presented confirm that 10-
year and 3-month yield spread has significant predictive power for real GDP growth.
These findings can be beneficial for investors and provide further evidence of the
potential usefulness of the yield curve spreads as indicators of the future economic
activity.

Keywords: GDP prediction, yield curve, slope, spread
JEL codes: E43, E44, E47, GO1

1 Introduction

The yield curve simply plots the yield of the bond against its time to maturity. Many
market observes carefully track the yield curve’s shape, which is typically upward sloping
and convex. However when the yield curve becomes flat or slopes downward (the spread
between sovereign 10-year and 3-month bond is negative) it may signal GDP decrease
(recession).

The yield curve - specifically the spread between long term and short term interest rates
is a valuable forecasting tool. It is simple to use and significantly outperforms other
financial and macroeconomic indicators in predicting recessions two to six quarters
ahead.

This paper builds on a wide range of previous researches, but differs in some ways.
Bernard and Gerlach (1998) in their paper showed empirically on eight countries that the
slope of the yield curve is a good predictor of the real economic activity. Berk and van
Bergeijk (2001) examined 12 euro-area countries over the period of 1970-1998 and
found that the term spread contains only limited information about future output growth.
Their work is based on the previous theoretical researches of Estrella and Hardouvelis
(1991), Estrella and Mishkin (1996). There was proven the evidence that the slope of the
yield curve and the future GDP activity are related together. However it is necessary to
say that this rule was true until the end of 20™ century and it mostly disappeared at the
beginning of 215t century and appeared again during the financial crisis (from 2008) and
later on (De Pace, 2011; Giacomini and Rossi, 2005; Chinn and Kucko, 2010). Most of
the studies are focused on the relationship of the yield curve and GDP activity of United
States of America.
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The aim of this paper is to show if the yield spread possesses the predictive power of
future economic activity in the countries of North America - Canada, Mexico and the
United States of America and to examine which time lag of the spread is the best for
prediction of the future GDP growth.

Despite various researches, there is not any comprehensive theory that would prove the
correlation between the yield spread and economic development of the country yet.
Often we come across the statements that have only theoretical basis without generally
valid empirical evidence. Economic models are largely based on the argument that the
yield curve tends to be flatter in the situation of the tight monetary policy and the
economic slowdown typically occurs with a slight time lag (Szarowska, 2013).

Almost perfect tool containing the relevant future data provides the yield spread of
government bonds. The simplest interpretation of the yield spread is through monetary
policy of the country. Based on this criterion - relatively low spread reflects the restrictive
and tight monetary policy and vice versa - high spread reflects loose monetary policy. We
can find the theoretical justification for using of the spread in expectations hypothesis. It
assumes that long term rate of return is the average of the current and expected future
short term vyields. The investor’s decision to invest in short term or long term asset is
completely irrelevant (Mishkin, 1990).

Dependence of the yield spread and GDP can be derived from their connection to the
monetary policy of the state. As bond yields react to monetary policy as well as monetary
policy is able to respond to the output of the economy, the yield curve assumes
overlapping of policy measures and responses. The yield curve had the ability to reflect
future production either directly or indirectly. Indirectly it comes to predicting of the
future interest rate and the future monetary policy. It may also reflect the future
production directly because of the 10-year yields may depend on estimates of the output
of the economy in 10-years.

A question arises — how many months, quarters, years of future economic activity can be
predicted by the yield spread? Based on the study of Bonser-Neal and Morley (1997) as
well as Chinn and Kucko (2010) spread has the greatest ability in predicting one-year
horizon (four quarters ahead). As it was mentioned above, to prove if the spread has the
best predictive power in one-year horizon is one of the aims of this paper.

2 Methodology and Data

There are many ways of using the yield curve to predict the future real activity. One
common method uses inversions (when short term rates are higher than long term rates)
as recession indicators. Obtaining predictions from the yield curve requires much
preliminary work. There is the principle which needs to be hold: keep the process as
simple as possible.

A yield curve may be flat, up-sloping, down-sloping or humped. The standard solution
uses a spread (difference between two rates). The problem is to choose the spread
between the right terms. The most used spread is between 10-year and 3-month bonds.
The problem is that there are rarely bonds which mature exactly in 10 years (or 3
months). In that case the best solution is to use the yield curve, which shows the yield of
each maturity. Creating and calculating of the vyield curve is a rather difficult task
because there are many ways how to do it and every country uses different model of
constructing.

The yield curves are constructed by Bloomberg, therefore the data for spreads were
gained from Bloomberg. For the spreads were chosen 10-year government bond rates
minus 3-month sovereign bond rates (Estrella and Hardouvelis, 1991; Estrella and
Mishkin, 1996). Quarterly data were used for the spreads because the data for the
economic activity are taken on quarterly basis as well. The data for real GDP can be
found at Eurostat, OECD statistics or Bloomberg. The data of real GDP obtained and used
in this paper are from OECD statistics.
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The selected countries are Canada, Mexico and the United States.

As a measure of real growth four-quarter percent change in real GDP growth was used
(thus the percent change of the quarter against the last year's same quarter was
calculated, e.g. the change from 1Q2004 and 1Q2003 real GDP was used). GDP growth is
standard measure of aggregate economic activity and the four-quarter horizon answers
the frequently asked question — what happens the next year?

The sample period starts from 1Q2000 and ends on 4Q2014. This time range covers the
period before financial crisis, period of financial crisis and period after financial crisis. The
basic model is designed to predict real GDP growth/decrease two to six quarters into the
future based on the current yield spread (Bonser-Neal and Morley, 1997).

This was accomplished by running of a series of regressions using real GDP activity and
the spread between 10-year and 3-month bond yields lagged two to six quarters (e.qg. if
the spread was lagged by 4 quarters, the interest rate spread used for 3Q2003 is actually
from 3Q2002).

The last step is to find out which spread lag is the best for which country and to prove
the assumption that the lag of four quarters is the best one.

Model Specification

To generate the GDP predictions the regression using the whole sample was run, and
later on two divided samples of real GDP and spreads of each selected country (the
sample is divided in 4Q2007/1Q2008, because this year was the previous year of
financial crisis and should show some changes in prediction of the yield curve spread)
were run.

The following equation (1) was estimated for each country:
Real GDP,,, =x + * spread, + & (1)
Where:
Real GDPt + nis a prediction of the future real GDP in time t+n
n is the lag of spread, value of thelag can be 2, 3,4, 50r 6
spread,is spread between 10-year and 3-month state bonds in timet

& is @ white noise

3 Results and Discussion
Does the yield curve accurately predict the future GDP?

To generate the GDP predictions a regression using the whole sample to generate each
predicted data point was run.

Results of Regression — Whole Sample

The whole sample of dataset contains the real GDP from 1Q2000 to 4Q2014. A
regression of the whole sample was run and we got the results as seen in Table 1.

For Canada, Mexico and the United States the best results were gained with lag of spread
by six quarters.

We can say that all models are statistically significant, because the p-values are under
1%, respectively 5%, however the R? are not very high. These models could be used as
predictive models though. The R? coefficients (coefficients of determinations) show us
how many percentage of the sample can be explained by these models.
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Table 1 Results of All Countries and Whole Sample from OLS Regression

P - value 2

Whole sample Constant Spread (F - test) R
Canada (n=6)  0.0339189 -0.007573 09998 0.176825
Mexico (n=6)  0.0556371 -0.013384 02039  0.152161
USA (n=6) 0.0289785 -0.004863  °0:0112 0105791

Source: Author’s calculations

For example we can say that future real GDP of Canada will be:
Real GDP Canada, = 0,0339189 — 0,007573 * spreadcanadat

By this model we can predict future real gross domestic product growth for Canada six
quarters ahead.

We can test the hypothesis that the behavior of the spread and gross domestic product
has changed during the financial crisis, therefore the sample was divided into two
samples in order to prove this hypothesis.

Results of Regression - Divided Samples

The research continued as follows - the whole sample was divided into two samples. The
first one is from 1Q2000 to 4Q2007, the second one is from 1Q2008 to 4Q2014 in order
to show if there is any change of behavior and dependency between the variables before
or after the financial crisis. Regressions of the first sample and the second sample were
run. The results for the time span of 1Q2000 - 4Q2007 (first sample) are possible to see
in Table 2, the results for the period of 1Q2008 - 4Q2013 (second sample) are in
Table 3.

Table 2 Results of All Countries and Sample from 1Q2000 to 4Q2007

P - value
(F - test)

Canada (n=3) 0.0229011 0.00377363 0.0775 *  0.100239

Mexico (n=6) 0.0506211  -0.009906 0.0430 ** 0.166384

USA (n=5) 0.0199897 0.00433139 09978 0213485

Source: Author’s calculations

1Q00 - 4Q07 Constant Spread R2

In the first period the best results for Canada were gained with lag of spread by three
quarters, for Mexico by six quarters and for the United States of America by five
quarters.

We can say that all models are statistically significant, because the p-values are under
1% (***), 5%(**) or 10%(*) and R2are at the same level as in the whole sample in the
previous calculations.

In the second period the best results for Canada were gained with lag of spread by 6
quarters, for Mexico by four quarters and for the United States of America for five
quarters.

All the models are statistically significant, because the p-values are under 10% (*). We
may see the change in R? when the coefficients of determinations are higher, it means
we got better results than before. It may be caused by different behavior of financial
markets after the financial crisis (after year 2008).
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Table 3 Results of All Countries and Sample from 1Q2008 to 4Q2014

P - value 2
1Q08 - 4Q14 Constant Spread (F - test) R
0.0070
Canada (n=6) 0.0394083  -0.013222 o 0.247810
Mexico (n=4)  -0.0403561 0.0243937  2:0004 ¢ 389892
USA (n=5) -0.0032611 0.00694160 0.0505 *  0.139208

Source: Author’s calculations

The best predictive models are as follows:

Real GDPcanada t+6 = 0.0394083 — 0.013222 * spreadcapadat
Real GDPyiexico t+4 = —0.0403561 + 0.0243937 * spreadpyexico t
Real GDPygp 145 = —0.0032611 + 0.0069416 * spreadysa t

The data used for models of all models should start from 1Q2008, because these models
have better predictive power than the models that start in 1Q2000. Models which
describe the behavior and dependence of the gross domestic product and bond spreads
from 1Q2000 to 4Q2007 cannot be used as predictive, because this trend was already
broken by financial crisis. Therefor it is better to use the model with data from 1Q2008
and both of them end on 4Q2013.

For example if there would be a change of 1% up in the spread of the United States of
America then the GDP would decrease about 2.567% (-0.032611+0.00694160%*1%).

At the end we can summarize the findings.

However we can use the models for predicting of the GDP, we cannot summarize any
new theoretical finding about which lag of spread (measured in quarters) is the best for
predicting of the future GDP activity. We can see that the best lag of spread always
differs in all countries and even in every observed period. At the end we can write down
a short summary about which lag is the best for which country (Table 4) and make some
conclusions.

ni= whole sample (1Q2000 - 4Q2014)
n2= 15t period (1Q2000 - 4Q2007)
n3= 2" period (1Q2008 - 4Q2014)

Table 4 The Best Lags of Spreads for Each Selected Country

ni n2 ns
Canada 6 3
Mexico 6 6
USA 6 5

Source: Author’s calculations
The most common lag for Canada is a lag of six quarters, the most common lag for
Mexico is a six quarters and for the United States of America is a five quarters.

We can see that every country has different the most suitable lag in order to predict the
future GDP.

At the end we can say that the most common and possibly the most suitable lags of
spreads for GDP predictions are lags six and five. The theoretical background says that
the lag of four quarters is the best for GDP prediction in the United States of America.
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4 Conclusions

Does the vyield curve accurately predict the real economic growth? Answering this
seemingly simple question requires a surprising amount of preliminary work. The 10-
year, 3-month spread has substantial predictive power and should provide good forecast
of real growth two to six quarters into the future. Nevertheless we showed that the best
predictive lags differ in each country and each time span we chose. The most common
lags of spreads are lag 6 and 5 quarters. The results presented above confirm that 10-
year and 3-month yield spread has significant predictive power for real GDP growth and
the models which can be used as predictive for GDP growth in Canada, Mexico and the
United States of America were computed from the data which start in 1Q2008.

The simple yield curve growth forecast should not serve as a replacement for the
predictions of companies, who deal with predicting of many economic indicators, it
however does provide enough information to serve as a useful check on the more
sophisticated forecasts.

Future research could be extended to a wider examination of the best lags of spreads in
more countries around the world. It would be interesting to see if there is any rule which
would prove the theoretical hypothesis that the lag of four quarters is the best for
predicting future GDP growth in the countries of the world (it was empirically proved that
in the USA during 1970 and 2000 the best lag of spread was a lag of four quarters).
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Abstract: The study is based on the knowledge of behavioral finance that financial
markets are strongly influenced by the psychology of financial markets. Besides
investment strategies are affected by behavior of participants of financial markets. By
referring to psychology the study proves particular features of investment strategies for
presence of behavioral biases. Conducted analyzes shows that each feature of
investment strategy inclines to several biases and some biases repeat frequently. The
findings of the paper may help to avoid psychological effects on investment strategies,
which could be useful especially for investors.
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1 Introduction
“The investor’s chief problem — even his worst enemy - is likely to be himself.”
Benjamin Graham

Investment strategies are one of major topics of investors, fund managers, financial
advisors and researchers as well. Many studies were conducted to analyze investment
strategies, but the question: how to choose the best strategy is still waiting for answer.
Behavioral finance view on investment strategies seems to be meaningful in order to
answer that question. The impact of human emotions and especially the decision making
process on financial markets and thus also on investment strategies is indisputable.
“Choosing investment styles is like matching personality types in relationships. To
maximize returns and minimize risk, you need to find the best investment styles and
strategies.” To simplify the process of finding investment styles the article focuses on
behavioral analyzes of investment strategies in generally. The goal of the article is not to
describe particular investment strategies, but to analyze different attributes of
investment strategies.

2 Methodology

The study uses general methods, with the respect to the analyzed area there are used
also deduction and induction. In the theoretical part there is used description to define
basic terms and their links. There are also used methods of naive rationalism and
epistemology.

3 Theoretical Background

Behavioral finance defined a number of heuristics and biases that avoid investors to
conduct correct decisions. “For every decision, we don't always have the time or
resources to compare all the information before we make a choice, so we use heuristics
to help us reach decisions quickly and efficiently.” As the number of defined heuristics
and biases is huge, based on the knowledge of behavioral finance there were chosen ten
biases to be analyzed in the study. The chosen biases and heuristics are proved for their
presents at different features of investment strategies.

e Overconfidencel

1 QOverconfidence Availability - is a cognitive bias in which someone believes subjectively that his or her
judgment is better or more reliable than it objectively is. Data collected show that a person’s confidence usually
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Representativeness?
Anchoring and adjustment?
Availability*

Cognitive dissonance®

Self attribution®

Illusion of control”

Status quo®

Loss aversion®

Framing bias'®

To enable the behavioral analyzes of investment strategies it seems to be essential to
define investment strategy and its features. According to some definition an investment
strategy is a “systematic plan to allocate investable assets among investment choices
such as bonds, certificates of deposit, commodities, real estate, stocks (shares).
These plans take into account factors such as economic trends, inflation, and interest

rates. Other factors include the investor's age, risk tolerance level, and short- or long-
term growth objectives."

Another definition describes investment strategy as investor’s plan. “"An investor's plan of
attack to guide their investment decisions based on individual goals, risk tolerance and
future needs for capital.”

For the purpose of this study we consider investment strategy every consistent behavior
in order to allocate capital. Each investment strategy has some significant features. In
this study we will consider as the main features capital management, time horizon, time
requirements, regularity and risk.

4 Investment Strategies Seen by Behavioral Finance

First feature of an investment strategy that is discusses in the study is investment
management, which is for the purpose of this study seen as the activity of the investor.
On one side the management of an investment can be active on the other side it can be
passive.

Passive investment management is considered such as management that is chosen at
the beginning and reviewed periodically. Investor’s goal is to reach the same gains as the
market does. Passive strategy does not require changes and a lot of involvement of the
investor. Investments are threatened especially by status quo bias. Investors are doing
nothing as the plan is already set up and just maintain their portfolio. At the time of
setting the strategy, there can occurre also other biases listed above. However the goal
to reach the same gain as the market is realistic and should help the investors to overlap
any decisions mistake. From that point of view passive strategy seems to incline less to
be biased.

exceeds their objective accuracy, which implies that people are surer of their answers and abilities than they
should be.

2 Representativeness - is the estimation of the likelihood of an event by comparing it to an existing prototype
that already exists in our minds. Our prototype is what we think is the most relevant or typical example of a
particular event or object.

3 Anchoring and adjustment - is a cognitive heuristic in which decisions are made based on an initial 'anchor.’
Different starting points yield different estimates, which are based toward the initial values.

4 Availability - is a cognitive heuristic in which a decision maker relies upon knowledge that is readily available
rather than examine other alternatives or procedures.

5 Cognitive dissonance - the feelings of discomfort that result from holding two conflicting beliefs.

6 Self attribution - refers to individuals’ tendency to attribute successes to personal skills and failures to factors
beyond their control.

7 Illusion of control - is the tendency for human beings to believe they can control or at least influence
outcomes that they demonstrably have no influence over.

8 Status quo - is a cognitive bias, doing nothing or maintaining one's current or previous decision.

° Loss aversion —-describes the emotion of regret experienced after making a choice that turns out to be either a
bad or inferior choice

0 Framing bias - decisions are done based on the frame they are presented in.
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Active management is typically aimed to beat the market and usually higher involvement
of the investor is needed. This implies potential problems by decision making and thus by
choosing the right investment. The most obvious seem to be the inclination to illusion of
control. The activity gives the investor the feeling that the investment is completely
under his control. By choosing the investment availability of information in particular
moment can affect the decision making process together with the representativeness.
Anchoring and adjustment can influence the choice of an active style as well. Another
story seems to be overconfidence of active investors and its growth after a successful
investment, of course there cannot be omitted the self attribution bias. Active investors
face also the cognitive dissonance and loss aversion.

Table 1 Features of investment strategies: investment management

Passive Active
- Status Quo - Illusion of Control
- Availability

- Representativeness

- Anchoring and adjustment
- Overconfidence

- Self attribution

- Cognitive dissonance

- Loss aversion

Source: Own, based on conducted analyzes

Another of the features of investment strategies that are discussed by this study is time,
in the meaning of duration of the particular investment strategy. For the purpose of the
study we distinguish between long term investment and short term investment. Long
term investment is considered such an investment that is hold longer than for one year.
On the other side short term investment duration is expected to be within one day.

Long term investment is characteristically not requesting fast actions, threatened by
selling winners and keeping looses (status quo), “Individuals have a strong tendency to
remain at the status quo, because the disadvantages of leaving it loom larger than the
advantages. Samuelson and Zeckhauser (1988) have demonstrated this effect, which
they term the status quo bias.” Status quo is more probable in long term, when the
strategy worked that long, why it would not work now or why it would not recover.

In long term investors are not expected to review the investment status frequently which
can prevent them from cognitive dissonance as well as availability or representativeness.
However self attribution seems to be present in long term as well. “The higher the
returns in a previous period are, the more investors agree with a statement claiming that
their recent performance accurately reflects their investment skills (and vice versa); and
while individual returns relate to more agreement, market returns have no such effect.”

Short term investment is on contrary characterized by fast decision making, not complete
information, and strong emotion. Investment decision is influenced by availability of
information at the given moment which also indicates some level of representativeness.
Short term investment can motivate the investor to overoptimism, when extreme growth
in short period is expected. "We find that overestimation of the subjective probabilities
can cause overreaction and underreaction of expectations and, subsequently, asset
prices." Short term seem to be also affected by confirmation bias, as already listed
above, good results in previous period are considered to be reflecting own skills and
knowledge. In short period the emotions can be even stronger and can lead to more risky
decisions as well as to the illusion of control. In short time period the investors can have
the feeling they can influence the investment better. When the investment goes wrong or
contrary come to the investor it can lead to cognitive dissonance. "Cognitive dissonance
can be seen as an antecedent condition which leads to activity oriented toward
dissonance reduction just as hunger leads toward activity oriented toward hunger
reduction. It is a very different motivation from what psychologists are used to dealing
with but, as we shall see, nonetheless powerful."
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Table 2 Features of investment strategies: time - duration

Long Short
- Status Quo - Illusion of Control
- Self attribution - Availability

- Representativeness
- Overconfidence

- Self attribution
Source: Own, based on conducted analyzes

Time requirements can be seen as another feature of investment strategies, some
strategies are completely automatically others need the attention of the investor
frequently. The study distinguishes between time demanding and time undemanding
strategies. Time demanding strategies are considered such as strategies that require
attention weekly at least 4 hours. Time undemanding strategies are on contrary
considered to be strategies that need to be updated about once a month.

Time demanding strategies are influenced especially by the quantity of information and
their availability. The fast decision making - emotions - framing bias, anchoring and
adjustment, representativeness, availability, overconfidence.

Not time demanding strategies are expected to be set up at the beginning and further
during the investment do not require any changes. As such protect these strategies the
investors from precipitous emotions. They seem to be most sensitive to status quo bias,
once again could motivate the investor to keep an disadvantageous investment in the
changing market environment and miss more profitable investment.

Table 3 Features of investment strategies: time requirements

Time demanding Time undemanding

- Status Quo - Framing

- Anchoring and adjustment
- Representativeness

- Overconfidence

Source: Own, based on conducted analyzes

Another feature analyzed by the study is regularity of the investment strategy. The
analyzes considers regular and disposable investments. As regular investment there are
considered investment that repeat at least once during a time period. As disposable
investment there are considered investment that are done only once and never repeat
again.

The study defines regular investment as any action that repeats regularly, which means
that the investment is expected to be done repeatedly, but is not set up automatically.
Investor decides at the beginning that he will invest into the chosen asset in the future
and always conducts an analyzes of current asset situation. As such regularity makes the
investor thinking more about the future and making new analyzes can point out any
doubts, which could prevent overconfidence. On the other side the future judgment is
treated by anchoring and adjustment and cognitive dissonance as well.

On the other side disposable investment are based more on current analyzes and do not
require any future proves, which can at the decision making level influence the cognitive
ability of the investor. The single decision making process can be mislead because of
availability of information in the given time. Representativeness is another bias that can
negatively influence the decision of disposable investment. Investor can be mislead also
by own overconfidence towards their skills to judge the investment in the given time with
given level of information. And not considering any future analyzes can cause their
overoptimism about the future development.
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Table 4 Features of investment strategies: regularity

Regular Disposable
- Anchoring and adjustment - Availability
- Cognitive dissonance - Overconfidence

Source: Own, based on conducted analyzes

One of the most discussed features of an investment is risk. For the study it is
differentiate between high and low risk level. Risk is in general not desired and when
expected than there are expected higher returns. This fact can cause that investors
accepting higher risk are more often overconfident and overoptimistic.

On the other side risk aversion (loss aversion) can lead investors to choose investment
with low risk level and run a suboptimal investment. “Investors who are influenced by
anticipated regret are motivated to take less risk because this lessens the potential of
poor outcomes.” To run a low level investment strategy can be motivated by the illusion
of control, because as already mentioned investors consider outcomes with high probably
to be sure.

Table 5 Features of investment strategies: risk

High risk Low risk

- Overconfidence - Loss aversion

- Illusion of control

- Representativeness
Source: Own, based on conducted analyzes

The analyzes shows that studied features of investment strategies are subject of different
biases and most of them incline to more than one bias. The study shows, that some
biases repeat more frequently than the others as availability or overconfidence. And thus
seem to be more dangerous than the others. Especially for features as short time
requirements, disposable investment or active investment management the number of
identified biases is higher. As each strategy compares number of features, it seems to be
logical that some combination of features could avoid some biases. And on contrary the
combination of features inkling to same biases can lead to higher probability that the
particular bias will appear, thus to misleading of the investment strategy.

It comes up with another question, is it possible to find for current psychological state of
an investor the right investment strategy based on the knowledge of behavioral finance.

Conclusions

Conducted analyzes shows that each of analyzed features of investment strategy inclines
to several biases. The study also shows that some biases repeat by the features of
investment strategies more frequently. Especially endangering for decision making
process of an investment seems to be emotion that cannot be mitigated by time. This
study shows that all analyzed features of investment strategies have different structure
of biases they incline to and that there are significant differences among the analyzed
features. These differences could help to define particular investment strategies by
behavioral finance knowledge and thus enable to simplify the process of choosing an
investment strategy.
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Abstract: Medical Liability Insurance is a financial product that covers the individual
physician's liability and the liability of a healthcare facility. Liability insurance protects the
insured against the financial consequences of the potential claims of persons or entities
to whom the insured causes injury and, according to law, is obliged to provide
reparations to. At the same time liability insurance protects third parties who are injured
as a result of the events for which the insurance holder is responsible. It should be
remembered that the responsibility of the insurer in liability insurance is limited by the
amount of cover defined in the contract, representing mostly the limit of liability. This
paper attempts to investigate how the proposed amounts of cover are sufficient to cover
potential claims made by patients after they have come to harm. Simulations have been
carried out to answer the question of how high the benefit may get injured party may be
paid a certain amount in the assumed amount of the amount of cover. Simulations will be
conducted by gender and age of the patients.

Keywords: Medical Liability Insurance, personal injuries, provision for capitalized value of
pensions

JEL codes: G22, G28, 17

1 Introduction

In Poland and in some European countries (for example in Austria and France) Medical
Liability Insurance is compulsory and therefore the most popular insurance product. The
issue of liability for medical mistakes is discussed in the literature, although mainly in the
legal literature (Koch, 2011; Tort Law and Liability Insurance, 2005) and economic
literature (Simon, 2008). However, there are not many studies in the literature that
present a calculation of potential claims.

In recent years, European markets have seen a noticeable increase in benefits paid in
respect to personal injury. According to Munich Re (see more in Mayr, 2011), in recent
years there has been an increase in payments in connection with the same only damages
associated with the loss earning by as much as 14% within 5 years. In the Polish
insurance market in 2008, roughly 37% of the amount of benefits paid was related to
large claims (over EUR 100,000), which accounted for only slightly more than 1% of
number of all personal injury claims.

Liability insurance covers damage to the property of the victim as well as to the body of
the victim. In the case of personal injury, the people directly affected as well as their
close relatives may be able to make a claim. The system of compulsory insurance
provides protection for both sides in the event of a medical accident. The obligatory MLI
system protects patients (and those indirectly affected, such as family members of a
person who has died due to a medical mistake), giving them a guarantee of
compensation that is payable by financial institutions (insurance companies).

It is necessary to remember that one of the essential elements of compensation for
personal injury is annuities, which are paid for many years; annuities should cover the
financial damage that affected relatives have suffered due to, for example, a death in the
family. This annuity has to be paid by an insurer (according to the Polish Civil Code,
Articles 444-447):

e to directly injured patient (disability annuities) - this benefit should cover loss of
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income and increased needs, in most of the cases annuity has to be paid for life,

e to close relatives (compensation for loss of income because of death of victim of
medical mistake) - annuity payable for life or to the age of majority or end of
education.

The aim of this article is to investigate whether the proposed amounts of cover are
sufficient to cover the potential claims made by patients after harm has been inflicted on
them. The takeover by the insurance financial obligations related to the medical mistake
raises confidence that the benefit will be received, as well as separating its payment from
the lifespan of the responsible doctor. On the other hand, the protection also covers
medical workers, as a lack of such insurance would require medical personnel to cover
the cost of the claims themselves. However, limitations associated with the acquisition of
a liability by the insurance company should be borne in mind. This limitation, which is
called the amount of cover, represents the maximum amount to which the insurance
covers claims. If claims exceed this amount, the obligation to cover the excess returns to
the perpetrator of the accident. The law requires the liability insurance contract for the
guarantee sum, the amount of which must be at least equal to the minimum amount in
cover given in the Act.

The responsibility of the insurer in liability insurance is limited by the amount of cover
defined in the contract. Therefore, it is worth analysing the problem of the so-called
minimum amount of cover. In different countries the minimum amount of coverage can
be set at different levels. In Poland the minimum amounts of cover for:

- a doctor are:

e EUR 75,000 per person,
e EUR 350,000 with respect to any one situation;

- a hospital are:

e EUR 100,000 per person,
e EUR 500,000 with respect to any one situation.

This article aims is to answer the question, what is the present value of an annuity
(whole-life and term annuity) and if the minimum amount of coverage is enough cover
this value. Because provision of compensation has to restore the financial situation and
the quality of life that the injured persons had before the medical mistake and take into
account the realities of the economic and social environment the injured comes from, the
calculation have a few assumptions (discussed in the section concerning the
methodology). In an actuary's methodology, loss of earnings are calculated factoring in
life expectancy (according to Munich Re data - see more in Mayr (2011) - half of the
claimants are under the age of 20 at injury, which is why analysing the value of annuity
should be divided by age categories) and inflation and then methods based on the Net
Present Value (NPV) are in use (see more in Smosna, 2009). Two European research
projects — Unification of Accounts and Marginal Costs of Transport Efficiency (UNITE) and
Generalization of Research on Accounts Cost Estimation (GRACE) - developed a
methodology for estimating the costs of traffic accidents. In Poland, the problem of the
depletion of the amount of the guarantee is undertaken primarily by lawyers and the
Insurance Ombudsman (see more in Kiziewicz, 2009; Orlicki, 2009, 2011).

It is, therefore, worth answering the question of whether the minimum amount of
coverage is high enough to provide coverage for claims relating to the payment of
annuities for patients or their family. It should therefore be borne in mind that the
financial security of the perpetrator is limited to the amount of coverage for the indicated
problem, which is important especially in the case of claims relating to personal injury
compensation. In particular, this paper seeks to evaluate whether the minimum sum
insured (as a doctor and hospital) is also sufficient to cover claims for people outside
from Poland. It is assumed that citizens of countries bordering the Polish, they can use
Polish medical services. The study also included Britain, because it is quite common
practice dentistry by citizens of for British citizens to come to Poland for dental services.
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2 Methodology and Data

The simulation of several typical annuity payment variants is presented in this section.
The simulations were conducted with several groups that had mixed age and gender, and
that received different remuneration. The analysis was conducted for the Polish economy
and for seven other countries: Belarus, the Czech Republic, Lithuania, Germany, Russia,
Slovakia, Ukraine, and Great Britain.

The calculation of provisions for annuities can be done using a life annuity, which is
created using the actuarial method using data about the probability of survival and death
in the following periods. The provision is equal to the expected value of a random
variable, the values of which are discounted future payments to the beneficiary. It is
assumed that individual payment the disability should have a height such that had lost
income (net income). There is no legal regulation that would gave what amount is to be a
single disability annuity. Thus, the present value of future benefits for annuity in the
amount of EUR 1 payable annually in advance can be expressed as the sum of the
product of the discounted payments and the probability of survival to the next payment
date. This formula can be expanded by supplementing it, for example by a factor that
reflects the future growth of benefits for inflation, etc. (in this paper geometrical grown
has been assumed,), and finally, the present value of annuity (Id, and d,) for an x-year-
old person is given by:

Increasing life annuity: ld, = Z(l + D)k vk p, (1)
k=0

Life annuity: Gy = Z v* by (2)
k=0

Term increasing annuity: ld, = Z(l + D)k vk ,p, (3)
k=0
n

Term annuity: dy = z v* Dy (4)
k=0

where: «Px IS the probability that the x-year-old person will survive the next k

years,

v = - is the discount factor, where r is annual interest rate,

i is the rate of annual grown of the annuity payment,

w is the maximum age to which the life tables are created in a given
country, and

n is the time the annuity will be paid for.
The following assumptions were made in the calculations:

e The annuity is paid once a year, at the beginning of the year (this assumption will
slightly overestimate the obtained values, but greatly simplify the calculation);

e The probability of survival is calculated using life tables for each country (for most
countries the last available tables are from 2012; calculations have been done for men
and women separately). The life tables (from Eurostat and Mortality.org) used in the
calculations have not been modified to take into account any disability the person the
annuity is paid to may have, due to low availability of life tables for disabled persons in
particular countries (the probability of living through the successive periods for disabled
persons will be lower than it result is for the life tables for the whole populations). The
upper limit of the sum is the value equivalent age, which the oldest person accounted for
in the creation of the cohort life tables reached;
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e The interest rate used to discount payments (r) based on the amount of the
maximum technical rates used by insurance companies in the calculations related to,
among others, life insurance in the calculations is r = 2.8%. This is the technical rate
determined in 2014.

The annual indexation of benefits for:

- inflation (according to Eurostat), which was adopted at the level of i = 3.3%. This value
was determined as the average inflation rate based on the average annual rate of
inflation calculated on the basis of ten-year data (after the rejection of each series of the
two extreme values) for the countries that adopted the analysis (Eurostat data). Due to
the unavailability of consistent data on annual levels of inflation in countries used for
analysis that are outside the EU (Russia, Ukraine, Belarus), the data from these countries
are not included in the calculation of inflation;

- wage growth rate (according to Eurostat), which was adopted at the level of i = 2%.
This value was determined as the average wage growth rate based on the average
annual rate from three years.

3 Results and Discussion
Case 1 (based on the judgment of 8 February 2006, the Court of Appeal in Poznan)

Description: Due to the defective childbirth baby was suffered a heavy four-limb cerebral
palsy. Was awarded compensation amounting to PLN 477,000 (including compensation
for pain and suffering in the amount of PLN 300,000) and a monthly annuity in the
amount of PLN 2,800 for the injured child.

The equivalent annuity payments in euros: EUR 680 (per month).

The following values were obtained for the present value annuities for the victim from
Poland:

The present value of an increasing annuity for a boy from Poland: EUR 8,249,544.94;
The present value of an increasing annuity for a girl from Poland: EUR 11,753,388.26;
The present value of annuity for a boy from Poland: EUR 1,438,848.43;
The present value of annuity for a girl from Poland: EUR 1,752,036.72.

The results show that the annuity given to a victim of a medical mistake that occurred at
birth is an incredibly significant cost for the doctor (or hospital). It should be noted that
the amount of 680 Euro per month in 2006 accounted for 1.3 times the average wage in
the Polish economy. Unfortunately, the minimum sum of guarantee in liability insurance
in force in Poland does not cover this amount. Present value of increasing annuity for a
boy from Poland is cover by minimum amount of cover for medical constitutes less than
1% (PV lower than for girls). Similarly inefficient is to secure for the hospital - a cover
for 1.2% of the same pension. With constant annuity cover is obviously better,
respectively, 5.2% and 7%.

The present value of annuities for patients from countries bordering Poland and from the
UK.
Table 1 Present values for increasing annuities for men (M) and women (F) - case 1
Country PV (EUR)-M PV (EUR) -F Country PV (EUR)-M PV (EUR) -F

BY 6,097,891.18 10,018,024.69 RU 5,382,253.88 9,053,791.85
cz 8,777,157.26 11,389,700.42 SK 7,960,097.27 10,866,703.31
GE 10,107,886.70 12,276,810.70 UA 5,673,569.72 8,960,935.40
LT 6,929,726.33 10,998,573.57 GB 10,626,956.03 12,601,949.00

Source: Own calculations
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Table 2 Present values for annuities for men (M) and women (F) - case 1

Country PV (EUR) - M PV (EUR) - F Country PV (EUR)-M PV (EUR) - F
BY 1,225,014.39 1,615,450.03  RU 1,126,634.00 1,519,315.58
cz 1,506,944.20 1,739,101.10  SK 1,423,195.43  1,693,398.78
GE 1,296,980.22 1,691,321.46  UA 1,166,179.14 1,516,573.74
LT 1,627,144.12 1,812,120.49 GB 1,661,504.73 1,819,159.74

Source: Own calculations

Case 2 (based on the judgment of 12 December 2003. District Court in Katowice)

Description: The 34-year-old plaintiff received compensation amounting to PLN 300,000
in respect of damage suffered as a result of mistake by the hospital and the doctor, but
unnecessary removal the intestine. The patient also received a lifetime monthly annuity
of PLN 850.

The equivalent annuity payments in euros: EUR 206.31 (per month).

The following values were obtained for the present value annuities for victims from
Poland:

The present value of an increasing annuity for a man from Poland: EUR 400,934.06;
The present value of an increasing annuity for a woman from Poland: EUR 577,227.77;
The present value of annuity for a man from Poland: EUR 160,835.92;

The present value of annuity for a woman from Poland: EUR 204,831.07.

Case 2 shows an adult who received a monthly annuity that was three times lower than
that in case 1. Unfortunately in this case also, the sum of the minimum guarantee
medical liability are not enough to fully finance these commitments. Medical liability
insurance cover increasing annuity for a man in 18%, and constant annuity at 46.6%.
Hospital Civil Liability Insurance cover increasing annuity for a man in 25%, and constant
annuity in 62%.

Tables 3 and 4 show the present value of annuities for patients from countries bordering
the Poland and the UK. Comparison of these values in relation to the minimum

guaranteed sum gives similar conclusions about the lack of security on the part of
medical liability insurance even at a minimum level.

Table 4 Present values for increasing annuities for men (M) and women (F) - case 2

Country PV (EUR)-M PV (EUR) - F Country PV (EUR)-M PV (EUR) - F
BY 291,979.96  489,379.57 RU 263,992.07  445,960.94
cz 425,199.05  556,975.18  SK 385,400.22  531,573.51
GE 337,451.87  539,124.30 UA 275,608.02  439,765.00
LT 493,250.35  602,870.01 GB 522,081.75  621,181.09

Source: Own calculations

Table 5 Present values for annuities for men (M) and women (F) - case 2

Country PV (EUR) - M PV (EUR) - F Country PV (EUR)-M PV (EUR) - F
BY 130,728.26  185,457.80  RU 120,891.41 174,117.50
cz 169,531.76  202,340.30  SK 158,430.35 196,335.03
GE 142,151.93  196,223.98  UA 125,011.28 173,211.32
LT 186,889.61  213,140.90 GB 192,723.48  214,725.93

Case 3 (hypothetical)

Source: Own calculations

Description: as a result of medical malpractice dying 40-year-old man, there are three
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people indirectly affected - his 30-year-old wife and two children aged 5 and 7 years old.

The victim was earning the average salary in Poland in 2014. The personal consumption
was set at 10% of salary. Therefore 90% of the average wage is the basic amount for
the calculation of pensions for those indirectly injured. Children receive a pension until
they are 25 years old, assuming education (20 and 18 years compensation) amounting to
25% of the basic amount, and his widow has the right to an annuity for the moment
when the younger children is majority (13 years compensation) amounting to 50% of the
basic amount.

Annual payment in this case is adequate to the size of the average annual net salary in
each of the analysed countries (according to Eurostat and national sources for non-EU
countries), data presented in Table 5.

Table 5 The average wage in the chosen countries in 2014 (net values)

average annual average annual

Country wages in EUR Country wages in EUR
BY 4,338.20 RU 5,952.03
cz 11,118.31 SK 8,448.00
GE 36,269.23 UA 1,440.00
LT 6,648.00 GB 32,854.89
PL 8,278.27

Source: Eurostat data available at http://epp.eurostat.ec.europa.eu and national sources

Table 6 shows the present value annuities for victims from Poland in four variants.
According to the description, the amounts of the annuities for a wife and child are EUR
3,725.22 and EUR 1,862.61, respectively.

Table 6 Present values for annuities for injured persons in Poland - case 3

younger child older child wife together

variant PV increasing annuity
son, son, wife 39,882.21 35,907.40 52,290.91 128,080.52
son, daughter, wife 39,882.21 35,847.80 52,290.91 128,020.42
daughter, son, wife 39,818.88 35,907.40 52,290.91 128,019.19
daughter, daughter, wife 39,818.88  35,847.80 52,290.91 127,957.59

variant PV constant annuity

son, son, wife 30,164.97 27,987.58 43,987.40 102,139.95
son, daughter, wife 30,146.97 27,950.33 43,987.40 102,102.70
daughter, son, wife 30,127.72 27,987.58 43,987.40 102,104.20
daughter, daughter, wife 30,127.72 27,959.24 43,987.40 102,065.45

Source: Own calculations

In this case, the family of the injured person receives a benefit lower than the average
wage in the economy and receives it not for life, but for a limited time. Coverage of this
payment is definitely better — although this is still not full coverage.

The foreign simulation counted only the lowest variant - daughter, daughter, wife. The
present value of annuities for a whole family from the analysed countries is presented in
Table 7.

In this case it is possible to see a difference in the level of benefits that are paid to
people from different countries. It must be remembered that the compensation should be
set at a level that corresponds standard of living that the victim had before accident . In
this case, the minimum amount of cover is not high enough to cover claims, especially
for citizens of Great Britain and Germany.
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Table 7 Present values for increasing and constant annuities for case 3 in variant:
daughter, daughter and wife

Country PV - increasing Country PV - constant

BY 67,047.97 BY 53,603.62
cz 171,836.58 cz 137,068.76
GE 560,297.12 GE 446,954.85
LT 102,931.98 LT 82,095.49
RU 92,520.66 RU 73,773.06
SK 134,622.26 SK 104,150.53
UA 23,054.54 UA 17,831.99
GB 523,570.58 GB 405,063.81

Source: Own calculations

In all cases the highest volume of the present value of annuities were obtained for Great
Britain, Lithuania, Poland, and Czech Republic. The highest value of life annuities (in each
case analysed) was for an injured woman but term annuity is lower for woman (in all
variants). The lowest values are for annuity calculations for Belarus, Russia, and Ukrain