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PREFACE

Dear readers,

It is my pleasure to introduce you a collection of papers from the 15th annual international
scientific conference The European Financial Systems 2018 organized annually by
Department of Finance of the Faculty of Economics and Administration, Masaryk University
in Brno, Czech Republic. This year's conference was focused especially on the current
issues related to accounting, banking sector, insurance, financial literacy, financial law,
new regulations of financial markets, different tax systems, corporate finance,
cryptocurrencies, public finance and financing of non-profit organizations.

Since the collection of papers presents the latest scientific knowledge in this area,
I believe you will get a number of new insights usable both for your scientific, and
educational or practical activities. I would also like to express my strong conviction that
we meet each other in occasion of the 16th year of this conference held in 2019.

I wish you pleasant reading!

Petr Valouch

Chairman of the Program Committee
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Abstract: The analysis of institutions providing financial services has always been
particularly challenging because of the manner how the financial institutions operate and
generate profit. The purpose of this study is to analyse the financial performance of the
Education Support Fund - the institution providing state subsidised student loans in
Slovakia. Tertiary students are eligible for the loan application from the Education Support
Fund. All European countries realize that tertiary education is one of the driving forces of
economic growth. The empirical part of the paper consists of the financial statement
analysis focused on the performing ratios. Ratio analysis is one of the most widely used
fundamental analysis technique. The most significant opportunity that emerged from our
analysis is to reach the positive net profit as the evidence of financial sustainability and
stability. We have identified the net interest margin, the loan-to-assets ratio, and the
return-on-assets (ROA) ratio as the most reliable ratios for the financial performance
comparison. In recent years, the slightly increasing values of the performing ratios have
shown the financial stability of the Education Support Fund.

Keywords: student loans, financial ratios, Education Support Fund
JEL codes: G23, G29, G32

1 Introduction

Education has long be seen as a crucial tool for national development, with various
education initiatives designed to work towards eliminating poverty, increasing the health
of a population or enhancing local economies, among others. Strengthening the social
dimension of higher education is still a key political goal on the European level. To expand
the knowledge base and foster progress, an increasing number of European citizens require
high level knowledge and competences. One of the key challenges in developing quality
mass higher education systems is to ensure that students have the necessary material
conditions to study and fulfil their potential. The question of how this is ensured at national
level is a key aspect of the social dimension of higher education, and student fee and
support systems are thus important tools of national policies.

To assess the Education Support Fund’s financial performance we use the financial analyses
indicators. Various performance aspects cannot be observed directly whereas they are
economically important. While stockholders will view performance in terms of the profits
made on their behalf, whether or not adjusted for risks taken, this article focuses on
performance in a broader sense, that is, the contribution financial institutions make to the
common wealth, on behalf of consumers and businesses. They will be mainly interested in
whether financial products are not too expensive and whether the quality is sufficient. This
raises the issue of, on the one hand, the efficiency of financial institutions (i.e. whether
unnecessary costs are made in bringing a product to market) and, on the other, the level
of competition in the relevant markets (i.e. whether profit margins are not unnecessarily
high).
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Adequate performance of financial institutions is of crucial importance to their customers.
Prices and quality of their products are determined by efficiency and competition. Since
efficiency and competition cannot be observed directly, various indirect measures in the
form of simple indicators or complex models have been devised and used both in theory
and in practice (Bohdalova and Gregus, 2017).

As the main role of the Education Support Fund is the student loan providing, we compare
the Fund’s performance with the results reached by the banking sector in Slovakia. The
banking sector’s aggregate profit generated in Slovakia has come under severe pressure
from falling interest margins. Although the sector’s profit increased in 2016 by 19.8%, year
on year, that growth was driven by several one-off and exceptional factors. Excluding their
impact, the overall profit dropped by 11%. The sector’s total capital ratio increased slightly,
to 18% (The National Bank of Slovakia, 2016).

Relation 1 describes the influence of competition to profitability of the financial institution
and market structure to competition at the market (see Figure 1). Competition also affects
financial innovations, Fund’s financial health, financial stability and the accessibility of the
Fund’s services to clients (Bikker, 2010). More efficient financial institutions will translate
lower costs into either increased profits or price reductions - the latter in order to improve
their competitiveness and increase their market share (indicated by a relation ‘2’ in Figure
1). Efficiency thus is not an effect but a determinant of market structure. It has been
generally assumed that competitive pressure forces financial institutions to become more
efficient (indicated by a relation '3’). Excess profits enable financial institutions to lower
their prices and become more competitive in order to increase their market share
(indicated by a relation ‘4").

Figure 1 Relations Between Profitability, Efficiency and External Environment
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Source: Bikker, J. A.

Market structure

Section 2 describes the Education Support Fund as the unique Slovak student loan
provider. Section 3 discusses methodology used in this paper and the main sources of data.
The financial analysis focused on the various performance ratios is a part of section 4.
Section 5 concludes.

2 The Education Support Fund

The Education Support Fund was established on 1 January 2013 by Act No. 396/2012 Coll.
on the Education Support Fund as the legal successor of the Student Loan Fund and Loan
Fund for Starting Educators. The main activity of the Education Support Fund is to provide
loans to university students, teaching staff, professional school employee and doctoral
study programme students in the full-form of studies (Education Support Fund, 2017).
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The applicant must also meet the following requirements:

¢ Have a permanent residence in the territory of the Slovak Republic; or
¢ Have the status of a Slovak living abroad; or
e Be a citizen of the European Union with the right to permanent residence in the
territory of the Slovak Republic or a family member of such person with the right
to permanent residence.
Loans represent the primary earning asset at the Education Support Fund. Loans provided
by the Education Support Fund are dedicated for the students studying at the higher
education institutions (HEIs) and are purposeless (Education Support Fund, 2018).

Figure 2 shows distribution of the approved student loans in the academic year 2017/2018.
As one can see, more than 55 % of the supported students are studying at HEIs located in
Western Slovakia. Just around 16 % of all supported students are studying abroad.

Figure 2 Approved Student Loans Distribution in the Academic Year 2017/2018

Students studying at
abroad located HEls
16%

Students studying at
HEsl located in Easter
Slovakia

19% Students studying at
HEls located in
Western Slovakia

56%

Students studying at
HEls located in Central
Slovakia

9%
Source: The Education Support Fund, own calculations

Reducing disparities will require increasing the labor utilization ratio and improving the
structural and policy determinants of productivity in the eastern regions of Slovakia (Fados
and Bohdalova, 2017). Toll for the increasing labor utilization ratio is also the social support
for tertiary students. In the long term, the biggest group of the supported students are
coming from the following regions: Presov (eastern Slovakia), Kosice (eastern Slovakia)
and Zilina (northern Slovakia). The smallest group in the number of approved loans are
students coming from abroad (Figure 3).

Figure 3 Amount of Supported Students in the Academic Year 2013/2014 - 2016/2017
by the Place of Residence
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Source: The Education Support Fund, own calculations
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Total costs per student loan include all expenses related to providing the loan and paid
from the budget of the Education Support Fund divided by the number of approved student
loans. The decreasing number of provided loans caused increase of the total costs per
student loan reported in 2016 (Figure 4).

Figure 4 Total Costs per Provided Student Loan (2013 - 2016)
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The operational efficiency is the capability of an institution to deliver services to its
customers in the most cost-effective manner possible while still ensuring the high quality
of its services. Figure 5 shows development of the operational expenditures from the Fund’s
establishment to 2017. Amount of the operational expenditures decreases every year and
the total value is under the legal limit. The operational expenses may not exceed 3.5% of
the outstanding principal of loans per year as of 31 December the previous year (Act No.
396 of 2012 Coll. on the Education Support Fund). The operational efficiency still increases.

Figure 5 Development of the Operational Expenses from 2013 to 2017
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Efficiency based on the transformation of costs into benefits as measured. Efficiency is a
measure of how economically resources/inputs (funds, expertise, time, etc.) are converted
to results. These ratios enable the management to measure the effectiveness or usages of
the resources at the command of institution.

3 Methodology and Data

Since the purpose of this research is to gain a better insight into the determining and
presenting the relationship of items or group of items in the financial statement of the
Education Support Fund.
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We have identified the net interest margin (NIM), the return-on-assets (ROA) ratio, the
return-on-equity (ROE) ratio, Equity multiplier (EM), Burden/Total Assets ratio, Current
ratio and Quick ratio as the most reliable ratios for the financial performance analysis.

EM indicator presents the ratio between the financial assets of the banking sector and their
equity (Matuszaka and Rozanska, 2017). This can be used alongside other measurements
of the financial leverage of this sector to ascertain its overall financial stability and to
analyse its financial health.

Return on equity (ROE) analysis provides a system for planning as well as analyzing
financial institution performance. The profit margin allows the analyst to develop a pro
forma income statement (Gavurova et al., 2017). That is, net income is equal to revenues
less expenses. Thus, the financial planner can determine the revenue level necessary to
achieve the net income target. The total asset turnover ratio allows the analyst to project
the total asset level necessary to generate the projected revenue level. The total asset
requirement can be used to project the pro forma levels of all of the asset accounts
(Chorvatovic¢ova and Saxunova, 2016). The fundamental equation of accounting is that
assets equal liabilities plus owners equity. Thus, the equity multiplier ratio can be used to
project the pro forma financial needs and the financial structure of the financial institution.

We draw on data from:

e Database of The National Bank of Slovakia,
e OECD database,
e The Education Support Fund’s database to track how the performance indicators
evolved between 2016 and 2017.
The financial reports of the Education Support Fund are the main sources of data in this
paper.

4 Results and Discussion

This session introduces fund financial statements and provides a traditional, ratio-based
procedure for analyzing fund financial performance using historical data. It demonstrates
the interrelationship between the income statement and balance sheet and describes the
risk and return trade-off underlying management decisions.

Table 1 Balance Sheet in EUR - Year 2016 and 2017

2016 2017
A. Invested Assets 33 957 079 32 857 561
B. Current Assets 4 175 857 5489 992
C. Prepayments and Accrued Income 1029 1318
Total Assets 38 133 965 38 348 871
D. Equity 38 071 437 38 287 084
E. Provisions 0 0
F. Liabilities 62 528 61 787
G. Accrued Expenses and Deferred Income 0 0
Total Liabilities 38 133 965 38 348 871

Source: The Education Support Fund

Investment decisions affect the left-hand side of the balance sheet through asset purchases
(Del Giudice et al., 2016). Investment decisions determine the type of assets used by the
Education Support Fund, the industry in which the fund operates, and the degree of
operating leverage of the fund. Financing decisions affect the right-hand side of the balance
sheet, which shows the financial structure of the fund through security issues and retained
earnings. Financing decisions determine the capital structure of the fund and the degree
of financial leverage.

The Education Support Fund's income statement reflects the fact that most assets and
liabilities are financial (Table 2). Revenue consists primarily of interest income and interest
payments on liabilities represent the primary expense. The statement format starts with
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service revenues then subtracts operational expense. The next step is to subtract provision
for loan losses, which represents management's recognition that some revenues will be
lost due to bad loans. The format continues by adding interest income then subtracting
interest expense and taxes to produce net income.

Table 2 Income Statement in EUR - Year 2016 and 2017

2016 2017
Service Revenues 136 373 134 219
Operational Expenses 560 557 550 801
Other Revenues 58 299 113 295
Other Expenses 20 817 19 745
Trading Loss - 386 702 - 323 032
Interest Income 937 813 896 146
Interest Expenses 382 150 347 640
Financial Profit 555 663 548 506
Profit on Ordinary Business Profit 168 961 225 474
Profit/Loss on Extra Ordinary Events 0 0
Net Profit before Tax 168 961 225 474
Tax Liability 1670 1441
After Tax Profit 167 709 224 033
Net Profit per Balance Sheet 167 709 224 033

Source: The Education Support Fund

The following analysis uses data from Table 1 and Table 2 to calculate and interpret the
various profitability ratios. The profitability ratio formulas are:

Net Income
ROE =——""—7"—"7"— (1)
Total Equity Capital
Net Income
ROA = =02 (2)
Total Assets
Total Assets
EM = —otdlissets (3)
Total Equity Capital
Net interest income
NIM = =& 0o eome (4)

Earning Assets

The liquidity ratio formulas used in this paper are following:

. Current Assets
Currentratio= ————— (5)
Current Liabilities

Cash equivalents + Marketable securities + Accounts receivables (6)

Quick ratio = ———
Current Liabilities

Return on equity (1) equals net income divided by stockholders' equity and thus measures
the percentage return on stockholders' investment (Ray and Mitra, 2018). The higher the
return the better, as management can pay higher dividends and support greater future
growth. Return on equity reached in 2017 just 0.59 %.

ROE is tied to ROA (2) through a fund's equity multiplier (EM), which equals total assets
divided by stockholders' equity. EM (3) measures a fund's financial leverage, or its amount
of liabilities compared with equity. The greater are aggregate liabilities, the greater is
financial leverage and EM (OECD, 2018).

Net interest margin (4) equals net interest income divided by earning assets and thus
represents the net interest return on income producing assets. The results of the
profitability analysis are shown in Table 3. Almost every profitability ratio of the Education
Support Fund was miserable low and very far from set targets. In year-to-year comparison,
profitability ratios as ROE, ROA, NIM and Burden/Total Assets attained better values.
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Table 3 Profitability Indicators in 2016 and 2017 and Profit Targets

2016 2017 Target
ROE 0.51% 0.59% >18.00%
ROA 0.51% 0.58% >1.25%
EM 1.00 1.00 >12.5X
NIM 1.70% 1.80% >4.50%
Burden/Total Assets 1.00 % 0.90% < 2.00%

Source: Own calculations, Bikker, J.A., The Education Support Fund

As one can see, Burden/ Total Assets ratio reached in both years is better than the
recommended target (Table 3).

The current ratio (5) measures the ability of a company to cover its short-term liabilities
with its current assets. Table 4 contains the financial results focused on the current liquidity
position and the liquidity targets. A quick ratio is ineffectively greater than industry
average. The current liquidity position of the Education Support Fund is really good and
sustainable. The reached values in both cases are influenced by the operating cycle of the
student loans provisioning.

Table 4 Liquidity Indicators in 2017 and Liquidity Targets

2017 Target

Current ratio 132,22 >1.00

Quick ratio 130,51 >1.20
Source: The Education Support Fund, own calculations

The quick ratio (6) is more conservative than the current ratio because it excludes
inventory and other current assets, which generally are more difficult to turn into cash. A
higher quick ratio means more liquid current position (The National Bank of Slovakia,
2017).

5 Conclusions

It has been established that with the help of a combination of appropriate indicators — we
could make a good deal of headway towards a better understanding of the Education
Support Fund'’s financial performance. Aggregate profitability among financial institutions
measured by ROE and ROA has varied very slightly from year to year.

The main purpose of the Education Support Fund is to provide student loans with the
favorable interest rate. However, profitability is the primary goal of all businesses. Without
profitability the business will not survive in the long run. So measuring current and past
profitability and projecting future profitability is very important. The most of profitability
ratios showed that the Education Support Fund is not profitable and confirmed the social
dimension of the student loans provisioning in Slovakia.

The current liquidity position of the Education Support Fund is very favorable in comparison
to set targets. Generally, companies would aim to maintain a current ratio of at least 1 to
ensure that the value of their current assets cover at least the amount of their short term
obligations. The value of the current and quick ratio reached in 2017 more than 130.
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Abstract: Do the life insurance products offered on the Czech insurance market provide
adequate insurance protection? Life insurance over the last decade has changed greatly,
not only in the offer of products. Originally this type of insurance resulted to cover the
consequences of the risk of death and life expectancy risk. Products of life insurance
covering the risk of death should provide family of in case of death of the breadwinner,
products aimed at the risk of life expectancy were mainly-saving products which should
primarily secure the individual in old age. It was also possible to arrange a product called
endowment assurance. It is worth mentioning that there are various modern variations
and possibilities of arranging the different kinds of insurance within the life insurance of
people. The product development is escalated in investment life insurance product, which
has its strengths, but also weaknesses. It is a question if the situation on the Czech life
insurance market with regard to the development and importance of the products of the
investment life insurance for the insurance or especially financial market the opportunity
or the threat.The main objective of this paper is to capture the main trends of gross life
insurance premium, focusing on changes in gross premiums written by individual types of
life insurance products including the analysis of selected parameters (number of insurance
contracts, insurance penetration and other selected indicators). The software
STATGRAPHICS Centurion will be used for this analysis.

Keywords: life insurance, development, gross premium written
JEL codes: G18, G22

1 Introduction

The main roles of life insurance in the financial services system are gradually changing.
According Duchackova (2016) the life insurance is considered to be an instrument to cover
the needs of people, on the one hand, a tool of covering the consequences of the risk
(death and other risks - accident, invalidity, illness etc.), and on the other hand, a tool for
savings to cover the needs of people in post-productive age. At present, many factors
affect the development of life insurance and especially its efficiency. In the use of life
insurance as a means of addressing the needs of people in old age is in the last period on
the Czech insurance market a number of problems. The problems, according Duchackova
(2016) arise from the form of life insurance products, from regulatory approaches in life
insurance, from approaches to selling life insurance contracts. However, life insurance is
a standard tool of the insurance (financial) market (Duchackova, 2015). Its role,
significance and form are changing throughout its development in relation to changing
conditions of life insurance. It is characteristic for the recent period that life insurance has
been going through modifications, in particular the typical increase in the share of unit
linked life insurance which is representing in particular the product of the investment life
insurance. Life insurance and especially unit linked life insurance have been recently facing
a few challenges. Some of them resulted from changing financial markets and others were
connected with the conclusion of life insurance policies.

The aim of the paper is to analyze the development of the gross premium written of life
insurance in the Czech Republic and the basic groups of life insurance products by analyzing
selected indicators for the period 1995 to 2017.

In the following part research methods and data for analysis will be characterized.
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2 Methodology and Data

In the research were particular used scientific methods: induction, comparative analysis,
synthesis of partial knowledge, elementary statistical analysis and dependence analysis.

For elementary statistical analysis the following selected indicators were used (Hindls, et
al., 2000):

e the first difference

AY 4 s, (1)
e the second difference
INORNS ng (2)
e the growth coefficient
(=
Y1 (3)
e the growth rate
Syt =Tyt -100 @)
e the increase rate
Ty, =k;-100 (5)
e the average absolute gain and
n
Db ~
A=t2 Yn Y1’
n-1 n-1 (6)
¢ the average growth coefficient
k=ngn
. (7)

where n is the number of values (in this paper n = 23).

For regression analysis was used software STATGRAPHICS Centurion XVI. For the analysis
secondary data from Czech National Bank (2018) were used.

According to the results of an elementary statistical analysis a suitable model for trend
analysis will be chosen. The results of trend analysis will be evaluated based on their
individual indices:

e RMSE (root mean squared error);

e Rz modified index of determination;

e p-value (of parameters and model) of significance, according to which the

robustness of a particular model is evaluated at the 5% significance level;

o t-test,

e F-ratio of model.
Other indicators that will assess the development of life insurance in the Czech Republic
will include, in particular: development of number of insurance contracts, insurance
penetration, gross premium written in life insurance per capita and the ratio of the
individual life insurance groups (insurance relate to an investment fund, wedding insurance
or child-care insurance, accident insurance or sickness insurance, retirement insurance,
death and survival insurance) to the total prescribed life insurance in the Czech Republic.

3 Results and Discussion

The results of elementary statistical analysis, by selected characteristics, of development
of gross premium written in life insurance are given below. The development of the
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percentage ratio of gross premium written in life insurance versus non-life insurance is
illustrated in Figure 1. This figure shows the importance of life insurance on the Czech
insurance market. It should be added that this ratio is reversed on average across the EU
(see Eurostat data). The basic development of gross premium written in life insurance of
its first difference illustrated Figure 2 and Table 1.

Figure 1 Development of The Percentage Ratio of Gross Premium Written in Life
Insurance Versus Non-life Insurance
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Figure 2 Development of Premium Written in Life Insurance with Development of its
First Difference

80 000 000
70 000 000
60 000 000
50 000 000
40 000 000
30 000 000
20 000 000
10 000 000

0
-10 000 000 C‘a(" Q‘o c;\ Q‘b
220 000 000 A2 A2 DT A2 AR AT ADT AR AR AR AS

=== (ross premium written of non-life insurance (in thousands CZK (yt)) =—e==At(1)

Source: own from Czech National Bank (2017)

According to the development of the values specified in Figure 1 can be deduced that the
observed characteristics recorded growth till 2014. For this reason, does not make sense
to describe the examined values other statistical characteristics (such as e.g. coefficient
growth, growth rate and increase rate). For a basic overview of the development of the
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examined values sufficient to indicate the results of absolute average gain and average
growth coefficient.

The result of average absolute gain is for gross premium written in life insurance CZK
2 192 694 (for year 2016 was CZK 2 392 810 520, Benetti (2017)).

The result of average growth coefficient is for gross premium written in life insurance
1.086181458 (for year 2016 it was 1.092248, which corresponds to 9.23 %, Benetti

(2017)).

Table 1 Elementary Characteristic Development of Gross Premium Written in Life

Insurance
Gro_ss
premium
written of
non-life
insurance (in
Years thousands
(t) CZK (y1)) A A3 ke Ty Oyt
1995 9 341 715 X X X X X
1996 10 937 216 1 595 501 X 1.170793157 0.170793157 17.08%
1997 12 692 286 1755 070 159 569 1.16046771 0.16046771 16.05%
1998 15 089 372 2 397 086 642 016 1.188861644 0.188861644 18.89%
1999 19 793 331 4 703 959 2306873 1.311739879 0.311739879 31.17%
2000 22770 132 2 976 801 -1727 158 1.15039414 0.15039414 15.04%
2001 28 281 966 5511 834 2535033 1.242064209 0.242064209 24.21%
2002 34 036 346 5 754 380 242 546 1.203464639 0.203464639 20.35%
2003 41128 802 7 092 456 1338 076 1.20837889 0.20837889 20.84%
2004 44 201 009 3 072 207 -4 020 249 1.074697216 0.074697216 7.47%
2005 44 954 269 753 260 -2 318947 1.017041692 0.017041692 1.70%
2006 47 233 389 2279120 1525860 1.050698633 0.050698633 5.07%
2007 54 128 225 6 894 836 4615716 1.145973773 0.145973773 14.60%
2008 56 909 094 2 780 869 -4 113967 1.051375581 0.051375581 5.14%
2009 60 209 323 3 300 229 519 360 1.057991241 0.057991241 5.80%
2010 71 764 862 11 555 539 8 255310 1.191922753 0.191922753 19.19%
2011 72 009 104 244 242  -11 311 297 1.003403365 0.003403365 0.34%
2012 72 049 292 40 188 -204 054 1.000558096 0.000558096 0.06%
2013 71577 033 -472 259 -512 447 0.993445335 -0.006554665 -0.66%
2014 71 186 464 -390 569 81 690 0.994543375 -0.005456625 -0.55%
2015 62 415 277 -8771 187 -8 380 618 0.876785747 -0.123214253 -12.32%
2016 59 590 736 -2 824 541 5946 646 0.954745999 -0.045254001 -4.53%
2017 57 580 983 -2 009 753 814 788 0.966274 -0.03373 95.47%

Source: own elaboration Czech National Bank (2018)

From Table 1 it is clear that the largest increase was recorded in the surveyed quantity in
2010, on the contrary, the largest decline in 2015. The question is which life insurance
group this increase / decrease was caused. This will be the focus below.

The results of the ratio of the individual life insurance groups (insurance relate to an
investment fund, wedding insurance or child-care insurance, accident insurance or sickness
insurance, retirement insurance, death and survival insurance) to the total prescribed life
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insurance in the Czech Republic are shown in the Figure 3. The data for ends of years 2016
and 2017 was not published.

Figure 3 The Development of the Ratio of the Individual Life Insurance Groups to the
Total Premium Written in Life Insurance in the Czech Republic
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Source: own elaboration from Czech National Bank (2018)

From Figure 3 it is clear that the increase in the total life insurance premium written in
2010 was driven by an increase in subscribed life insurance premiums linked to the
investment fund. On the other hand, the decline in total life insurance premiums written in
2015 was due to a decline in written life insurance premiums in the event of death and
survival, as well as a partial decline in gross written premium written linked to the
investment fund.

The results of development of number of insurance contracts, insurance penetration and
gross premium written in life insurance per capita see in Table 2.

The number of the insurance contract has a decreasing trend over the reference period,
except 2012. However, the gross premium written per insurance contract has a volatility
development period. This means that with the decreasing number of contracts, the gross
premiums written not decreases. Premium per capita increases in the period 2006 to 2011,
and in the following year, since 2012, it has declined. In the case of this indicator, it is
highly desirable for its value to have a growth tendency. The decreasing trend of this
indicator indicates the low use of the product by the population of that country. Insurance
penetration a growing tendency in 2006 to 2010, with a downward trend in the following
period since 2006, indicating the unfavorable development of the indicator.

Another research question is how to develop gross premiums written in life insurance in
the future this will be used to analyze time series and software STATGRAPHICS Centurion
XVI. The trend in time series can be described by trend functions unless the development
of time series corresponds to a particular function of time (for example: linear, quadratic
and exponential).
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Table 2 The Results of Selected Indicators

2006 2007 2008 2009 2010
Number of insurance
contracts 10 010 546 10 119 438 10 104 445 9 349 600 8919 070
Gross premium written
per insurance contract 4718 5 349 5631 6 442 8 046
Premium per capita 4 601 5243 5456 5741 6 824
Insurance penetration 1.35% 1.41% 1.42% 1.54% 1.82%
2011 2012 2013 2014 2015
Number of insurance
contracts 8 675 566 9 357 769 8 060 735 7 740 318 7 392 770
Gross premium written
per insurance contract 8 300 7 699 8 880 9 197 8 443
Premium per capita 6 860 6 856 6 810 6 764 5920
Insurance penetration 1.79% 1.77% 1.75% 1.65% 1.37%
2016 2017
Number of insurance
contracts 5996 463 5865 132
Gross premium written
per insurance contract 9.937.65 9 817.51
Premium per capita 5640 5427
Insurance penetration 1.25% 1.14%
Source: own elaboration from (Czech Statistical Office, 2017a and 2017b), (Czech National Bank,
2018)

Linear trend function (line) has the following form (Arlt et al, 2002):

T, = By + Put (8)
Quadratic trend function (parabola) has the following form (Arlt et al, 2002):

Ty = Bo + Bit + B,t? (9)
Exponential trend function has the following form (Arlt et al, 2002):

T, = .30,3{ (10)

To evaluate the suitability of the trend have been identified and assessed values of trend
function forecast, values of the root mean squared error (RMSE) and values of modified
index of determination (R%).

RMSE (Arlt et al, 2002):

RMSE = /;zglm ~90)? (11)

where j, is modeled values at time t.
Determination modified index (R%), (Arlt et al, 2002):

(1-R?)(k-1)
Ry = R? — =2 (12)

Other indicators used for trend analysis include: p-value, t-test and F-ratio. Based on the
results of these indicators, using the software STATGRAPHICS Centurion XVI was selected
the best model - quadratic trend.

Trend function forecast is: T, = — 6 259 260 000 + 6 718 730 000t — 155 071¢2.

Forecast for next two periods is — point for year 2018 CZK 65 669 400 000 (interval CZK:
50 955 300 000 - 80 038 360 000) and point for year 2019 CZK 64 789 700 000 (interval
CZK: 49 183 000 000 - 80 396 400 000). Compared with results of previous published
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analysis (Benetti, 2018) the point estimation was for year 2017 CZK 70 511 000 000
(interval CZK: 56 552 400 000 - 84 471 300 000) and point for year 2018 CZzZK
70 729 300 000 (interval CzZK: 55 850 200 000 - 85 608 400 000). The estimation for
year 2017 was 13 148 317 000 higher.

Figure 4 Time Series Equalization by Quadratic Trend and Forecast of Development for
Next Two Years
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4 Conclusions

The predicted development of the gross premiums written in life insurance according to
the selected time series model for the following two periods = 2018 and 2019 - has a
decreasing tendency. If the model prediction would be fulfilled, it would indicate a positive
development in the use of life insurance products. However, it is questionable whether
declining trends in the use of traditional life insurance products, death and survival
insurance, rather than suggesting a change in clients' interest in other products — such as
the life insurance product linked to the investment fund. On the contrary, the increase in
the use of life insurance products that are linked to the investment fund does not
necessarily imply a positive development in the use of life insurance products, as the
investment life insurance products are not the classic investment products but rather the
investment instrument (when the reasonable amount for the risk of death is not met). This
could be a basic research question for further research. From the above results, it can be
assumed that the development of written life insurance has unhealthy development on the
Czech insurance market. The situation with the investment life insurance product is very
unstable. From the results above, it can be assumed that the development of written life
insurance has unhealthy development on the Czech insurance market. The situation with
the investment life insurance product is very unstable. Already in the press, information
was received in the press that many clients of insurance companies are suing for the
invalidity of the investment product life insurance product. Not only from this point of view
can the product of investment life insurance be more a threat than a market opportunity.
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Abstract: This paper deals with the analysis of development of corporate bankruptcies in
the Czech Republic over the last decade. Corporate bankruptcies are an inherent element
of the market economy. In the Czech Republic in 2006 was published a law no. 182/2006
Coll., On Bankruptcy and Its Resolution (Insolvency Act), which came into effect from
January 1st, 2008. This law came into effect just at a time when the new financial crisis
started getting stronger. This crisis has affected the development of corporate bankruptcies
not only in the Czech Republic but also in other countries. Corporate Bankruptcies
(Maczynska, 2009) are the necessary selection mechanism in the world of business and
have an important rationalizing function — they rid the market of entities that are unable
to meet the appropriate efficiency requirements. The aim of this paper is to analyze the
development of corporate bankruptcies — the comparison between the development of
corporate insolvency proposals and corporate bankruptcies (using total and monthly data)
in the Czech Republic over the last decade - in the period 2008 to 2017 with a forecast for
2018. The software STATGRAPHICS Centurion will be used for this analysis. The data
needed to analyze the development of corporate insolvency proposals and corporate
bankruptcies has been taken over from the company Creditreform, s.r.o. Czech Republic.

Keywords: corporate bankruptcy, corporate insolvency proposals, development, financial
health.

JEL codes: G31, G33

1 Introduction

From January 1st, 2008 the law no. 182/2006 Coll., On Bankruptcy and Its Resolution
(Insolvency Act), which was published in 2006 came into effect. This law regulates not only
bankruptcies of companies, but also personal bankruptcies. In the Czech Republic BokSova
and Randakova (2015), BoksSova et al (2014), Hospodka et al (2015) and Maixner et al
(2014) published analysis results of personal bankruptcies in recent years. In this view
bankruptcy models (Camska, 2012) and basic characteristics of enterprises, which are in
insolvency (Camska, 2013), are very important. The analysis of the business property's
changing trends of the entity should be one of the most important tasks of the financial
analysis for the assessment of the financial situation of the enterprise (Paksiova, 2017).
Detailed analysis of corporate insolvency during the crisis years (with data analysis from
2008 to 2013) were published by Kislingerova and Schoenfeld (2014), Benetti (2016 a,
2016 b and 2017) and forecasts of corporate insolvencies for the period 2013-2017 were
published in 2013 by Kislingerova (2013), Benetti (2017). However, no one has engaged
in research of corporate bankruptcies within individual regions in the Czech Republic and
their effects on their development (or economic performance).

The aim of this paper is to analyze the development of (using total and monthly data)
corporate bankruptcies - the comparison between the development of corporate insolvency
proposals (it means according to the law no. 182/2006 Coll., at the insolvency court filed
a petition to initiate insolvency proceedings) and corporate bankruptcies (it means
according to the law no. 182/2006 Coll., the debtor is in bankruptcy, if he has more than
one creditor, a pecuniary obligation for more than 30 days after maturity, and he is not
able to repay at the same time) in the Czech Republic over the last decade - in the period
2008 to 2017 with a forecast for 2018. The software STATGRAPHICS Centurion will be used
for this analysis. The data needed to analyze the development of corporate insolvency
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proposals and corporate bankruptcies has been taken over from the company Creditreform,
s.r.o0. Czech Republic.
2 Methodology and Data

In the research, scientific methods were particular used: induction, comparative analysis,
synthesis of partial knowledge, elementary statistical analysis and dependence analysis.

For elementary statistical analysis were used the following selected three indicators
(Hindls, et al, 2000):

e the first difference (absolute gain, 1A¢ v — for corporate insolvencies and 1A: sa — for
corporate bakruptcies) (1)

A=A -AL 1)
o the average absolute gain (2) and
n
ZlAt Yn—Y
Z _t=2 _Jn— )1 ’ 2
! n-1 n-1 @)

e the average growth coefficient (3)

K=n- i’/_n (3)
1

where n is the number of values (in this paper n = 120).

For the dependence analysis, the software STATGRAPHICS Centurion XVI was used. For
the analysis were used secondary data from Creditreform (2017).

3 Results and Discussion

The results of elementary statistical analysis, by selected three characteristics, of
development of humber of corporate insolvency proposals and corporate bankruptcies are
given below. The basic development of number of corporate insolvency proposals and
corporate bankruptcies with development of its first difference illustrates Figure 1.

According to the development of the values specified in Figure 1 can be deduced that the
observed characteristics were examined over a period of very fluctuating development. For
this reason, does not make sense to describe the examined values other statistical
characteristics (such as e.g. coefficient growth, growth rate and increase rate). For a basic
overview of the development of the examined values sufficient to indicate the results of
absolute average gain and average growth coefficient.

The result of average absolute gain is for corporate insolvencies proposals -0.04202 and
for corporate bankruptcies 0.529412.

The results of average growth coefficient are for corporate insolvencies proposals 0.999594
(which corresponds to -0.0406%). and for corporate bankruptcies 1.020736 (which
corresponds to 2.0736%).
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Figure 1 Development of Number of Corporate Insolvency Proposals and Corporate
Bankruptcies with Development of its First Difference
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The automatic forecasting function was used for the forecasting of the corporate insolvency
proposals and corporate bankruptcies in Czech Republic. The ARIMA (0,1,2) model was
selected for the forecasting of the corporate insolvency proposals by the results of the p-
value, the standard error, the root mean squared error (RMSE), the mean absolute error
(MAE), the mean absolute percentage error (MAPE), the mean error (ME) and the mean
percentage error (MPE). The results of selected indicators for different ARIMA models see
in Table 1. Forecasted values of number of corporate insolvency proposals for the Czech
Republic for January 2018 was point value 113.219 and from February to June 2018 was
115.449. The number of corporate insolvency proposals which was reported (Creditreform,
2018) for January 2018 was 121. The forecast by the selected model was accurate only
95.04 %, which corresponds to the selected confidence interval. The humber of corporate
insolvency proposals which was reported for February was 112 and for March 131
(Creditreform, 2018). The forecast by the selected model was 97.39 % for values in
February, which corresponds to the selected confidence interval. The forecast by the
selected model was accurate only 85.7 % for values in March, which does not corresponds
to the selected confidence interval. If we change in the program Statgraphics the analysis
options — by the ARIMA models we not optimize model order and not optimize parameters.
By the using of function of automatics forecasting options we have another result - the
ARIMA (2,2,2) model was selected with forecasting for January 2018 in value 111, for
February 2018 in value 100 and for March 2018 in value 97. The forecast by the selected
model was accurate only 90.99 % for values in January, 88.00 % for values in February
and 64.95 %, which does not corresponds to the selected confidence interval.
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Table 1 Results of Selected Indicators for Different ARIMA Models

MODEL RMSE MAE MAPE ME MPE
ARIMA(O,1,2) 71.2976 51.2254 14.9138 -0.51787 -3.39436
ARIMA(1,1,1) 71.7079 51.248 14.8673 -0.47211 -3.383

ARIMA(2,1,0) 71.9718 49.4441 14.562 -0.20137 -2.99306
ARIMA(2,1,1) 71.4841 50.8454 14.7782 -0.51198 -3.33274
Source: author

For the forecasting of the corporate bankruptcies was by the results of the p-value, the
standard error, the root mean squared error (RMSE), the mean absolute error (MAE), the
mean absolute percentage error (MAPE), the mean error (ME) and the mean percentage
error (MPE) selected ARIMA (0,2,2) model. Results of selected indicators for different
ARIMA models see in Table 2.

Table 2 Results of Selected Indicators for Different ARIMA Models

MODEL RMSE MAE MAPE ME MPE

ARIMA(O,2,2) 22.4576 16.9632 12.5779 -3.29357 -3.93513

ARIMA(O,1,1) 22.7724 17.2389 12.6029 1.45102 -0.556413

ARIMA(O,1,2) 22.6982 17.1836 12.4361 1.55363 -0.407813

ARIMA(1,1,1) 22.7337 17.1974 12.4608 1.57738 -0.393204
Source: author

Forecasted values of number of corporate bankruptcies for the Czech Republic in January
2018 was point value: 100, for February 2018 was 98, for March 2018 was 95. The number
of corporate bankruptcies which was reported for January 2018 was 83, for February was
84 and for March 120 (Creditreform, 2018). The forecast by the selected model was accurate
only 83.00 % for values in January, 85.7 % for values in February and 79.2 % for values
in March, which does not corresponds to the selected confidence interval. If we change in
the program Statgraphics the analysis options — by the ARIMA models we not optimize
model order and not optimize parameters. By the using of function of automatics
forecasting options we have another result - the ARIMA (2,2,2) model was selected with
forecasting for January 2018 in value 88, for February 2018 in value 83 and for March 2018
in value 76. The forecast by the selected model was accurate only 95.40 % for values in
January, 98.81 % for values in February and 79.2 %, which corresponds to the selected
confidence interval. For values in March was the forecast by the selected model accurate
only 63.33 %, which does not corresponds to the selected confidence interval.

For dependence analysis will be used monthly data. Firstly, was conducted multiple variable
analysis, summary statistics illustrated Table 3, results from correlations show Table 4 and
Figure 2.

The Table 1 shows summary statistics for each of the selected data variables. It includes
measures of central tendency, measures of variability, and measures of shape. Of
particular interest here are the standardized skewness and standardized kurtosis, which
can be used to determine whether the sample comes from a normal distribution. Values
of these statistics outside the range of -2 to +2 indicate significant departures from
normality, which would tend to invalidate many of the statistical procedures normally
applied to this data.
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Table 3 The Summary Statistics from Multiple Variable Analysis

The Number of

The Number of

Corporate Insolvencies Corporate

Proposals Bankruptcies
Count 120 120
Average 385.1 151.35
Standard deviation 177.151 39.4337
Coefficient of 46.0014% 26.0547%
variation
Minimum 94.0 6.0
Maximum 903.0 228.0
Range 809.0 222.0
Standard skewness 2.02242 -3.26109
Standard kurtosis -1.02139 2.61712

Source: own elaboration

Table 4 Correlation

The Number of

The Number of

Corporate Insolvencies Corporate

Proposals

Bankruptcies

The Number of

Corporate Insolvencies

0.1337 (Correlation)

(120) (Sample Size)

Proposals 0.1454 (P-Value)
The Number of 0.1337 (Correlation)

Corporate (120)

Bankruptcies 0.1454

Source: own elaboration

The Table 4 shows Pearson product moment correlations between each pair of variables.
In this case is Pearson product moment correlation 0.1337. Pearson product moment
correlation coefficients range between -1 and +1 and measure the strength of the linear
relationship between the variables. Also shown in parentheses is the number of pairs
of data values used to compute each coefficient. The third number in each location
of the table is a P-value which tests the statistical significance of the estimated
correlations. P-values below 0.05 indicate statistically significant non-zero correlations at
the 95.0% confidence level. None form the analyzed pairs of variables have P-values below
0.05. This is the reason, why is for this case the Pearson product moment correlations
indicator not correct, we must use for example Spearman correlation coefficient.

However, the results shown in Table 4 cannot be properly assessed without visualization -
see Figure 2.
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From the results in the Figure 2 it is evident that between variables is no correlation.
Certainty as to whether between variables is or is not correlation will bring a result of the
Spearman rank correlation, the results are given in Table 5.

Table 5 Spearman Rank Correlations

The Number of The Number of
Corporate Insolvencies Corporate
Proposals Bankruptcies
The Number of 0.0650 (Correlation)
Corporate Insolvencies
Proposals
(120) (Sample Size)
0.4781 (P-Value)
The Number of 0.0650 (Correlation)

Corporate Bankruptcies

(120) (Sample Size)
0.4781 (P-Value)
Source: own elaboration

This table shows Spearman rank correlations between each pair of variables. These
correlation coefficients range between -1 and +1 and measure the strength of the
association between the variables. In contrast to the more common Pearson correlations,
the Spearman coefficients are computed from the ranks of the data values rather than
from the values themselves. Consequently, they are less sensitive to outliers than the
Pearson coefficients. Also shown in parentheses is the number of pairs of data values used
to compute each coefficient. The third number in each location of the table is a P-value
which tests the statistical significance of the estimated correlations. P-values below 0.05
indicate statistically significant non-zero correlations at the 95.0% confidence level. None
from the analyzed pairs of variables have P-values below 0.05.

From the above analysis results, it is clear that it has not been proved dependence between
the number of corporate insolvencies proposals and the number of corporate bankruptcies.

4 Conclusions

This paper had as objective: firstly, to describe the development of the number of corporate
insolvencies proposals and the number of corporate bankruptcies in the Czech Republic
over the last decade - in the period 2008 to 2017 with a forecast for 2018. Secondly,
analyze the dependence between these examinees variables. From the results of the
analysis, it is clear that the development of the examined variables during the monitored
period was highly variable (fluctuating). Dependence between examined variables could
not be prove.

For further research is recommended detailed analysis of corporate insolvencies proposals
and corporate bankruptcies by region and then also in terms of business sectors.
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Abstract: Although the Polish economy, labour market and retirement system have been
going through serious changes over the last thirty years, the effective retirement age in
Poland is still relatively low. The aim of the paper was to evaluate if the main reasons to
retire among Polish pensioners have been changing through time. The analysis is based on
the qualitative research carried out in November 2017 in a form of individual in-depth
interviews (IDI) with seniors in different age groups (65-74; 75-84,; 85+) for whom the
old-age pension is a main source of income. Preliminary results have shown that seniors,
despite of their age, tended to retire as soon as possible. Respondents aged 65-74 often
indicated that during retirement they were continuing economic activity for a few years
and some of them, who quickly retired and did not continue their work, expressed the
opinion that from the perspective of time it was a wrong decision. Seniors in older ages
(75+) reported disability or health problems as an important reason of early retirement
and leaving the labour market (transition from disability pension to old-age pension was
treated as a natural path). This factor was less visible in opinions of younger retires. Few
of them pointed out that they retired as they wanted to take the advantage of a leisure
time. A retrospective look at pension decisions indicated as the results of the conducted
study may provide some interesting conclusions for public policies in the field of pension
systems.

Keywords: retirement, decisions, Poland, effective retirement age
JEL codes: D1, H55, J22, 126

1 Introduction

The process of inactivation of older workers is complex and influenced by different factors:
individual features (health status, competencies, values and motivations) and institutional
determinants of working lives, i.e. statutory retirement age (see i.e.: Barnes-Farrell, 2003;
Chton-Dominczak, 2017; Riedel and Hofer, 2013). The institutional factors, as recognized
in many studies (see i.e.: Blondal and Scarpetta, 1998; Duval, 2003; Bassanini and Duval,
2006), were important obstacles in prolonging working lives of workers.

Since the early nineties of 20" century, Polish pension system has faced several reforms,
of which the most important was the reform of 1999. This reform changed the structure
(from mono to multi-pillar system), pension formula and methods of financing pensions
(Bielawska et al., 2015). There are still few subsystems for military service, judges,
prosecutors and farmers but the main mandatory retirement scheme covers most
economically active people in Poland (nhon-agricultural workers, contractors and self-
employed). The pension formula has been changed from DB to DC (NDC in the first public
pillar) but in fact it is a hybrid solution as it still provides the guarantee of the minimum
pension in its mandatory part for insured persons having minimum period of insurance (20
years women and 25 years men). The early retirement has been successively phased out
and limited to miners. The NDC formula was expected to keep people longer in employment
and more eager to postpone retirement as it increases pension wealth (Palmer, 1999;
Holzmann, 2017). For full-career workers with average earnings it provides adequate
pensions, but those with shorter employment records or with breaks in careers due to the
childbirth or family care which are not sufficiently compensated, increases the likelihood of
relative poverty (Chton-Dominczak et al., 2012).
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Most of the institutional factors of early retirement in Poland has been successfully phased-
out. Additionally for a limited period of time, from January 2013 to September 2017, the
retirement age started to increase by 3 months each calendar year from the level of 60
years for women and 65 years for men, to reach 61 years 3 months and 66 years 3 months
respectively for women and men. Since October 2017 the retirement age in Poland was
brought to the 2012 levels, what caused the increase in nhumber of pensioners by 500
thousands). The consequences of decreasing the retirement age in Poland have been
widely discussed in the literature also in terms of adequacy of future benefits (Szczepanski,
2017).

In this paper, the author investigates the motives determining the retirement decisions of
seniors in different age groups in the light of institutional changes in Polish pension system.
The paper aims to evaluate ex-post retirement decisions and seeks the answer for the
questions if this retrospective view on timing the retirement has been changing through
the decades.

2 Methodology and Data

To understand the motives of people in older ages determining their retirement decisions
a qualitative research has been conducted in a form of individual in-depth interviews (IDI).
Respondents were asked about the date of the retirement and the factors which influenced
their retirement decisions. The interviewed persons were asked if they used any social
transfers prior to the retirement, if they were entitled to early retirement and had they
considered postponing the date of the retirement. The IDI scenario also contained the
questions about the financial situation on the retirement, economic activity combined with
taking the old-age pension. The qualitative research allowed to investigate the different
reasoning leading to retirement decisions. The research also provided the opportunity to
get a retrospective overview of undertaken decisions, what according to the knowledge of
the author of the paper, is the first attempt of a such kind for the retirees in Poland.

IDI's were conducted between October and November 2017 with 45 seniors, in three age
categories:

e 65-74 (17 interviews)

e 75 -84 (16 interviews)

e 85 and more (12 interviews)

For all respondents, the public pension was the main source of income of their households.
Seniors who took part in interviews were additionally differentiated by sex, area of
residence (urban and rural areas) and number of people in the household. The structure
of interviewed seniors reflected a wide range of years spent on retirement that is from 2
to almost 30.

Outcomes of the IDI study presented in this paper are a part of the project titled
“Retirement Risk in the Light of the Forecasted Changes of the Demand for Consumption
Goods and Services of Seniors in Poland” financed by National Science Centre, Poland
(UMO-2016/23/B/HS5/03768).

3 Results and Discussion

The oldest interviewed seniors retired at the beginning of the nineties of the 20t century,
the youngest - two or three years ago. The time in which the respondents were approaching
or reaching retirement age had an influence on making decisions about retirement.

The main observations from the research indicate that most of the interviewed seniors
decided to retire as soon as possible. For many of them it was natural consequence of the
disability (especially for the oldest respondents, who were granted the disability pension
prior to the retirement). Others linked the moment of retirement (acceleration or delay of
the transition from work to retirement) with the level of income, health status, family
relationships, as well as external factors, such as possibility to keep the employment in the
coming years, bridging programs for people in pre-retirement age, etc.).
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Those who had retired in early nineties, indicated that when they met the retirement
qualifying conditions, they used them immediately. It was a natural response to the
unstable situation on the labour market and the growing number of bankruptcies of
enterprises (also these owned by the state). Within this group of the interviewed seniors
the invalidity also played a role in retirement decisions. Up to 1997 the criteria for the
invalidity pension were liberal and constituted a part of the social and economic policies in
the beginning of transition from centrally-planned to market-orientated economy. The
disability pensions replaced the invalidity pensions in 1997 and required the evaluation not
only the general health status but its influence on the employment possibilities. Therefore,
the oldest respondents were pushed into retirement mainly by the situation on the labour
market and the health status. In general, they were reconciled with the fact of retirement,
then and now they have not seen any other possibility at that time. Some of them also
underlined the role of the pressure of the employers and other (younger) workers to leave
the workplace. This aspect occurred in the opinions of respondents (also younger ones)
despite their professional status, education level or material status. An illustration of this
phenomenon may be the following statement of one of the interviewed women: “I had
been working in a company in a managerial position. Because of my age (60), an
atmosphere in the company was difficult to accept. I felt it seriously harmful”.

Between the younger respondents who retired 10-15 years ago the situation was more
differentiated. There was a numerous group of retirees who declared that they wanted to
use the early retirement or bridging programs to get the benefit as soon as possible, what
underlines the institutional factors influencing the retirement. It is worth to mention that
early retirement had put restrictions on the possibility to continue employment by the level
of income earned. Seniors with poor health or having the relatives with health problems
treated the early retirement path as natural. But those with relatively good health often
regretted that they left the labour market, because the reemployment was often impossible
due to the lack of the competencies in the new workplaces.

Interestingly, a few women participating in the interviews, who resigned from work to take
care of their grandchildren, in the ex-post evaluation of timing of retirement indicated that
they could continue employment and support their children financially (i.e. by funding the
babysitter). This view confirms the hypothesis that the ex-post evaluation of the retirement
timing may change among younger cohorts of retirees.

Seniors who retired solely by their will, just to have "time to rest" were a few. There are
some necessary conditions, which have to be fulfilled to fully enjoy the retirement, of which
the most important are: sufficient income and good health status.

The research indicates that youngest retires tend to continue employment on full or part-
time formal or informal basis even up to reaching the age of 70 or higher. It is an
interesting observation as the official statistics of the Social Insurance Institution show that
reported periods of employment during retirement last for maximum 24 months after
retirement (ZUS 2017). Seniors, who combine the retirement with employment usually are
more satisfied with their life, not only in terms of better financial situation. Those who
retired when reaching statutory retirement age, as they were pushed into retirement by
the younger workers, more often treated it as a loss of opportunities for both sides. They
reported that they could share experiences, give advice to younger workers.

It is worth to mention, that the health problems or disability as a main reason for
retirement between the youngest respondents was pointed out very rarely.

To provide a broader context for retirement decisions of seniors in Poland, Table 1 presents
the changes in effective retirement age. Since the 1999 it has been systematically
increasing, what was the result of phasing-out the early retirement and the episode of
increase in retirement age (January 2013 - September 2017).
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Table 1 Effective Retirement Age in Poland 2000-2016 (Social Insurance System)

Effective retirement age 2000 2005 2010 2015 2016
Men 58.9 58.4 60.1 62.8 63.3
Women 55.9 56.0 59.5 60.1 61.0

Source: Social Security Institution (ZUS)

Over the last seventeen years the effective retirement age increased by 4.4 years for men
and 5.1 years for women. This tendency may be stopped by the decrease in statutory
retirement age in Poland effective from October 2017. In the end of 2017 the
representatives of the government argued that decrease in retirement age was positive as
40% of people who applied for the old-age pension (approximately 200 out of 500
thousands people) were not economically active before claiming a pension. Therefore the
earlier access to old-age pension allowed for protection against poverty (old-age pension
was higher than other social transfers especially for those, who met the criteria for the
minimum guaranteed pension).

In this context it is worth to mention, that the recent study on unemployment of the
workers age 50+ in Poland proves, that being close to the point at which they are eligible
to receive pension benefits leads individuals 'wait' to fulfil these eligibility criteria instead
of making an effort to maintain and facilitate their competencies on the labour market
(Gatecka-Burdziak and Géra 2017). Reversing the increase in retirement age may support
this attitude and cause the serious consequences for further generations. The latest Ageing
Report (European Commission 2018) confirms, that under “no policy change” scenario the
participation rates of men and women in the labour market in all age categories will be
lower that EU averages. In the NDC scheme it means that the replacement rates and
benefit rates for retires in Poland may be one of the lowest in the EU.

4 Conclusions

Although the effective retirement age in Poland is still relatively low, the outcomes of
individual in-depth interviews with seniors in three age groups show the changing attitude
to the retirement. Despite the fact, that interviewed retires most often indicated that they
retired as soon as it was possible, the reasoning for retirement timing and further economic
activity is different in particular age groups. Between the oldest respondents, who spent
on the retirement 30 years or more, there is a belief that in that time there was no other
way for them then early retirement. These decisions were taken in unstable economic
environment and were also connected with the health problems (disability).

In the younger groups of respondents the issue of health status was not predominant.
They more often declared to continue economic activity on the retirement for 5-10 years.
Those of them, who quickly retired and did not continue their work, expressed the opinion
that from the perspective of time it was a wrong decision, and few underlined it even
though they resigned from work to take care over their grandchildren. It is worth to
mention, that the respondents pointed out that still some employers and younger
employees are not prepared for the changes in age structure of the labour force and tend
to push older workers into retirement.

The results shown in the paper indicate that young retires are more able and willing to
work longer with the respect of their needs and capabilities. There is a need to strengthen
the public policies in the area of inclusion the older workers on the labour market and
informing about the consequences of early retirement with the NDC formula.

When they lose their earning capability, the low level of pension deriving form relatively
early retirement may be not sufficient to cover for basic expenses and thus put a pressure
on the increase in other public spending.
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Abstract: The insurance industry is one of the most important sectors of the economy.
The insurance market is very much intertwined in the financial markets, therefore
assessment of its level is important. The assessment and analysis of the insurance market
is done by using selected indicators. The aim of the article is determination and verification
of the key assessment indicators for the insurance market by applying the decomposition
multi-attribute methods and regression analysis. This paper is focused on the description,
verification and application of the multi-attribute decomposition methods AHP and ANP
based on the Saaty pair comparison approach. The AHP and ANP methods are described,
including the computation procedure. The applicability of the methods is presented at the
preferences determination. The linear AHP and nonlinear ANP methods are applied. These
methods are applied for insurance market assessment, particularly, for determination of
preference indicators for the assessment of the insurance market. We consider importance
of setting the ratio for evaluation indicators of the development of the insurance market
by applying Saaty methods in the framework of decomposition methods AHP and ANP
(insurance penetration ratio, claims frequency ratio, concentration ratio, premium
indicator, benefit indicator, number of insurance company indicator and more).
Subsequently, a custom regression model is created.

Keywords: multi-attribute methods, AHP, ANP, Key Assessment Indicators, Saaty Pair
Comparison Approach, regression analysis

JEL codes: C02, C4, G2, G11

1 Introduction

Multicriteria decision-making is one of options, how to choose optimal variant of certain
sets of variants. Only very rarely it is possible to find the very optimal variant which meets
all specified criteria. The solution of decision-making problem is more often a compromise
variant, which meets just the most important criteria, while it does not meet all the
specified criteria the best.

It is preferable to take into account more than one decision-making criterion when making
the decision. Although may arise a situation, where the choice of options has been used
only a single evaluation criteria. Conditions for the quantitative nature of the criteria would
then be enough to organize a variant according to the values of the criteria and the variant
with the highest or the lowest value would be the best (optimal) option. However, there
are relatively a few decision-making problems with monocriterial character. More and more
frequently, it is possible to meet with problems, when the solution variants should be
assessed using a larger number of evaluation criteria. Such decision-making problems then
have the character of multicriteria decision-making. It is necessary to determine the goals
of decision-making for the application of methods of function evaluation of variants and
criteria of decision-making.
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The aim of the article is to describe the multi-attribute methods AHP (analytic hierarchy
process) and ANP (analytic network process), and their applications to verify the simplified
example of determining weights partial indicators of the evaluation of the development of
the insurance market. Qualitative, quantitative and other indicators of the level of the
insurance market are considered in the study.

2 Methodology Description of the multicriteria decision making
evaluation of alternatives

The aim of the application of the multi-criteria decision making evaluation of variants is
primary finding the best (optimal) variant and layout of these variants from the best to the
worst. The best option is usually a variant of the compromise. The compromise solution is
the least distant one from the ideal variant, or the furthest away from the variants of basal,
while the ideal option is the one that has all the criteria with the best possible value. On
the contrary, variant with the worst values of the criteria is the basal variant. Ideal and
basal variants are usually hypothetical. If the ideal variant really existed, it would be at
the same time, a variant of the optimal solution. However, this situation usually does not
occur and therefore any selected solution is the solution to the compromise. Compromise
variant must be undominated in all tasks, which means that there is no dominating variant
among decision-making variants (Ramik, 1999).

Criteria and methods of determining the values of the criteria

Alternatives are specified by using variants and the measurement of satisfaction depends
on each variant. Determination of the criteria is difficult process, which requires certain
knowledge of the area. The criteria used to selection of the most appropriate variants can
be classified according to several aspect. Firstly it's possible to divide criteria as maximizing
(income, profit) or minimizing (cost, loss) according to the level of desirable values.
According to the type Secondly it is possible to divide criteria into qualitative and
quantitative. These are expressed in the units of measurement.

For calculations and comparison it is usually desirable for specified criteria values yij to be
normalized the unit interval, i.e.

X;; € [0:1] (1)

Generally it is possible to obtain these values of the criteria from the sub-functions of the
utility (value) as

Xij =u(yij) (2)

Utility of the criteria, which acquire the worst values is equal to 0 or close to 0, and the
utility of the criteria with the best value is equal to 1.

Saaty method AHP and ANP will be used in the application part of the study, therefore the
following description will be focused on these methods.

Saaty's method of pairwise comparison

The Saaty's method of weights determination of the criteria can be divided into two steps.
The first step consists of a pairwise comparison when finding the preferential relations of
criteria pairs. It is presented as so-called Saaty's matrix S. This matrix is symmetric with
elements sij. It is possible to determine also the size of this preference expressed by a
certain number of points from the selected point scale in addition to the direction of the
preference of pair of criteria. Scale of relative importance (descriptors) was recommended
by Saaty and it is shown in Table 2. Other values can be used to express sub-preferences.
The strength of preferences is expressed in the interval s;; € [0;9]. The result of this step
is to obtain the right upper triangular part of the matrix size preferences (Saaty's matrix).
The diagonal element have to be s;; =1 and for the inverse elements (in the lower left
triangular part of matrix) is true the following:
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Sij = : (3)

~ Vi
Si,j = —. (4)
\'
The scales can be obtained in the following manner:

2
min F :ZZ(SU —\\//—'J , (5)
i j i

]
n
with the condition Zvi =1
i

Because of difficulty it is possible to obtain the weights using an algorithm based on the
geometric average.
2

minF:Zn:Zn:[lnsi'j—(lnvi—Invj)] : (6)
i=1 j>i

n
with the condition Zvi =1
i

The final solution is based on the geometric mean of rows (Saaty, 2010):
1

i

Wi = i = T ,
Vi N N N
i i
(7)
Table 1 Recommended Point of Scale with the Descriptors by Saaty
The number of .
. Descriptor
points
1 Element A and B are equally important
3 Element A is moderately more important than element B
5 Element A is strongly more important than element B
7 Element A is very strongly more important than element B
9 Element A is extremely more important than element B

Source: Saaty (2006), own processing

The sign of relevant evaluation is the consistency of Saaty's matrix, in other words when
the elements satisfy the condition of transitivity the most. It should be emphasized that in
many methods this aspect is not accounted. Consistency can be measured using the
coefficient of consistency CR (Consistency Ratio). The coefficient for consistent evaluation

Cl
should be CR<0,1. Consistency ratio is calculated as following CR =—, where

N
Cl :"K’Ix—l, (Saaty, 2010). The characteristic number of the matrix A, can be
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N
determined by various procedures. One option is A, =%Z(S~W)ilwi , while Wis a
i

vector and (S-w), is the i-th element of the vector. Furtherly Rl (Random Index) is
derived from an empirical examination and reaches the following values depending on the
number of criteria, see in Table 3.

Table 2 The Value RI According to the Number of Criteria

N 1 2 3 4 5 6 7 8 9 10
RI 0,00 0,00 0,52 0,89 1,11 1,25 1,35 1,40 1,45 1,49
Source: Saaty (2009), own processing

Multi-attribute methods AHP and ANP

Weights or values of criteria are in the case of decomposition tasks set by gradual
decomposition from the goal, global groups of criteria, sub-groups, to the the initial sub-
criteria and variants. For AHP method these linkages may be linear and for ANP method in
the shape of a pyramid or nonlinear with feedbacks. Evaluation of preferences (weights)
of the criteria is carried out using the Saaty's method of pairwise comparison.

Local weights (preferences) of the subgroups or indicators with regard to the specified
purpose are determined by using Saaty's method of pairwise comparison. The next step is
calculation of the global weights including the initial sub-weights. The sum of all sub-
weights is equal to one.

In AHP method can be used analytical procedure and also method of supermatrix. In the
ANP, it is possible to calculate global weights by using only the method of supermatrix
(Saaty, 2010).

For analytical method AHP the indicator subgroup weights are obtained as follows,
W;; =V;-V;; where W, is global weight of j-th indicator and i-th group, v; is local weight

of i-th group and V;; is local weight of j-th indicator and /-th group. By this way we can
gradually get all the global weights of primary indicators.

The procedure for the calculation of sought weights in case of AHP and ANP supermatrix
method can be divided into three steps:
e First step is determination of default supermatrix W In Fig. 1 is shown supermatrix.

The local weights V;; are typed to the columns inside this supermatrix W . The

weights of criteria are highlighted from e,, to €, according to the purpose

(criteria) €, in Table 1.

e Subsequently the default supermatrix is transformed into the weighted supermatrix
W so, that sums of columns are equal 1.

e The last step is the calculation of limit (final) supermatrix W *. This supermatrix can
be calculated like acyclical weighted matrix as following W * = II(l_r)r)(VVk ,where W~

is limit (final) supermatrix, W* is weighted supermatrix without existence cycle,
and this supermatrix is k times amplified. Global weights are found in the first
column considering the goal.

3 Determining the preferences of the indicators assessment of the level
insurance market according to the AHP and ANP

We consider a task to set the weights (preferences) of evaluation indicators of the
development of the insurance market to apply Saaty's method in the framework of
decomposition methods AHP and ANP.
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Decomposition for AHP and ANP

Decomposition is designed in two ways from the goal, categories of indicators and each
indicator of the assessment of the level of the insurance market is. The first way is linear
system of AHP, see Figure 1, and subsequently the second is nonlinear system ANP with
typical feedbacks. The intention is to determine the weights of individual indicators of the
assessment of the level of the insurance market by using AHP method and ANP method.
Analytical procedure and supermatrix method can be used in the case of AHP method.

Qualitative and quantitative indicators of the assessment of the level of the insurance
market are taken into account for the purposes of the article. Following indicators are
included among qualitative indicators according to the subjective opinion of an expert:
insurance penetration (IP) and claims frequency (CF). Following indicators are included
among quantitative indicators: gross premium (GP), insurance benefit (IB), number of
concluded insurance contracts (IC), average insurance premium on one insured contract
(@IP), number of settled insurance claims (SIC), the average insurance benefit on one
insured contract (@IB), number of employees (NE), number of commercial insurance
companies (CC), concentration of the insurance market (CM).

Solution and the result for the method of supermatrix AHP and ANP

Local and global weights based on Saaty's method of paired comparison are calculated in
this subchapter. At first the local weights are established and then the global weights.
Global weights are calculated by both AHP and ANP method. Analytical procedure and
supermatrix method were used in case of AHP. In the second case ANP, was used the only
possible way and it was supermatrix method.

Table 3 The Result of AHP and ANP

Global - Global -
Goal Local Groups a;aelzrfzc:l su;e;::g;rlx
AHP AHP ANP
75,00
Qualitative %
25,00
Quantitative % 0
33,33
Insurance penetration % 25,00 % 25,00 % 19,44 %
66,67
Claim frequency % 75,00 % 50,00 % 50,00 % 38,89 %
28,36
Gross premium % 7,09 % 7,09 % 11,81 %
23,24
Insurance benefit % 5,81 % 581% 9,68 %
The number of concluded 14,81
insurance contracts % 3,70 % 3,70% 6,17 %
The average insurance 10,58
premium % 2,64 % 2,64% 4,41 %
The number of settled
insurance claims 9,31 % 2,33 % 2,33% 3,88 %
The average insurance benefit 5,17 % 1,29 % 1,29% 2,15 %
The number of employees 1,83 % 0,46 % 0,46 % 0,76 %
The number of commercial
companies 4,02 % 1,00 % 1,00% 1,67 %
Concentration of the insurance
market 2,69 % 25,00 % 0,67 % 0,67% 1,12%
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100,00 100,00
z % 100,00 % % 100,0 %
Source: own processing

Determination of regression model

Multi-criterial assessment is a subjective method, where the preferences are divided into
the subjective feelings of decision-maker. Final order of idicators assessment of the
insurance market level using AHP and ANP method was verified by regression analysis.

Using regression analysis it is possible to study not only the relationship between
dependent and independent variable, but also to find out the strenght of this relationship.
In this part the indicators were divided into the same two groups qualitative and
quantitavive, where subsequently for each group the regression model is created. The
model was estimated without constant, because of more accurate results.

To the group of qualitative indicators have been included insurance penetration and claim
frequency. In this step it is necessary to choose dependet variable. As the most suitable
indicator appears claim frequency. Independent variable remains insurance penetration.
The results of model estimation it is advisable to test by F-test. The model was verified
using F-test, which is used for verification of statistical significance of the model as a whole.
According to the results of this test, see Table 5, the model is statistically significant.

Table 4 The Result of F-test

ANOVA?2*
Model Sum of df Mean F Sig.
Squares Square
1 Regression 4,973 1 4,973 637,809 ,000¢
Residual ,125 16 ,008
Total 5,097 17

Source: own processing

In the case of the quantitative indicators the selection process was more complicated. The
quantitative indicators is nine. As dependent variable was selected indicator of gross
premium and other indicators are independent variables. Dependend variable was chosen
based on their statistical significance.

In modelling process and the gradual inslusion of explanatory variables can be used three
ways. First option is called forward stepwise, it is the upward selection, when it starts to
estimate empty model and gradually comes to adding statistically significant variables. The
second opposite way is called backward elimination, where all statistically significant
variables are included and gradually exclude insignificant variables. The third and last wy
is, that first occurs to estimate coefficients by one-dimensional analysis and then the
suitable variables are included in model. For the purposes of this paper the second way is
choosen.

In this part the regression model was estimated with dependent variable gross premium
and others explanatory variables. Statistical significance was verified by F-test, the same
like in previous model. According to the results of this test, it is possible to confirm the
statistical significance of the model as a whole. The results of F-test, see Table 6.

Table 5 The Result of F-test

ANOVA2P
Model Sum of Squares df  Mean Square F Sig.
1 Regressio 277737851214752 8 347172314018 21740, 000
n 832,000 44104,000 991 "
Residual 14371704054231, 9 159685600602
875 5,764
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Total 277752222918807 1
072,000¢ 7
a. Dependent Variable: GP

Source: own processing

In the framework of the evaluation the materiality of indicators was taken into account the
value of significance, which is determined by the statistical significance of each variable.
The value of significance should be maximum around 0,05 for a significance level 95 %.
When the value is higher than 0,05, the indicator is considered statistically insignificant
and should be excluded from the model.

Table 6 Final Regression Model

Coefficients®"®

Model Unstandardized Standardized t Sig.
Coefficients Coefficients
B Std. Error Beta

1 IB 1,806 ,088 ,999 20,519 ,000
IC 5,211 ,227 ,958 22,925 ,000

@IP 25102,442 1388,655 1,055 18,077 ,000

SIC -56,205 2,776 -1,074 -20,248 ,000

@1B -4216,859 250,568 -,931 -16,829 ,000

Source: own processing

The final order of variables was created by correlation matrix of these independent
variables and response variable. The final order of the indicators was determined on the
basis results of the correlation matrix. Correlation analysis is shown on Table 7.

Table 7 Correlation matrix of variables

Correlations

GP 1B IC SIC @I1P [)15)

GP Pearson 1 ,882™" ,976" ,784™" ,841™" ,871*

Correlation

Sig. (2-tailed) ,000 ,000 ,000 ,000 ,000

N 17 17 17 17 17 17
IB Pearson ,882™" 1 ,906"" ,901*" ,623™" ,950™"

Correlation

Sig. (2-tailed) ,000 ,000 ,000 ,008 ,000

N 17 17 17 17 17 17
IC Pearson ,976™ ,906™" 1 ,789™ ,708™ ,895™"

Correlation

Sig. (2-tailed) ,000 ,000 ,000 ,001 ,000

N 17 17 17 17 17 17
SIC  Pearson , 784" ,901™" ,789"" 1 ,589" ,725™"

Correlation

Sig. (2-tailed) ,000 ,000 ,000 ,013 ,001

N 17 17 17 17 17 17
@IP  Pearson ,841™" ,623™" ,708"" ,589" 1 ,624™*

Correlation

Sig. (2-tailed) ,000 ,008 ,001 ,013 ,007

N 17 17 17 17 17 17
@1 Pearson ,871** ,950™" ,895™" ,725™ ,624™* 1
B Correlation

Sig. (2-tailed) ,000 ,000 ,000 ,001 ,007

N 17 17 17 17 17 17

**_ Correlation is significant at the 0.01 level (2-tailed).

*. Correlation is significant at the 0.05 level (2-tailed).

Source: own processing
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Based on the results of the regression analysis, it is clear that the order of qualitative
indicators is the same as in the case of multicriterial decision making, but the order of
quantitative indicators is slightly different.

Table 8 Final Order of the Key Assessment Indicators

Indicators Order

Claims frequency

Insurance penetration

Gross premium

The number of concluded insurance contracts

Insurance benefit

The average insurance benefit

The average insurance premium

The number of settled insurance claims

Concentration of the insurance market

The number of employees

==
R (o] |R N VTR W IN =

The number of commercial insurance companies

Source: own processing

4 Conclusions

The aim of this paper was to determine the preferences of indicators of evaluation of the
level of insurance market using multi-attribute methods AHP and ANP on the basis of
Saaty's method of paired comparison. Methods including multi-attribute decomposition
AHP and ANP on the basis of Saaty's method of paired comparison were described.
Subsequently analytical method and supermatrix method AHP were applied on the example
of determination of preferences of indicators assessment of the level of insurance market.
It was found that both approaches AHP and ANP lead to the same results and at the same
time, that the results obtained on the basis of linear methods of AHP and non-linear method
ANP differ significantly.

Subsequently, the final order was verified by regression model. In the framework of the
regression analysis were estimated of total two models. At first was estimated the model
with qualitative variables, where the dependent variable was claim frequency. The second
regression model was estimated using quantitative indicators, where dependent variable
was gross premium. The results showed that the final order according to AHP and
regression analysis for qualitative indicators was the same, but the order of quantitative
indicators were slightly different.
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Abstract: In the presented paper the relationships between fractal dimension and chosen
non-fractal measures of risk are analyzed and discussed. The main objective of the study
is to reveal the nature of these dependencies. Moreover, the article is aimed at analyzing
whether the abovementioned relations are stable independently of the length of investment
horizon considered and of period chosen. In the article prices of shares listed on the
Warsaw Stock Exchange are studied using methods of correlation analysis (various
correlation coefficients). Calculated values and results of various statistical tests enable to
draw a few conclusions. First of all, it must be noticed that the main scientific hypothesis
in case of risk measures like standard deviation ought to be rejected, while e.g. for the
omega or Farinelli-Tibiletti ratio we are unable to do it. Moreover, it must be concluded
that this regularity is valid independently of the length of the investment horizon and
analyzed period of time.

Keywords: fractal dimension, risk measurement, correlation analysis
JEL codes: G17

1 Introduction

This study is devoted to the quantification of investment risk with particular emphasis on
the relationships between risk measures. The inspiration for undertaking the presented
research was the observation that, until now, the problem of existing relationships between
the fractal dimension and other measures used in the quantification of investment risk has
not been properly addressed. What's more, there are virtually no studies focusing on the
identified problem. The analysis of the literature justifies the conclusion that the outlined
problems are relatively poorly examined.

Among various risk measures, the fractal dimension (box-counting dimension) should be
considered as particularly interesting. It ought to be noted that this measure has not been
proposed ad hoc, but its use is a logical consequence of attempts to replace the existing
paradigm in finance science based on the use of Brownian geometric motion to modelling
asset prices with the fractal market concept. As the basic idea behind this concept is to
describe the observed prices by self-similar stochastic processes, the natural consequence
of its adoption is the use of adequate instruments to allow for the analysis of the nature of
this self-affinity. Thus, the fractal dimension is not so much gaining the right to exist in the
world of self-similar trajectories of prices or rates of return, but rather becomes
indispensable for the correct measurement of investment risk. Its use is therefore justified
on theoretical grounds.

The main purpose of the presented study is to analyze the correlation relationship between
the possibly broad spectrum of measures used in the quantification of investment risk and
the fractal dimension in relation to shares listed on the Warsaw Stock Exchange.

In addition, the goal of the paper is to examine whether the length of the investment
horizon for which risk measures are estimated influences the relationships between them
and the fractal dimension.

The third goal of the study is to analyze the time consistency of previously identified
relations.
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The main research hypothesis is that there are no significant relationships between the
fractal dimension and the non-fractal measures of investment risk, regardless of the length
of the investment horizon for which they are calculated.

As part of the second research hypothesis, it was supposed that the postulated relations
are relatively stable over time.

While conducting the research, the author adopted appropriate statistical methods. The
obtained results allowed for a comparative analysis in relation to the strength of the
correlation relationship between individual risk measures and the fractal dimension as well
as its stability over time. The studies were based on share prices originating from the
Warsaw Stock Exchange. All quotations used come from the stooq.com website. The author
used the MS Excel spreadsheet and the Visual Basic for Applications language for the
calculations.

The present state of knowledge

Conducting the literature research, the author noticed that the problems raised in this
study are virtually absent in the literature. Although the concept of a fractal dimension and
a new paradigm based on the theory of the fractal market are present in the scientific
discourse (Mandelbrot and Hudson, 2004), the issues of relationships between investment
risk measures and the fractal dimension remain unexplored.

In one of the first studies devoted to fractal empirical analysis of quotations from the Polish
stock market, Zwolankowska (2001) used the quotations of 21 companies and the WIG
index levels in the years 1994-1998. She estimated both standard deviations of the
logarithmic return rates and the fractal dimension of the price series. The results for the
same group of companies, however, referring to the logarithmic and cumulative logarithmic
rates of return, were presented in one of her papers (Zwolankowska, 1999). The summary
results for the entire period 1994-1998 are presented in the chart below (Figure 1).

As Zwolankowska concludes, in the light of the presented data, it is difficult to postulate
the existence of significant relationships between the fractal dimension and standard
deviation. This statement, however, was not supported by any in-depth analysis or
statistical test, but only by a subjective assessment of ordering the indicated values.

Analogous considerations regarding stock exchange indices published by the Warsaw Stock
Exchange were carried out by Orzeszko (2010). It should be noted that although he
calculated the standard deviations for the rates of return (though he did not specify them),
the fractal dimension (using the Zwolankowska method) - for index levels. The results are
collected in the chart below (Figure 1).

On the basis of the obtained results, Orzeszko formulates the conclusion that the fractal
dimension and standard deviation lead to the ordering of the examined indices in a similar
way, and then analyzes them in sub-periods. It should be noted that also in this case no
formalized statistical inference methods were used, and the sample is very small.

A similar analysis was presented by Zeug-Zebro (2015, 2016, 2017) and Miskiewicz-
Nawrocka (2016) with reference to the standard deviation and taxonomic measure of
investment attractiveness based on the Hellwig method (1968). The results obtained in the
graphical form are summarized below (Figure 1).

In further analyzes, the Authors do not analyze the relationship between the fractal
dimension and other measures in a formalized way (because it is not the purpose of their
work), but adopt the subjective assessment of rankings prepared for the presented
companies. However, they point out to the small grounds for identifying possible
dependencies.

As indicated, there are no in-depth analyzes of the relationship between commonly used
investment risk measures and the fractal dimension. For this reason, it was considered
appropriate to carry them out, as discussed below.
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Figure 1 Fractal Dimension and Standard Deviation
Estimated for Various Companies and Indices
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2 Methodology and Data

An important issue faced by the author was selection of quantities from among the existing
risk measures which can be adopted in further research. While making the choice, several
criteria were adopted. In the first place, all measures taking into account in their structure
apart from the risk also the level of expected income, were excluded from further
considerations. Due to the fact that the goal of the study is to analyze dependencies
between the fractal dimension and measures reflecting the riskiness of investments only,
using the quantities comparing the income and risk does not seem justified (Bacon, 2013).

Moreover, when making a choice, special attention was paid to measures of a universal
nature, the use of which involves the adoption of relatively few additional assumptions. In
particular, attempts were made to avoid measures requiring a priori assumption of the
type of probability distribution or the stochastic process describing the observed rates of
return.

In addition, the function measures were removed from the examined quantities. For this
reason, the analyzed set did not include variance or semi-variance of the rate of return,
or, for example, the kappa coefficient (as functionally related to the omega coefficient)
(Frey, 2017, Michalska and Kopanska-Brédka, 2015).

Due to the fact that the paper analyses the quotations of stock prices, the measures specific
to fixed-income instruments (such as duration) or derivative instruments (such as the
Greeks) have been eliminated.

In further considerations, the analyzed risk measures have been appropriately grouped
due to the similarities resulting either from their construction, or due to the use of certain
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probability distribution properties to measure them. The author finally identified 8 groups
of risk measures by the way of a subjective assessment and they are compiled in Table 1.

Table 1 An Adopted Division of Selected Investment Risk Measures

Group Measure Group Measure Group Measure

R VaR, o Loss frac.
S GaR, g BR (0)
d c DVaR, g5.0.05 F BR(,u)
A dp CVaR, o g,
Q CGaR, o Q(0)
A Ro.e5:0.95 G FT,(0)
A D FT, (1)
g, D, H dim, (X)
LPM, (R,0) D,
LPM, (R, &) DaR,
LPM, (R,0) D DD
LPM, (R, «) ul
UPM, (R,0) P
UPM, (R, u) LR
UPM, (R,0) PR
UPM, (R, 1) Bstepe
B LSD, (R,0) B sharpe
LSD, (R, O) ﬂfSharpe
GSD, (R, O) BTRsnarme
GSDI(R,O) E Benem
LSD, (R’ ﬂ) B.crpu
LSD, (R, #) Bcarm
GSD, (R, ) BTRupon
GSD, (R, 1) Syst.risk
Spec.risk

Source: own elaboration

The time series of closing prices for shares listed on the Warsaw Stock Exchange were
analyzed based on the quotations provided by the stoog.com website. One of the initial
problems was to determine the set of companies for the analysis and the length of time
series used in further research. The only assumption that was adopted prior to the initial
data analysis was the premise that the time series should represent the same period, so
that the comparable risk measures could be obtained. In addition, it was considered
desirable to have series with a similar number of observations.

Based on the analysis of the data obtained, it was decided to qualify for further research
companies for which the average number of quotations in the year was not less than 227
(with an average of 252 quotations in a year), and the maximum interval in days between
quotations was no more than 21 days. The adoption of less strict criteria does not lead to
a significant increase in the number of surveyed companies, while the acceptance of more
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strict ones results in a drastic reduction in the number of entities analyzed. Finally, in
further research, the quotations of 58 companies (1 January 1998 - 31 October 2017,
investment horizon length varied from 1 to 252 trading days), 87 companies (1 January
2003 - 31 October 2007, 1 to 189 trading days) and 207 companies (1 January 2008 - 31
October 2017, 1 to 126 days) were used.

In the next step, the logarithmic and cumulative logarithmic rates of return for each
investment horizon were calculated. If quotes of a particular company were not available
for a given day, then they were replaced with the last available quote. Next, previously
indicated risk measures were calculated for each investment horizon. As a result, in relation
to the period from 1 January 1998 to 31 October 2017, 14,364 sequences of risk measures
were available (each with 58 terms), for the period from 1 January 2003 to 31 October
2007 - 10,773 (each with 87 terms), while for the period from 1 January 2008 to 31
October 2017 - 7182 (each with 207 terms).

When estimating the measures related to the Sharpe diagonal model or CAPM, it was
necessary to select a market factor and an instrument playing the role of a risk-free
instrument. In the first case, the broad market index was used, which is the Warsaw Stock
Exchange Index, while in the latter, the WIBID TN rate (transformed into a logarithmic
rate) was used.

The main purpose of the paper is to analyze the relationships between the non-fractal
measures of risk and the fractal dimension. For this reason, the focus has been on methods
enabling the study of the strength and direction of potential dependencies. To this end,
standard correlation analysis methods were employed. Different correlation coefficients
were used, i.e. Pearson correlation coefficient, Spearman’s correlation coefficient, Kendall’s
tau and correlation ratio (Domanski, 1990), (Kendall, 1962). Due to the possibility of
statistically insignificant correlations, in the next step, the hypothesis of the null correlation
coefficient between individual risk measures was verified with the use of appropriate
statistical tests. The level of significance was assumed 0.05 in all the tests.

3 Results and Discussion

First of all, all the presented risk measures were calculated. If these measures were defined
in relation to a certain threshold value, such as partial moments, the zero and the mean
value were taken as the limit value. Because in addition to the relationship between the
fractal dimension and the level of classical risk measures, the relationship between the
fractal dimension and their fluctuations in time is also significant, additionally available for
different time intervals, the measures were scaled by dividing them by the appropriate risk
measure calculated for a time interval equal to one session. Both primary and scaled data
were analyzed.

In the next step, correlation coefficients were calculated and the null hypothesis was
verified. Below, a graphic illustration for the investment horizon length of 1 session is
presented (Figure 2).

Since the analysis of the correlations between all the measures used and the fractal
dimension would not be possible due to the limited size of this paper, it was decided to
limit it to presenting a few of the most important ones. Guided by the importance and
common use of a given quantity, it was decided to analyze the relationship between the
fractal dimension and: standard deviation, standard semi-deviation (relative to zero),
value-at-risk, ulcer index, conditional value-at-risk, largest individual drawdown as well as
omega, beta coefficient for the classical Sharpe model, Farinelli-Tibiletti ratio to zero and
bias ratio (Figure 3).
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Figure 2 Correlation Coefficients and Correlation Ratio Between Selected Investment
Risk Measures for 1-Session Logarithmic Return Rates on Shares of Selected Companies
in the Period from 1 January 1998 to 31 October 2017
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Figure 3 Spearman’s Rank Correlation Coefficient Between the Fractal Dimension and
the Selected Risk Measures in the Period from 1 January 1998 to 31 October 2017
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When analyzing the calculated values, several regularities can be noticed. Firstly, the
quotient measures (bias ratio, omega, Farinelli-Tibiletti ratio) show little or no relation to
the fractal dimension, both before and after the re-scaling. Secondly, the measures
referring to extreme events (largest drawdown, conditional value at risk) are relatively
strongly correlated with the fractal dimension in terms of their absolute level, while the
scaled ones show rather negative relationships. Thirdly, classical volatility and stress
measures (standard deviation, second partial moment, value at risk) are negatively
correlated with the fractal dimension, both at their relative and absolute levels. A similar
trend is shown by the beta coefficient and ulcer index.

4 Conclusions

The considerations carried out and analysis of empirical data give some ground to
formulate a number of conclusions.

Examining the relationship between the fractal dimension and other risk measures, it has
been shown that in relation to the shares listed on the Warsaw Stock Exchange, the nature
of these dependencies varies depending on the measure chosen. In the case of measures
that can be described as measures comparing the shapes of the probability distribution
with respect to a certain cut-off level (such as bias ratio, omega or Farinelli-Tibiletti ratio),
the analysis shows that the fractal dimension is not linked with these measures. Lack of
dependence is revealed in both static and dynamic aspects. Thus, irrespective of the length
of the considered investment horizon, the information provided by these measures is
different, and therefore simultaneous use of the fractal dimension and indicated quantities
is expedient. The obtained result is also a natural consequence of the essence of the fractal
dimension, which refers to the variability rather than the shape of the distribution
describing the prices or rates of return. It should be noted that the main hypothesis was
confirmed with reference to the above-mentioned measures.

With respect to volatility and stress measures, such as standard deviation, standard semi-
deviation, but also value-at-risk or ulcer index between the fractal dimension and the
mentioned values, dependencies were found both in relation to their absolute and relative
level - in both cases of negative nature. At the same time, the indicated relationships seem
to get stronger along with the extension of the investment horizon, which is an additional
confirmation of the hypothesis made by the author (Buta, 2013), (Buta and Pera, 2015),
(Buta, 2017) namely that for short periods the increase in the fractal dimension means an
increase in the risk level ceteris paribus, while for the lengthening investment horizons -
its decrease - ceteris paribus. This study confirms the said hypothesis not only for a static
but also a dynamic approach. Thus, for the indicated measures, the main research
hypothesis should be rejected.

For risk measures relating to extreme events, i.e. conditional value at risk or the largest
drawdown, the conclusions are identical to the conclusions for the previously described
group. The only difference is due to the fact that in the case of the indicated measures,
their fall is considered to be equivalent to increasing the riskiness of investments, thus the
direction of dependence is reversed (i.e. positive). The essence of things remains the same,
which again confirms the hypothesis, but for a completely different set of risk measures.

Having presented the nature of the relationship between individual risk measures and the
fractal dimension, it should be noted that despite some variability resulting either from the
number of companies surveyed or the number of available quotations, the relations are
relatively stable over time, as demonstrated by comparative analysis carried out for the
analyzed risk measures calculated for three periods: twenty-year, fifteen-year and ten-
year. It is true that the analyzed periods were not separable, but in the author’s view, the
need to have an adequate set of quotations justifies the decision made. Thus, confirmation
of the second research hypothesis was obtained. At the same time, it can be stated that
the objectives set out by the author have been fully attained.

59



References

Bacon, C. (2013). Practical Risk-Adjusted Performance Measurement. Chichester: John
Wiley & Sons.

Buta, R. (2013). Ryzyko inwestycji a wymiar fraktalny. Studia Ekonomiczne, vol. 155,
pp. 450-466.

Buta, R., Pera, K. (2015). MpnmeHeHne KoHUENuMn hpakTasbHON pa3sMepHOCTU 419 OLEHKMU
WHBECTUUMOHHOIO pucka Ha duHaHcoBbIX pblHKax. In: benosepos, C. A., ed.,
MexxayHapoaHbIi 3KOHoMuYeckui cumnosmym. CankT-MNMeTtepbypr: Ckndusa-npuHT, pp. 217-
235.

Buta, R. (2017). Analiza wymiaru fraktalnego spdtek notowanych na Gietldzie Papierow
Wartosciowych w Warszawie — aspekty metodyczne. Nauki o Finansach, vol. 30, pp. 9-27.

Domanski, C. (1990). Testy statystyczne. Warszawa: PWE.

Frey, R. (2017). On the Q-Ratio. Retrieved from: http://www.ams.sunysb.edu/~frey/
Research/Research/OmegaRatio/OmegaRatio.pdf.

Hellwig, Z. (1968). Zastosowanie metody taksonomicznej do typologicznego podziatu
krajéw ze wzgledu na poziom ich rozwoju oraz zasoby i strukture wykwalifikowanych kadr.
Przeglad Statystyczny, vol. 4, pp. 307-327.

Kendall, M. (1962). Rank Correlation Methods, 3rd ed. London: Charles Griffin & Company.
Mandelbrot, B., Hudson, R. (2004). The (Mis)Behavior of Markets. New York: Basic Books.

Michalska, E., Kopanska-Brodka, D. (2015). The omega function for continuous
distribution. In: Martineik, D., Ircingova, J., Janeeek, P., ed., Mathematical Methods in
Economics 2015. Plzen: University of West Bohemia, pp. 543-548.

Miskiewicz-Nawrocka, M. (2016). Zastosowanie wyktadnika Hursta do wyznaczania portfeli
optymalnych. Studia Ekonomiczne, vol. 265, pp. 38-51.

Orzeszko, W. (2010). Wymiar fraktalny szeregéw czasowych a ryzyko inwestowania. Acta
Universitatis Nicolai Copernici, vol. 397, pp. 57-70.

Zeug-Zebro, K. (2015). Zastosowanie wybranych metod szacowania wymiaru fraktalnego
do oceny poziomu ryzyka finansowych szeregow czasowych. Studia FEkonomiczne,
vol. 227, pp. 109-124.

Zeug-Zebro, K. (2016). Badanie wptywu zastosowania wymiaru fraktalnego na konstrukcje
portfela optymalnego. Studia Ekonomiczne, vol. 265, pp. 120-132.

Zeug-Zebro, K. (2017). Analiza wptywu zastosowania redukcji poziomu szumu losowego
na poziom ryzyka inwestycyjnego. Studia Ekonomiczne, vol. 335, pp. 77-90.

Zwolankowska, M. (1999). Wykorzystanie wymiaru fraktalnego w ocenie ryzyka inwestycji
gietdowych. In: Trzaskalik, T., ed., Modelowanie preferencji a ryzyko "99. Katowice: Wyd.
UE.

Zwolankowska, M. (2001). Fraktalna geometria polskiego rynku akcji. Szczecin: WN US.

60


http://www.ams.sunysb.edu/~frey/%20Research/Research
http://www.ams.sunysb.edu/~frey/%20Research/Research

Measuring Efficiency in Clinical Departments Using the DEA
Approach - A Case of the Polish Hospital

Matgorzata Cyganska!, Magdalena Kludacz-Alessandri?, Dimitrios Syrrakos?

L University of Warmia and Mazury in Olsztyn
The Faculty of Economics, Department of Finance and Banking
Oczapowskiego 4, 10-719 Olsztyn, Poland
E-mail: m.cyganska@uwm.edu.pl

2 Warsaw University of Technology
The College of Economics and Social Sciences
tukasiewicza 17, 09-400 Ptock, Poland
E-mail: Magdalena.Kludacz@pw.edu.pl

3 Manchester Metropolitan University
Business School Building
All Saints
Manchester M15 6BH
United Kingdom
E-mail: D.Syrrakos@mmu.ac.uk

Abstract: Evaluating hospitals' efficiency in Poland is vital considering in the light of limited
public funds dedicated to healthcare. As such, employing a mechanism capable of
identifying inefficiencies by hospital administrators would be conducive to the quality of
the services delivered. The aim of this article is to ascertain the merits of efficiency
measures as instruments of monitoring and distributing resources, by focusing on the
clinical departments of provincial specialist hospital in Olsztyn in Poland. The hospital under
perspective, provides diagnostics, therapy, care, specialist advice, education prevention
and health promotion. Efficiency of hospital departments was measured using Data
Envelopment Analysis (DEA). The distribution of efficiency and the ranking of clinical
departments was compared across surgical and non-surgical departments’ profile. Input
and output data was collected from the hospital database for 19 578 patients admitted to
14 departments between January and June 2017. The research shows that only 5 clinical
departments (35.71%) run efficiently. These were the Departments of Hematology,
Gynecology, Vascular Surgery, Rehabilitation and Ophthalmology. Most of them provide
surgical procedures. The least efficient was the Department of Transplantology and General
Surgery. The paper’s findings could potentially inform manager’s choices in relation to
increasing efficiency. Since hospital managers have more control over their inputs, they
may devote more attention to the examination of total inefficiencies generated by
excessive input usage.

Keywords: clinical department efficiency, data envelopment analysis (DEA), input, output
JEL codes: M41, C67, 119

1 Introduction

Hospital health care occupies a special place in all health care systems, and it is the biggest
consumer of health care financial resources in Poland and in most other developed
countries. For instance, a considerable share (16-48%) of total health expenditure in OECD
countries is devoted to the hospital sector. Hospitals are increasingly under pressure to
improve their efficiency of operations, as well as improving the quality of the health
services provided. This is due to the growing expectations of patients and the huge costs
caused by demographic changes. On the other hand, the health care sector is characterized
by limited inflow of financial resources whose rules of spending are subject to detailed
regulations and supervision. Decision makers are increasingly presented with the challenge
of reconciling the growing demand for health care services on the one hand, and the limited
financial resources on the other (Nakagawa et al., 2011).
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Public institutions’ activities are not subject to normal competition rules and are not profit
oriented. As governments’ subsidies to public hospitals have been decreasing, more
efficient use of available resources becomes essential for hospital administrators. As a
result, the distribution of financial resources should be linked to the effectiveness of
hospitals and other entities providing medical services (Grzesiak and Wyrozebska, 2014).

Efficiency is amongst the most pressing issues in health care and hospital efficiency is one
of the key indicators of hospital performance. Efficiency is concerned with the relation
between resource inputs (e.g. costs, in the form of labour, capital, or equipment) and
either intermediate outputs (e.g. numbers of treated patients, waiting time) or final health
outcomes (e.g. life years gained, quality adjusted life years - QALYs) (Palmer and
Torgerson, 1999). From a measurement perspective, efficiency can be divided into
technical and economic efficiency. In the theory of production and costs of organization,
the third aspect of efficiency is also often used - allocative efficiency. Quite often when
defining efficiency the authors make only the distinction between technical and allocative
efficiency measures, which together comprises the overall (economic) efficiency, and scale
efficiency (Varabyova and Schreydgg, 2013).

Economic efficiency implies an economic state in which every resource is optimally
allocated to serve each individual or entity in the best possible way while minimizing waste
and inefficiency. In health care, economic efficiency implies that society makes choices
which maximize the health outcomes gained from the resources allocated to healthcare.
Inefficiency means that resources could be re-allocated in a way that would increase the
health outcomes produced. Technical efficiency refers to the physical relation between
resources (input) and health outcomes (output). It refers to the ability to obtain the
maximum possible improvement in outcome (maximum output) from a given set of
resources (inputs) or to minimize input factors to achieve a given outcome. (Ludwig, 2008).
This paper analyzes only technical efficiency.

In practice, various methods can be used to precisely determine which hospitals and their
departments are more active and effective, and to indicate the factors affecting this
efficiency. The methods of measuring effectiveness can be broadly divided into three basic
groups (Suchecka, 2009):

e ratio analysis - it is a quantitative analysis used to evaluate various aspects of an
operating and financial performance,
e parametric methods - e.g. Stochastic Frontier Analysis (SFA), Thick Frontier
Approach (TFA), Distribution Free Approach (DFA),
e non-parametric methods - Free Disposal Hull analysis (FDH), Data Envelopment
Analysis (DEA).
Nonparametric methods are used to measure the technical efficiency of hospitals and
enable the analysis of inputs and results (Vincova, 2005). Data envelopment analysis
(DEA) is receiving increasing importance as a tool for evaluating efficiency and improving
the performance of manufacturing and service operations for a wide variety of industries
and institutions. In recent years, DEA has gained great popularity in healthcare branches
and it has been extensively applied in productivity measurement, performance evaluation
and benchmarking of organizational units, like hospitals, which use numerous resources to
produce multiple products (Cook et al., 2014). There are many contributions in the
literature regarding DEA effectiveness in health care sector. The scale of conducted
research differs, e.g. research on the efficiency of hospitals within larger units (e.g.
administrative) or research on health systems of individual countries. Areas of DEA
application in health care sector also include physicians, nursing homes, and health
maintenance organizations.

An application of DEA in health care offers several advantages over other techniques.
Comparison of three performance methodologies (a ratio analysis, regression analysis, and
data envelopment analysis) showed that DEA is superior to other methods because it
incorporates an optimizing principle rather than an averaging principle (Nyhan et al.,
2000). The DEA approach offers also other advantages over the other ratio methods, such
as:
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e it combines multiple ratios into a single ratio of productive efficiency;

e it outperforms other methods in identifying sources and amounts of inefficiencies;

e it compares each DMU (e.g. hospitals) to its peers and identifies benchmark facilities

for inefficient hospitals (Chilingerian, 1990).

Data envelopment analysis (DEA) is a linear-programming-based technique, established
for measuring the relative efficiencies of units delivering similar services, which are called
decision making units (DMUs). The input and output data of the units under analysis show
what is achieved with the technology presently available. The aim of the DEA is to establish
the relative efficiency of each DMU within a sample and identify which units operate
efficiently and therefore belong to the efficient frontier, and which of them operate
inefficiently. Increasing efficiency of inefficient DMUs is possible by making appropriate
adjustments in their outputs or inputs (Ancarani et al., 2009). DEA has the advantage of
being able to deal with multidimensional nature of input/output variables and measures
efficiency for when multiple outputs and inputs are simultaneously present and provides a
single (relative to best) productivity index that is generally referred to as relative efficiency.

This paper employs the envelopment analysis (DEA) as a tool for evaluating the relative
technical efficiency of hospital wards at the Polish public hospital in Olsztyn. This method
provides a single measure of efficiency of each ward and allows hospital managers to make
comparisons of hospital departments using the same set of criteria (inputs and outputs).

2 Methodology and Data

This section introduces the key principles of the DEA as a productivity analysis tool for a
hospital. Single efficiency scores have been calculated and compared using hospital wards
as decision-making units (DMU). To the authors’ knowledge the calculation of ward-specific
efficiency scores is not often the unit of non-parametric efficiency analysis, and thus the
studies of efficiency within the hospitals, are very limited. The majority of studies make
use of the hospital as the decision-making unit, rather than the hospital ward (e.q.
Steinman and Zweifel, 2003). The rationale for not using hospital wards as the preferred
units of analysis is that intermediate outputs (e.g. discharges and patient days) and inputs
(e.g. medical equipment) are very heterogeneous across the departments representing
various medical fields. This implies that differences among wards as DMUs due to specialty
may be confused with differences in technical efficiency (Ancarani et al., 2009).0n the
other hand, the study of hospital wards’ efficiency could shed further light on managerial
and organizational aspects of the central management policy concerning capacity. The
organizational structure of hospital may vary, but departments serve as the core units of
a hospital. The decisions made in the clinical departments will determine the use of
resources. This justifies viewing each clinical department as a single decision making unit
(DMU).

This model provides the efficiency score in the presence of multiple input and output
factors defined as:

weighted sum of outputs

Efficiency = (1)

weighted sum of inputs

Assuming that there are n DMUs, each with m inputs and s outputs, the relative efficiency
score of a test DMU p is obtained by solving the following model proposed by Charnes et
al. (1978):

max Zk=1VkVkp (2)
il ujxjp
She1 VkVki
S.t =R < 1y, 3
T L )

Uku]' >0 Vk,j

where
k=1tos,
j=1tom,
i=1ton,
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Yki = amount of output k produced by DMU J,
x;i = amount of input j utilized by DMU /,

vk = weight given to output k,

uj = weight given to input j.

The fractional program shown as (2, 3) can be converted to a linear program as shown in
(4,5). For more details on model development see Charnes et al. (1978).

ax Xi=1VkYkp (4)
s.t. XL uxp, =1 (5)
Yk=1 ViV~ Zje1 WX S0V

Vi, U; 2 0V ;

The above problem is run n times in identifying the relative efficiency scores of all the
DMUs. Each DMU selects input and output weights that maximize its efficiency score. In
general, a DMU is considered to be efficient if it obtains a score of 1, and a score of less
than 1 implies that it is inefficient. We used Data Envelopment Analysis Program (version
2.1) to examine the data.

The DEA analysis was conducted in a Polish specialist hospital. The hospital under
consideration provides diagnostics, therapy, care, specialist advice, education prevention
and health promotion. The unit of analysis was the hospital ward (DMU). Inputs and
outputs data was collected from the hospital database and concerns 19 578 patients
admitted to 14 departments between January and June 2017. DEA analysis has been
performed on DMUs which produce only inpatient care in order to control their potential
heterogeneity. The literature (Ancarani et. al., 2009) considers that the main source of
heterogeneity among the DMUs is the one between units producing inpatient care versus
those producing outpatient care.

Hospitals treat a variety of patients using several different inputs. Inputs and outputs for
the DEA analysis were derived based on previous healthcare studies (Kirigia, 2002). Most
often, operating costs, the number of hospital beds and Full Time Equivalent (FTE), the
number of personnel, total assets (assets), complexity of services measured by the number
of clinical services offered, number of doctors and the number of beds are used as inputs.
Whereas outputs include: the number of days of hospitalization, the number of surgical
procedures, weighted admissions, number of surgical interventions. The input measures
used in other studies regarding hospital wards were: doctors’ and nurses’ gross wages,
total personnel costs and materials and energy consumption, whereas the output
measures were: the number of in-patients and outpatients, bed productivity, and average
turnover interval, number of bed-days, DRG points and income from medical activity (Al-
Shayea, 2011; Grzesiak and Wyrozebska, 2014).

Finally, four input measures and two output measures were selected to measure the
efficiency for each department. In this paper, medical wages (1), drugs (2) diagnosis
tests (3) and the numbers of departments’ beds are used as inputs. They are presented
in table 1. The first three inputs were measured by costs. Costs in PLN were converted
to Euros on the basis of average exchange rate of Polish National Bank (NBP) from
07.05.2018 (1€ = 4,2513).

The largest department, in terms of beds, is Gynecology-Obstetrics and Oncological
Gynecology Department. In relation to of medical wages the most expensive is the
Cardiac Surgery Department (1383,96€) and Anesthesiology and Intensive Care
Department (1464,29€). The last one is also the most expensive in terms of drug costs
(2494,34 €).

64



Table 1 Descriptive Statistics for Data Envelopment Efficiency Model Variables Inputs

Department of Medical Drug Diagnosis Number
wages costs tests of beds
costs(€) (€) costs (€)
Mean (SD) n
P 273,70 48,48 5,75 5
Rehabilitation (138,33) (76,24) (18,63)
158,53 185,10 97,88 20
Transplantology and General Surgery (328.41) (629.23) (142,14)
R B 1464,29 2494,34 227,26 15
Anesthesiology and Intensive Care (1428.63) (4447,5) (274.89)
Cardiac Surger 1383,96 637,91 54,17 20
gery (1206,08)  (1397,4) _ (60,91)
Endocrinology, Diabetology and Internal Diseases (;g’}g) (;fg’iz) (gg’gg) 18
Traumatic, Orthopedic Surgery and Spine Surgery (2‘5"81) (gg’gg) (%%’6;73) 35
Neurosuraer 86,30 127,78 70,79 30
gery (83,41) (309,87) (150,62)
150,97 80,86 83,72 16
Gastroenterology (166,61) (239,85) (89,70)

Neurolo 124,07 141,56 98,92 24
y (102,19)  (577,43)  (181,62)
Vascular Surger 107,76 123,03 175,67 20

gery (140,81) (315,38) (257,34)

. 42,70 43,93 2,75 18
Ophthalmological (41.31) (84.76) (16,56)
Hematolo 153,60 563,38 60,15 14

vy (365,29)  (1015,5)  (212,40)

. 62,66 61,55 16,91 45
Cardiology (96,60)  (214,69)  (39,64)
Gynecology-Obstetrics and Oncological 70,25 81,98 12,98 76
Gynecology (117,45) (434,63) (53,89)

Source: own elaboration

There is no consensus regarding the measurement of hospital outputs. Generally, the
chosen output vector depends on available data and problem to be analyzed (Magnussen,
1996). In this paper we used as outputs number of bed days (1) and number of inpatients
(2) that are presented in table 2.

Table 2 Descriptive Statistics for Data Envelopment Efficiency Model Variables Outputs

Department Bed days Patients
Mean (SD) (n)
Rehabilitation 28,58 (11,66) 98
Transplantology and General Surgery 4,98 (5,00) 415
Anesthesiology and Intensive Care 12,04 (11,17) 458
Cardiac Surgery 9,32 (7,04) 472
Endocrinology, Diabetology and Internal Diseases 4,33 (3,14) 892
Traumatic, Orthopedic Surgery and Spine Surgery 4,16 (2,91) 934
Neurosurgery 5,05 (4,48) 1120
Gastroenterology 3,82 (4,29) 1122
Neurology 6,69 (5,11) 1412
Vascular Surgery 5,88 (7,54) 1528
Ophthalmological 2,41 (1,95) 1582
Hematology 3,19 (4,23) 1608
Cardiology 4,16 (3,38) 3094
Gynecology-Obstetrics and Oncological Gynecology 6,75 (5,22) 4843

Source: authors’ own elaboration
The biggest clinical department in terms of number of patients is the Department of

Gynecology-Obstetrics and Oncological Gynecology, accounting for almost 25% of all
admitted patients to the hospital. The longest hospitalization took place at the
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Rehabilitation Department (28,58 days) and at Anesthesiology and Intensive Care
Department (12,04 days). On average, the shortest stay in hospital was in case of
patients admitted to Ophthalmological Department (2,41 days).

3 Results and Discussion

The efficiency measures are summarized in table 3. It is important to note that efficiency
scores range from 0O (totally inefficient) to 1 (100% efficient). Based on the paper’s
results out of the 14 departments included in the analysis, only 5 clinical departments
(35,71%) run efficiently, while the remaining 9 (64,29%) were inefficient. Previous
studies reported from 41,66 to 48,88% hospital departments run 100% efficient. For
example Al-Shayea (2011) reported 4 out of 9 departments (44,44%) perceived as 100%
efficient. In turn Hofmarcher et. al, (2002) reported that 20 of 48 operative departments
and 22 of 45 non-operative departments had an efficiency level of 100%. We presume
that these differences are related to the inputs and outputs used in DEA analysis, what
is also confirmed in Magnussen and Nyland (2008) findings. Our study shows that the
efficient departments with the highest score were the Departments of Hematology,
Gynecology, Vascular Surgery, Rehabilitation and Ophthalmology. Among the efficient
departments, 3 (60%) provide surgical procedures, which is similar to Al-Shayea (2011)
findings which revealed that half of the 100% efficient departments were surgical
(Obstetrics and Gynecology Department and Orthopedic Department). Among the
inefficient departments, 1 department (11%) had an efficiency score between 91-99%,
6 (66%) between 70-90%, and 2 (22%) a score below 50%. The least efficient was the
Department of Transplantology and General Surgery (38,10% E). Al-Shayea (2011)
reported 66,66% of hospital departments with efficiency score below 50%. The reason
for such a low efficiency in the departments of the last group (with their efficiencies
values maintained below 50%) is the highest levels for input expenditures relative to
their outputs. Therefore, in order to increase their efficiencies, the input expenditures for
those departments must be decreased through cost control policy. The efficient wards on
average admit more patients per year than inefficient wards. The exception is the
rehabilitation department, which admits the least number of patients, but on the other
hand it features the highest number of bed-days. The frequent explanation is that large
amounts of fixed capital in efficient departments allows for the spreading of fixed cost
across a greater volume of output. Increasing of efficiency in other wards is possible e.g.
by better utilization of existing equipment, eliminating duplications of services and/or
equipment, the sharing of overhead costs such as laboratory and diagnostic facilities.

Table 3 Efficiency Measures in Terms of Type of Department

Department Efficiency Surgical/n Ranking
(E) onsurgical
Rehabilitation 1,000 NS 1
Transplantology and General Surgery 0,381 S 10
Anesthesiology and Intensive Care 0,714 NS 8
Cardiac Surgery 0,467 S 9
Endocrinology, Diabetology and Internal Diseases 0,745 NS 6
Traumatic, Orthopedic Surgery and Spine Surgery 0,878 S 4
Neurosurgery 0,706 S 7
Gastroenterology 0,865 NS 5
Neurology 0,897 S 3
Vascular Surgery 1,000 S 1
Ophthalmological 1,000 S 1
Hematology 1,000 NS 1
Cardiology 0,924 NS 2
Gynecology-Obstetrics and Oncological Gynecology 1,000 S 1

Source: own elaboration

The DEA approach has demonstrated that 64,29% of clinical departments run
inefficiently, and they thus need to either reduce their inputs or increase their outputs in
order to be rendered efficient. While the clinical departments’ managers/doctors may
have limited impact on outputs, they can seek to affect inputs. Due to the nature of
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health case involving a better control of inputs than outputs, the DEA input oriented
model is used to identify potential improvements applicable in the inefficient departments
in order to become 100% efficient. Total inputs reduction needed to make inefficient
clinical departments efficient are presented in table 4.

Table 4 Total Input Reduction to Make Inefficient Clinical Departments Efficient

Medical wages costs Diagnosis tests costs

Drug costs (€)

Department of (€) (€)
Original Predicted Original Predicted Original Predicted
value value value value value value
Rehabilitation 26822,45 26822,45 4750,90 4750,90 563,42 563,42
Transplantology 65790,86  25072,76 76816,21  28384,74  40620,83 3872,42

General Surgery
Anesthesiology and
Intensive Care

670645,30 70002,60 1142406,00 47070,34 104084,80 59314,15

Cardiac Surgery 653228,00  61111,61 __ 301095,20 101370,70 _ 25567,54 _ 11946,31
Endocrinology, and 67018,15  49913,74  118006,60  55515,91  32864,93 6846,83
Internal Diseases

Traumatic, 78464,29  54344,27 47064,70  41313,29  30510,37 2760,58
Orthopedic Surgery

Neurosurgery 96654,09  68239,64  143119,80  77396,63 _ 79288,69 _ 10663,74
Gastroenterology 169386,30 _ 71471,97 90726,20 _ 78518,88 _ 93933,37 _ 57616,13
Neurology 175193,60 _ 139030,50 199891,20  179368,00 139671,70 _ 125331,60
Vascular Surgery 164657,50 _ 164657,50 187986,40  187986,40 _ 268430,50 _ 268430,50
Ophthalmological 67553,54 __ 67553,54 69493,22 _ 69493,22 4358,43 4358,43
Hematology 246982,80 246982,80 _ 905910,50 905910,50  96726,47 _ 96726,47
Cardiology 193870,40 171897,10 190433,70 _ 176030,20 _ 52337,05 __ 19389,24
Gynecology- 340242,90  340242,90 397060,30 397060,30  62878,10  62878,10
Obstetrics

Source: own elaboration

In this table, the predicted value of an input variable represents the amount to which a
given DMU can decrease its consumption of that specific variable. It is noticed that the
Departments of: Transplantology and General Surgery; Anesthesiology and Intensive
Care; Cardiac Surgery; Endocrinology; Traumatic, Orthopedic Surgery, in addition to
departments in Neurosurgery; Gastroenterology; Neurology and Cardiology have to
decrease all their input expenses by specific amounts in order to reach the targeted level
shown in order to be efficient. If inefficient wards can reduce their inputs to the
corresponding predicted target value, then, they would become efficient. In general, nine
departments need to reduce their wage costs, drug costs and diagnosis tests costs in order
to become efficient. The savings that can be achieved are considerable and in many cases
exceed 90%. In the case of Cardiac Surgery Department medical wages should be lower
by 91%, which would allow for savings in the amount of 592 thousand Euros. The largest
suggested savings for drug costs relate to the Anesthesiology and Intensive Care
Department (96%), and for diagnosis tests costs for Traumatic, Orthopedic Surgery and
Spine Surgery Department (91%).

4 Conclusions

Clinical departments beside administrative and technical support and ancillary services
are core units of a hospital (Magnussen, Nyland, 2008). Because hospital departments
are the largest component of the hospital, to a large degree, efficiency of the clinical
departments determines the hospital efficiency. The DEA analysis provides information
about the surface were inputs are wasted and not utilized in production of hospital
services.

With this information, managers will be able to make informed choices in relation to an
increased efficiency path. Since hospital managers generally have more control over their
inputs, they may devote more attention to the examination of total inefficiencies
generated by excessive input usage. However, examinations of output inefficiencies can
also provide strategic direction for the hospital by indicating where to increase its
efficiency. The DEA is more informative than the other efficiency measurement methods
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and can be successfully implemented in situations in which multiple inputs are used for
producing multiple outputs. Hospital managers can use DEA results as inputs in decision-
making processes involving resource planning, allocation, and utilization. By analyzing
output inefficiencies and excess inputs, managers can attempt to make hospital and
health systems rational and efficient.

The DEA not only allows for the identification of areas of improvement, but also indicates
the realisation of the development. It also addresses questions regarding the strengths
and weaknesses of the units and their optimal size. Systematic evaluation of units in the
health care sector can bring considerable benefits to hospitals. The analysis and the
results derived enhance the understanding of the effectiveness of various departments
in comparison with other units. The results also indicate achievable results, scale of
possible savings and factors that have the greatest impact on the units’ efficiency.
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Abstract: This paper provides an empirical analysis of the relationship between
government expenditures on education and employment rates within V4 countries by
comparison with European top performer: Germany. It is generally known that education
is nowadays the most important weapon of nations, recognized as the key driver of
productivity and economic growth in the knowledge-based economies. A framework for
developing and well-skilled/educated workforce can be achieved through the motivation in
the public sector to create, share and transmit knowledge. We start with the assumption
that the higher level of education of the working age population may cause an employment
growth and thus can have a significant impact on economic growth overall, since the
sustainable development of economy and society is closely related to education. The goal
of this study is to point out the relationship between government expenditures on
education and employment growth with aim to estimate whether government spending on
education and the higher level of educational attainment have a significant impact
employment rates in selected countries.

Keywords: employment rate, education level, education, government expenditures on
education

JEL codes: 122, 123, J21, J24, H52

1 Introduction

In contemporary society the meaning of education has changed dramatically. Now we are
witnessing the growing demand for intellectual activities related to knowledge production
in all spheres of social and economic life. The question of relationship between education
and employment has been a subject of discussions for a long time. The essential link
between education and economic development of the country has been revealed already
during the industrial age by such economists like W. Petty, A. Smith, or 1.S. Mill
(Youngson,1959). From an economic perspective, education can be viewed as an
investment in knowledge and skills of population. Speaking about investing in education,
it is necessary to mention Schulz (1960), who proposed to treat education as an investment
in individual that becomes an integral part of a person receiving it, and therefore it
consequences shall be handled as a form of capital referring to the human capital. The
human capital theory was popularized by Becker (1992) and it became one of the most
important theories of modern economics. It puts emphasis on education of individuals,
since the well-skilled labour promotes economic growth, individual wellbeing and poverty
reduction. Vawda (2003) suggested that investing in people in form of government
spending is critical for economic and social development of the country, since it may help
to achieve greater equity and efficiency in education among young people. According to
the Dissou, et al. (2016), expenditures on education, schooling and training will raise
labour productivity, earnings, improve general welfare and foster economic growth. Never-
ending learning equips people with new skills, enabling them to express themselves and
critically evaluate the world around. Some researchers have also demonstrated that higher
education makes employees more productive for carrying out their work (Ng & Feldman,
2009; Kotur & Anbazhagan, 2014). Moreover, the schooling promotes individuals to think
creative and makes them able to come up with new ideas and to think out of the box.
Additionally, better educated people can benefit from a higher income from their work and
they are less at risk of unemployment. This fact has been pointed out by Mincer (1991),
as he stressed that better educated workers can enjoy several advantages over less
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educated people in the labour market: higher wages, greater upward mobility in income
and carrier opportunities, and, finally, greater employment stability. Among other things,
Hanushek (2009) asserted that education is an essential element in a global economic
competition and investments in human capital will directly affect the improvements in
productivity and national income, because national income rises directly with earnings from
workers with more qualification and better skills. Promoting and supporting education
should be, therefore, one of the top priority areas of government’s development policy
around the world. Relationship between higher level of education and employment has
been demonstrated by Berger & Parkin (2009), as they found out that graduates with post-
secondary and higher education are more likely to be employed in comparison to those
who did not continue their studies after attaining a high school.

The recent study “Education at a glance” prepared by OECD (2017), has shown an upward
trend towards a higher education in OECD and partner countries. The Figure 1
demonstrates the educational attainment rates (%) among 25-34-year-olds across OECD
countries.

Figure 1 Educational Attainment Rate Among Young Adults in OECD
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Since 2000, the labour force has become more educated across OECD and partner
countries. The share of young people and adults with only one level of education, below
secondary education, has tended to decrease over the monitored period and reached only
16 % in 2016 on average across OECD countries. By contrast, we are witnessing the steady
growth trend in demand for higher education. The share of young adults with tertiary
education has increased over the period, from 26% in 2000 to the new high of 43 % in
2016.

The educational situation in V4 countries has been following the similar trend. The
proportion of young adults with tertiary education increased from 11% to 33% in Czech
Republic. At the same time, the number of young people with below secondary education
hasn’t changed dramatically over the mentioned period, from 8% in 2002 to 7% in 2016.
Educational patterns in Slovak Republic followed the same trend as observed in Czech
Republic. The change in educational attainment rates was slightly bigger in Hungary than
in Czech Republic and Slovakia. The share of higher educated young adults has increased
rapidly, from 15% in 2000 to 30% in 2016. This trend was followed by a declining number
of young population with educational level below secondary education, from of 19 % to
15%. The pattern of Hungarian educational attainment rates can be compared to the
pattern in Germany, where the number of less educated people has fallen from 15% to
13%, and the proportion of those with higher education have risen from 22% to 31% over
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the whole period. The most striking change in higher education attainment rates among
25-34-year olds was observed in Poland, where numbers have significantly increased since
2000-16, from 14% to 43% and have reached an OECD 's average. The share of young
adults with lower education has also decreased dramatically, from 11% to 6%.

Educational attainment is often used as a measure of the skills and knowledge available at
the job market. It provides an initial information of employee "s potential capabilities, which
a prospective employer will use to decide whether or not the new employee will be hired.
The fact that the level of education has a significant impact on the employment rates has
been statistically demonstrated by OECD in Figure 2.

Figure 2 Employment Rate by Educational Attainment in OECD
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On average across OECD countries, employment rates for people with tertiary education
tend to be higher than for those with lower than secondary education. The latest research
has shown that 83% of the population among 25-34-year-olds with tertiary education is
employed. The OECD average falls to 76 % for young adults with upper secondary or post-
secondary non-tertiary education and to 58% for those without upper secondary education.
This implies that individuals with tertiary education have greater chances to be employed
in comparison with those who haven't attained a tertiary education. In the current context
the economies and labour markets are highly dependent on sufficient supply of well-
educated workforce. In Germany, on average employment rates are more than 30
percentage points higher for those with tertiary education than for those who have not
completed an upper secondary education. In Czech Republic on average 46 % among 25-
34-year-olds with educational level below upper secondary is employed, those who have
completed secondary education and those with tertiary have almost the same chance to
be employed with employment rate on average of 78%. The employment rates by
education level have followed the similar pattern in Germany, Hungary, Poland and
Slovakia. The share of young adults with upper secondary and post-secondary non-tertiary
education who are employed is on average 75% in selected countries. The proportion of
those with tertiary education is on average about 84 %. Graduates with education level
below upper secondary have greater opportunities in the labour market in Germany, with
average rate of 56%. By contrast, the lowest employment rate of less educated people
was observed in Slovakia, on average about 36%. Employment rates development across
V4 and Germany confirms the trend that higher education leads to higher employability
among 25-34-year olds.

Gylfason (2001) insisted that faster economic development requires better education of
population, and consequently it should be accompanied with higher spending on schooling
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and training. At the same time, government spending on education and direct job creation
could be viewed as a potential engine for generating employment and thus reducing
poverty and inequity, as argued by Abdulah, Harun & Jali (2017). Likewise, Pirim, Ownings
& Kaplan (2017) examined the impact of educational expenditures on unemployment rates
and public health, and concluded that investment in human capital has positive economic
outcomes, since the higher spending on individual s education has been associated with
decrease in unemployment rates, and hence increase in employment rates.

2 Methodology and Data

The methodology of this study is mostly based on the model proposed by Grimaccia and
Lima (2013). Authors confirmed a hypothesis of the positive impact of government
educational expenditures on employment growth. To test their assumption, they have
designed a model, as shown below:

EMPL = f (GDP, EDU, UNIV), where (1)

EMPL is employment rate of working age population (%); EDU is GDP per capita; EDU is
government expenditure on education (primary, secondary, tertiary total % of GDP); and
INIV is a share of working age population with tertiary education (%).

The model used in this study was based on the model proposed by Grimaccia and Lima
(2013), with adding an addition variable to the model: government expenditure on direct
job creation. To estimate the effect of selected variables on the employment rate in
countries of Visegrad Group and Germany, the ordinary least squares (OLS) method on
the panel data in Gretl was used. The annual data was obtained from the OECD database
for the period of 2000 to 2014. The base model was specified in the following functional
form:

EMP = a + B,GDP, + B,GEXPEDU,, + BsTEA;, + B,GEXPJOB;, +€i, (2)

where EMP is for dependent variable: employment rate of working age population (%);
GDPit is independent variable for GDP growth (%); GEXPEDUi is independent variable for
government expenditure on education (primary, secondary, tertiary, total, % of GDP);
TEAi is independent variable for a share of working age population between 25-64-year-
olds with tertiary education (%); GEXPJOBit is independent variable for government
expenditure on direct job creation (% of GDP).

3 Results and Discussion

The main goal of this study was to test the hypothesis of the positive impact of the
government educational expenditures on employment rates in selected countries. The
second aim was to estimate an impact of tertiary education attainment and government
expenditures on education and direct job creation on employment rate. Therefore, the
multivariate ordinary least squares regression model including all selected explanatory
variables have been built. The growth of GDP was selected as a control variable in the
model. However, not all explanatory variables appeared to be significantly related to the
employment rate. Hence, the insignificant variables with p-value > 0,05 have been
removed from the base model. Table 1 shows the empirical results of the final model:

Table 1 The Final Model of Pooled OLS V4 Countries

Variable Coefficients p-value
Constant 79,0949 2,10e™31 **x
GEXPEDU -5,36007 6,16e710 ***
TEA 0,274341 0,0112 **

Note: *** ** * denote significance levels on 1%, 5% and 10% respectively. R-Squared is 0,499551. According to White's
test, there is a heteroscedasticity presented in the model, LM = 17,3087. Residuals are not distributed normally, Chi-
square=7,3732.

Source: own elaboration
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Based on the OLS analysis, the total government expenditure on education and the share
of population with tertiary education would appear to be significantly related to the
employment rate in V4 countries. However, each unit increase in government expenditure
on education is being associated with a decrease of 5,36007 units in employment rates.
Consequently, the hypothesis of the positive impact of government educational
expenditures on employment rates should be rejected. On the other hand, the tertiary
education attainment of working age population positively affects the employment rates in
V4 countries with each unit increase in tertiary education attainment being associated with
0,274341 units increase in employment rates.

According to the F-statistic of overall significance, the final model showed in the Table 1 is
statistical significant, with p-value = 3,82e® and R-Squared value of 0,499551, which
indicates that the model explains approximately 50% percent of the variation in the
dependent variable - employment rate. To determine whether the residuals follow a normal
distribution, the p-value of a normality test was compared to the significance level of 0,05.
The p-value = 0,025057 is less than the significance level, so the decision is to reject the
null hypothesis (Ho: error is normally distributed) and conclude that residuals do not follow
a normal distribution. The heteroskedasticity test showed the presence of
heteroskedasticity = with  p-value=0,00395002, so the null hypothesis (Ho:
heteroskedasticity not present) is to be rejected. The diagnostic test of cross-sectional
dependence showed that the data is cross-sectional independent, with p-value=0,4503 the
null hypothesis (Ho: no cross-sectional dependence) is not rejected.

Since not all assumptions of ordinary least squares approach have been fulfilled, to fix the
problem with heteroskedasticity and non-normality of residuals, the logarithmic
transformation of the model was made. Table 2 shows the empirical results of the final
model:

Table 2 The Final OLS Model with Logarithmic Transformation V4 Countries

Variable Coefficients p-value

Constant 4,46572 2,156 *x**
INGEXPEDU -0,413114 3,61e710 *xx
INnTEA 0,0848173 0,00055 ***

Note: *** ** * denote significance levels on 1%, 5% and 10% respectively. R-Squared is 0,508736. According to White 's
test, there is a heteroscedasticity presented in the model, LM = 15,4833. Residuals are not distributed normally, Chi-
square=7,68753.

Source: own elaboration

The data, shown in the Table 2, have been transformed using the logarithm function. As
in the previous model, the total government expenditure on education and the share of
population with tertiary education would appear to be significantly related to the
employment rate in V4 countries. And again, the same counts: the hypothesis of the
positive impact of government educational expenditures on employment rates is rejected,
since each unit increase in government expenditure on education is being associated with
a smaller decrease of 0,413114 units in employment rates. The positive effect of tertiary
education on employment rates is being accompanied by 0,0848173 unit increase in
employment rates with each unit increase in tertiary education attainment of working age
population.

This model is statistical significant with p-value of overall significance =2,27e® and it
explains approximately 50% of the variation in the employment rates with R-Squared =
0,508736. The data are cross-sectional independent with p-value of the cross-sectional
dependence test =0,751942. However, the logarithmic transformation did not fix the issue
of heteroskedasticity presence (p-value=0,0084851) as well as non-normality of residuals
(p-value=0,0214128). To fix the problem with heteroskedasticity and non-normality was
decided to use weighted least squares method (WLS), which yields greater efficiency than
OLS. To identify what explanatory variable causes heteroskedasticity, the dispersion
analysis was made. The variable tertiary education attainment has the highest dispersion
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among other variables, so it has been chosen as a weight in WLS model. The results of the
WLS analysis are shown in the Table 3:

Table 3 The Final WLS Model V4 Countries

Variable Coefficients p-value

Constant 78,8942 1,18e730 **x*
GEXPEDU -5,31577 1,28 ***
TEA 0,274287 0,0083 **x*

Note: *** ** * denote significance levels on 1%, 5% and 10% respectively. R-Squared is 0,488343. There is no
heteroskedasticity presented. Residuals are not distributed normally, Chi-square=7,53149.

Source: own elaboration

Results from the WLS analysis are very similar to the previous two approaches. The
significant negative impact on employment rates across V4 countries has government
expenditure on education with B coefficient = -5,31577, which means decrease in
employment rates associated with each unit increase in government expenditure on
education. Contrariwise, employment rates will increase by 0,274287 units, if tertiary
education attainment among working age population increases by one unit.

The WLS approach removed heteroskedasticity from the model. According to the F-statistic
of overall significance, the WLS model is significant with p-value of 7,10e™® and it explains
approximately 48,8% of the variation in the employment rates with R-Squared =
0,488343. There is no collinearity between explanatory variables presented. However, the
residuals are not normally distributed at significance level = 0,05 with p-value
=0,0231504.

The same methodology was applied to estimate the unknown parameters in a linear
regression model of employment rate in Germany. The results of logarithmic OLS model,
which fixed the issue with heteroskedasticity, are shown in the Table 4:

Table 4 The Final Logarithmic OLS Model Germany

Variable Coefficients p-value
Constant 3,87392 1,83e716 **x
INGEXPJOB -0,0433545 0,0008 **x*
InGDP 0,00606478 0,5278

Note: *** ** * denote significance levels on 1%, 5% and 10% respectively. R-Squared is 0,733965. According to Breusch
Pagan s test, there is no heteroscedasticity presented in the model, LM = 4,62606. Residuals are distributed normally, Chi-
square=1,35977.

Source: own elaboration

After removing all insignificant explanatory variables, the only variable that appeared to
be significant was government expenditures on direct job creation. One would expect that
the expenditure on job creation would have a positive impact on the employment rate, but
in fact the reverse is true. Each unit increase in government expenditure on direct job
creation is being associated with 0,0433545 decreases in employment rate. For comparison
only: this variable did not appear to be significant in V4 countries and vice versa the
significant variables in V4 models did not appear to be significant in model for Germany.

According to the F-statistic, the model is significant as a whole, with p-value=0,002584
and it can explain approximately 73% of the variation in the employment rate. Diagnostic
tests showed that residuals are following the normal distribution (p-value = 0,506676);
there in no heteroskedasticity presented in the model (p-value =0,0989611).

Based on the results from the OLS model in Germany, it is not possible to confirm the
hypothesis that the model proposed by Grimaccia and Lima (2013) is suitable for explaining
the relationship between government educational expenditures and employment rates, as
well as to identify the impact of other variables (tertiary education attainment, government
expenditure on direct job creation) on the employment rates in selected countries.
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4 Conclusions

The main objective of this study was to identify the relationship between government
expenditures on education and employment rates within V4 countries and European top
performer Germany. The study was based on the model of the employment rate proposed
by Grimaccia and Lima (2013). Based on the results of this study, the hypothesis of the
positive impact of government educational expenditures on employment rates has been
rejected. The effect of government educational expenditures has proved to be negative for
employment rates in V4 countries, and even its impact has not been proven in Germany.
This fact may be caused by several aspects: the model thus defined is not specified
correctly, this means that such combination of selected variables does not make sense
from the statistical point of view, or there is no direct relationship between the government
expenditures on education and employment rates. Therefore, it seem to be inappropriate
to presume that employment rate can be directly affected by the expenditures on
education. Moreover, this model did not appear to be well suited for determining the
relationship as mentioned above, for several reasons: there was a huge problem with
heteroskedasticity and non-normality in the residuals at significance level of 0,05, what
means that the amount of error in the model is not consistent across the full range of the
observed data. Consequently, the amount of predictive ability in explanatory variables is
not the same across the full range of the dependent variable. Thus, the model does not
fully explain the behavior of the system as a whole.
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Abstract: Sustainable finance opportunities for retail investors such as green bonds are
the example of instruments that are dedicated to transition of economy towards more
sustainable model and are serving as a source of financing for large-scale investments.
The paper aims at verification of volatility behaviour of green bond market and relationship
of green bond market volatility and conventional bond market volatility. Our study sheds
additional light to previous findings and extends the perspective, going beyond analysis of
behaviour of S&P green bond index. Our study was conducted on a wider range of available
green bond indices in order to draw more general conclusions. We studied daily rates of
return in the period of 2014 - 2018 of the S&P Green Bond Index, Bloomberg Barclays
MSCI Global Green Bond Index, ICE BofAM Green Bond Index, Solactive Green Bonds
Index. Using multivariate GARCH framework we were able to verify and test volatility
patterns and assess how the volatility of in the green bond market transmits to broader
conventional bond market. Results of our study confirm that all green bond indices,
experience large volatility clustering. We also found out that shocks in the overall
conventional bond markets tend not to be echoed in the green bond market. Findings of
this paper are significant from the perspective of providing informative insights for the
investors risk and return characteristics. They also contribute to the development of
sustainable finance and risk analysis of sustainable finance instruments.

Keywords: green bonds, eco-investments, global market, climate change, GARCH
JEL codes: F21, G15, 013, 016, Q50

1 Introduction

Transition of economy towards more sustainable model requires financing of large-scale
investments mitigating climate change therefore there is a growing need for dedicated
sustainable finance instruments. Those large-scale investment projects face difficulties in
assessing their profitability in standard way, social and environmental impact is hard to
assess in money terms. Although pro-ecological projects encounter growing interests from
investors it is still small in scale and in reference to all financial instruments at capital
markets. On the other hand, the growing sustainability awareness of societies creates
pressure on participants of capital markets and increases interest in such investments.

The most significant instruments of sustainable finance - green bonds - meet the needs
of modern world, its challenges and the expectations of investors. This is a specific type of
bond whose proceeds are invested in an environmentally friendly goals with projects
producing sustainable benefits. A “green” bond differentiates from a “traditional” bond by
its label. That means the obligation to exclusively use funds raised from the issue to finance
or refinance new or existing eligible green projects or business activities. Due to the fact
that pro-ecological investments are burdened with significant financial risk related to the
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uncertainty of expected results and encounter a barrier to obtaining capital, many green
bonds are issued by public entities or international financial and development
organizations. Offered instruments are most often issued in a secured or guaranteed form
(Morel, 2012). Green bonds are perceived as most important financial instruments
supporting sustainability transition. They are deliberately emphasized as financial
instruments that should be promoted among retail investors. Especially in Europe, where
the driving force is European Commission and different public institutions, such as EU High-
Level Group on Sustainable Finance (HLEG 2018).

The specificity of the instruments themselves and the projects for which they are issued
prompts research into the profile of investors acquiring green bonds. The purpose of this
article is to verify volatility behaviour of green bond market and relationship of green bond
market volatility and conventional bond market volatility. Results of this research are
significant from the perspective of providing informative insights for the investors risk and
return characteristics. They also contribute to the development of sustainable finance and
risk analysis of sustainable finance instruments. We studied daily rates of return in the
period of 2014 - 2018 of the S&P Green Bond Index, Bloomberg Barclays MSCI Global
Green Bond Index, ICE BofAM Green Bond Index, Solactive Green Bonds Index. Using
multivariate GARCH framework we were able to verify and test volatility patterns and
assess how the volatility of in the green bond market transmits to broader conventional
bond market. The paper is organized as follows. Section 2 provides analysis of
characteristics of green bond market risk. Section 3 presents the data, methodology and
research results, while section 4 provides discussion of results and concludes.

2 Green bond market risk aspects

Green bonds are a relatively recent innovation in the debt markets. Since their debut in
2007 through next 11 years over USD 348.9 billion were issued. Green bonds are expected
to play an important role in responding to the existential threats and enormous costs posed
by climate change and other sustainability challenges that have emerged in recent years.
This financial instrument could be tied to mitigating the effects of climate change (e.g.
climate bonds) or to a specific environmental issue or technology, such as wind and solar
energy efficiency projects, energy retrofits and clean transportation (e.g. renewable energy
bonds, energy efficiency bonds and green transportation bonds) (Green bonds: victory ....,
2013). However, the observations of the existing allocation of funds derived from the issue
of green bonds might be surprising. The analysis of the structure of the issue's purpose
indicates that pro-ecological nature of green bonds is quite controversial (Marszatek and
Daszyfska-Zygadto 2016). Only two thirds of issuers declare an environmental goal, but
it is not determined impact on environment the project has. The degree of generality of
the ecological nature of the purpose of the green bond issue absolutely does not prejudge
the lack of connection with environmental protection activity. However, there is an
impression that many companies, especially corporations, use the status of green bonds
to improve the attractiveness of the issue offer.

Green bonds do not differ from standard bonds, except for the fact that funds obtained by
the issues are dedicated to certain green projects. Rate of return of this instrument is
connected to the risk related to the uncertainty of the expected results. Risk reduction is
guaranteed by a public or international organization. If the issuer is a non-public company,
it is often guaranteed by a public entity. A common solution is the securitization involving
the separation of selected assets to the Special Purpose Vehicle (SPV). It is also possible
to award bonds with a climate certificate, which is usually equivalent to the instruments
being covered by a guarantee of a public or international unit. The green bond risk may
also be limited by the means of using a hybrid bond (Lee, Zhong, 2015). It involves
financing a number of pro-ecological investments. Thanks to the diversification of the
project portfolio, the overall risk is lower, and thus the bonds are more attractive to
investors. Yet another solution is to use the revenue bond structure. An example of such
an instrument is a carbon revenue bond (Tang et al., 2012). In addition, this investment
may be supported by the legal protection of the state in the scope of exclusivity of benefits
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or exemption from public levies. In the case of combining a diversified investment portfolio
with the structure of the revenue bond, an attractive debt instrument for long-term
financing is obtained (Mathews, Kidney, 2012).

Current research on the risk of green bonds indicates that green bonds would be less easy
to sell in panic (Atkins, 2015). Investors are more likely to be long-term traders holding
them to maturity (Schroders, 2015). However, there are mixed research results on how
green bonds perform compared to the standard ones. Some economists argue that despite
the lower liquidity in the green bond market yields and pricing of both types are the same
(Petrova, 2016). Others show that green bonds deliver a lower yield (Schroders, 2015). A
comparison of the basic characteristics of green and non-green corporate bonds with the
same ratings indicates a minor difference between those two groups of securities (Kuna-
Marszatek and Marszatek, 2017). Green bonds have slightly lower YTM value. In the context
of growing green bond market, it can be explained that investors are willing to pay the
price for being more socially responsible. A similar relationship can be observed in the case
of the issuers. Green bonds have on average a higher coupon value as well. It is worth
noting that the issuers additionally bear extra costs on labeling the bond “green”. They
also issue them for a shorter time, which allows for more flexible management of the
investor’'s portfolio. Moreover, the research results show a positive relationship between
corporate social responsibility and financial performance (in terms of return on assets,
return on equity and non/net interest income) of financial institutions being intermediaries
on green bond market (Wu and Shen, 2013). This may explain the acceptance of lower
bond yields and higher financing costs. Green bonds attract investors with additional
positive signaling effects (Tiselius and Kronqvist, 2015). Possible involvement of public
institutions further reduces transaction costs.

The geography of the green bond market is expanding and diversifying. However, it is still
concentrated to a limited number of geographies and sectors. The green bonds are still a
niche product within the broader global debt-security market, and account for a small
fraction of the overall bond market (European Commission, 2016). That is why the integrity
of the green bonds market so far remains robust. Over the last years increasing numbers
of specialized green bond funds as well as institutional investors which have intended to
increase green bond holdings could be observed. This should result in a relatively lower
volatility in the valuation of these instruments, as investors are aware of their purchase
will not sell them as often as ordinary bond buyers. However, relatively little is known
about the volatility of the valuation of green bonds in the context of changes in the broad
bond market. Volatility analysis of S&P GB Index, GPB Index and U.S. AB Index in period
2010-2015 gives evidence for time-varying volatility spill-over between the green bond
market and the conventional bond market (Pham, 2016). The green bond market’s
volatility is positively correlated with the conventional bond market. While one might find
results of Pham (2016) inconclusive for various reasons, one being time period of analysis.
Results may not be credible due to the fact that S&P Green Bond index was established in
2014, so the actual behaviour of the index is analysed only for one year. Another analysis
of yearly volatility of Solactive Green Bond Index and MVIS EM Aggregate Bond Index
shows that volatility of green bonds index grows stronger and faster that the aggregated
bonds index (Daszyfska-Zygadto and Marszatek, 2018). However, this volatility achieves
higher level than aggregated bonds index. It indicates that risk of investing in green bonds
index is slightly higher than of the aggregated one. The analysis of the sensitivity of green
bonds index for the changes of the broader conventional bonds index using estimated beta
coefficients shows that along with the development of green bonds market the Solactive
Green Bond Index reflects reactions on the changes on overall bonds market.

In the context of the above information, the problem of the risk of green bond estimation
and analysis can be formulated. The specific purpose of the investment, often based on
new, unproven technologies, will support the increase of risk. It may be additionally
increased by the lack of legislative regulations concerning a given ecological activity. On
the other hand, the involvement of a state or international institution, guarantees granted
or public issuance will mitigate the risk. Investments implemented by green bonds are in
fact socially important and cannot be subject to the same assessment as commercial
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projects. This does not mean, however, that these investments should not be assessed or
compared to commercial ventures but it is hard not to notice their uniqueness. This activity
involves an emotional charge of the investor, as it concerns the future of humanity, is
modern and innovative. Both investment funds and individual investors will take this into
account when estimating the expected rate of return. It will also determine their market
behaviour and stabilize volatility. However, the results of few studies in this area are not
consistent. They point to greater and lesser risk of investing in green bonds compared to
conventional bonds. Similar opposites are observed in the case of profitability of both
groups of bonds. The research carried out in this article is to broaden the knowledge in
that field and to contribute to finding behaviour patterns rates of returns and volatility in
green bond market.

3 Data, methodology and research results

Our study is based on the framework to model the volatility of a financial asset based on
the multivariate Generalized Autoregressive Conditional Heteroskedasticity (GARCH)
framework, a family of statistical models originally proposed by Bollerslev (1986) and Engle
(2002). That have been widely used in the literature studying the relationship between
different financial time series’ volatilities (Engle 2002; Glosten et al., 1993).

We use the sample composed of rates of returns of the following pairs of bond indices in
order to investigate the patterns of green bond market in relation to overall conventional
bond market:

e Bloomberg Barclays MSCI Global Green Bond Index Total Return Index Value
Unhedged USD (GBGLTRUU) - Bloomberg Barclays US AGG TOTAL RETURN
VALUE UNHEDGED USD

e ICE BofAM GREEN BOND INDEX (GREN) - Bloomberg Barclays US AGG TOTAL
RETURN VALUE UNHEDGED USD

e S&P GREEN BOND INDEX TOTAL RETURN (SPUSGRN) - S&P AGGREGATE BOND
INDEX TOTAL RETURN

e Solactive Green Bonds Index (SOLGREEN) - S&P AGGREGATE BOND INDEX
TOTAL RETURN

Due to the fact that not every aggregated conventional bond index has a corresponding
green bond index a selection of matching pairs was made based on the assumption of
broad representation of bonds in a conventional bond index according to sector, issuer,
class of risk and geography. This was the reason why, for example Solactive index was
matched with S&P aggregate bond index.

We used daily logarithm returns for the periods matching official launch of green bond
index with corresponding returns of aggregate bond index. A widely used technique to in
the literature studying the volatility of financial time series is GARCH, which uses an
autoregressive structure to model the conditional variance of a time series, thereby
allowing volatility shocks to persist over time (Bauwens,et al., 2006; Terasvirta; 2009)!.

One feature of the multivariate GARCH model is that it allows time-varying conditional

variances of asset returns’ as well as covariances between the returns of different assets.
This allows the analysis of the volatility structure of individual assets as well as the
interaction between various assets. In this paper, the specification of this multivariate
model consists of two components. First, returns are modeled using a vector
autoregression framework. Then, a multivariate GARCH model is used to model the time-
varying variances and covariances by analogy as in the study of Pahm (2006). In order to
find a common pattern of behaviour same analysis was conducted on a wider sample of
green bond indices, based on the list of The Green Bond Principles report (2017) we cover
four out of six existing indices of that type, missing only the ChinaBond China Green Bond
Index and ChinaBond China Green Bond Select Index that was launched in April 2016 and

! Due to limited required length of the paper equations were not included in the paper, but
are available upon request from interested readers.
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data is not available nor in Thomson Reuters Datastream neither in Bloomberg. Table 1
summarizes the descriptive statistics of the indices’ returns.

Table 1 Descriptive Statistics of All Analyzed Indices

Bloomberg

Solactive S&P
green s&P MSCI Barclays green
green aggreg ICE BofAM green
1.9844e- 7.8521e- 5.2415e- -7.2707e-
Mean 005 005 005 6.1037e-005 2.8270e-005 007
Median 0.00013806 0.00015128 6.751(;)55e— 0.00016264 6.7442e-005 5'207551&
Minimum_ -0.016462 -0.0086641 -0.016023 -0.0098160 -0.016620 -0.013850
Maximum 0.016675 0.0057227 0.016000 0.0059110 0.016466 0.014043
Std. Dev. 0.0036330 0.0017214 0.0036450 0.0019741 0.0037696 0.0032891
C.V. 183.07 21.923 69.541 32.342 133.34 4523.8
Skewness -0.19146 -0.22316 -0.21083 -0.32579 -0.18948 -0.19201
Ex. . 1.7673 0.80985 1.3658 0.89008 1.5518 1.3786
kurtosis
5% Perc. -0.0059690 -0.0027682 -0.005874 -0.0033046 -0.0063739 -0.005246
o,
g:réo 0.0058089 0.0028734 0.0059301 0.0031373 0.0060113 0.0053230
IQ range 0.0041133 0.0021299 0.0043557 0.0024371 0.0041945 0.0038501

Source: own elaboration

Among the four green indices Bloomberg Barclays MSCI Global Green Bond Index has the
highest average returns while the ICE BofAM Green Bond Index has the highest standard
deviation.

In majority of our time series of indices returns the effect of autocorrelation wasn’t found,
but in order to verify given assumptions and findings of previous studies we conducted
analysis according to indicated GARCH framework. First, returns were modelled using a
vector autoregression framework. Then, a multivariate GARCH model was used to model
the time-varying variances and covariances.

Table 2 Results of DCC Models Parameters Estimation

Index parameter Index parameter
wil 7,81E-08** 2,36E-08*
alphal  goomberg 0,0155%* 0,0166%**
betal Barclays aggreg 0,9649*** S&P 0,9755***
w2 4,03E-07 6,59E-08
alpha2 0,0284* 0,0334**
beta2 MSCI green 0,9412***  golactive green  0,9626***
corr 0,464 3*** 0,4037***
alpha 0,0991* 0,0773**
beta pair 2,31E-06 pair 0,7825%**
wl 9,17E-08%* 4,47E-08*
alphal  pioomberg  0,018206%** 0,018%**
betal Barclays aggreg 0,959738*** S&P 0,9677***
w2 2,11E-07 1,83E-07**
alpha2 0,034484** 0,0283***
beta2 ICE BofAM green 0,950545***  SgP green  0,9551***
corr 0,390307*** 0,4271%**
alpha 0,060336* 0,0574%*
beta pair 0,796452*** pair 0,794 3***

Source: own elaboration
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Table 2 shows results of DCC model estimation. The conditional standard deviations for
each individual series and the conditional correlations among the series were estimated
using the DCC model as proposed by Engle (2002). Compared to other models, this model’s
flexibility in modeling time-varying conditional correlations has clear computational
advantages as it allows for the estimation of very large correlation matrices (Pahm 2016).

It indicates that majority of parameters for the indices are statistically significant. It also
shows that conditional correlation average that is statistically significant for each pair is
the highest for Bloomberg Barclays aggregate index and Bloomberg Barclays MSCI green
bond index and the lowest for the pair of ICE BofAM green and Bloomberg Barclays
aggregate index. Figure 1 plots daily formulation of conditional correlation.

Results show that conditional correlation of all green bond indices tends to circulate around
0,4 with minor periodical changes. That indicates that in case of every green bond index
risk of investing is similar and rates of returns are positively correlated to conventional
bonds indices. What is more we can initially state that shocks from conventional bonds
markets are not being transmitted to green bond market. In times, for few days’ periods,
green bonds indices show negative correlation with conventional bonds, especially visible
for each of the analysed indices during spring of 2016, presumably due to the Brexit vote,
which was a big shock for the capital markets.

Figure 1 Conditional Correlation of Analyzed Indices
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conditional correlation
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Source: own elaboration

While regression analysis for each green bond index shown that daily rates of return are
explained with statistical significance by rates of return from previous day (-1 day) of the
index and of the conventional bond index, only in the case of Solactive green bond index
results were also depended on the rates of return from three days before, but not for two.

4 Discussion of results and conclusions

Our findings shed additional light at the previous research results in the scope of risk
analysis of green bonds. Even though we chose similar method of analysis as other authors
(Pahm 2016), the GARCH effect wasn’t found in the majority of pairs of indices. It's worth
noticing that green bonds indices are positively correlated with conventional bond indices
and conditional correlation tends to maintain the average lever of 0,4 in the whole sample.
However, they do not transfer violent changes from the conventional bond market. This
combination of a positive general correlation with less sensitivity makes green bonds a
very attractive instrument. Especially for investment funds that will be able to participate
more in financing pro-ecological investments. From our research it stands out that changes
in green bond indices rates of return do not impact changes in overall bond market indices.
But this effect works in the opposite direction. This seems to be due to the much smaller
size of the green bond market compared to traditional bonds. It also increases the
attractiveness of these instruments, that apart from financial advantages can also play an
important role in sustainable development of economies. We plan to further investigate
the relationships due to the fact that GARCH analysis results weren't satisfactory.
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Abstract: This paper aims to show the importance of one part of financial literacy that
causes most problems in the Czech Republic. According to the latest data, there is quite a
lot of Czech overindebted - they borrowed too much money, lost jobs, found a very
inconvenient loan, etc. Those people were not able to analyze their financial situation in
the broad context of having a loan. As we know from the start of last big financial crisis
risky loans (e.g., Mortgages) can cause a worldwide problem. In general people with lower
levels of debt, literacy tends to transact in high-cost manners, incurring higher fees and
using high-cost borrowing. Due to the New Consumer Credit Act from 2016, there was
expected a change in the loan amounts and risk. It is too early to judge the impact of that
act, but we can see a basic tendency that shows us people are still willing to go in debts.
This makes debt literacy still very important as there are many overindebted people in the
Czech Republic.

Keywords: financial literacy, debt literacy, indebtedness, mortgages
JEL codes: D11, D12, D14, D18, D91, G21

1 Introduction

As there is a lot of attention to financial literacy in media during the last few years, people
started to be more aware of the importance of this term. It has also been included into
compulsory education in elementary schools and high schools too. We have to wait for the
real results of this change in education, but we can see what is happening now in the
financial market in the Czech Republic. We can use the data from the Ministry of Finance
judging these abilities of the Czech Republic inhabitants. In 2010 and 2015, the Ministry
of Finance measured the level of financial literacy of the adult population of the Czech
Republic. This survey has become part of the global measurement together with the other
dozens of countries of the Organization for Economic Co-operation and Development
(OECD). The result was that Czech has in general “good awareness of financial products.”
That seems to be very optimistic. But on the other hand, Almost a tenth of Czechs over
the age of 15 have some property seizures. In total, there are 863,000 people and about
31,000 in the last year. What is a key problem in this area is called “debt literacy,” an
important component of overall financial literacy? Debt literacy refers to the ability to make
simple decisions regarding debt contracts, applying basic knowledge about interest
compounding to everyday financial choices (Lusardi and Tufano, 2009). People can have
quite good knowledge of financial products, where is the best basic private bank account,
etc. But people can be completely unaware of what can happen when they finance their
money deficiency by a loan. People with lower levels of debt literacy tend to transact in
high-cost manners, incurring higher fees and using high-cost borrowingLatest data about
Czech indebtedness shows that some of the people are suffering to overindebtedness.

2 Methodology and Data

In this paper, there is used latest biggest financial literacy survey from the Ministry of
Finance judging these abilities of the Czech Republic inhabitants. In this survey, there were
a few questions regarding also debt literacy. Most important one was taken in this research.

The data about the debts, indebtedness, and overindebtedness were taken from quite new
and very useful Map of Property Seizures which clearly show the distribution and
seriousness of indebtedness in the Czech Republic.
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Almost a tenth of Czechs and Czechs over 15 have some property seizures. In total, there
are 863,000 people and about 31,000 in the last year. The number of people in property
seizures grew 3.4 percent a year, despite record low unemployment and rising wages in
the Czech Republic. Even higher salaries and the fact that people have jobs do not help
them get out of the debt trap. Only interest and penalties are paid, not the principal of the
loan. Half of the people owe less than 10,000 crowns. Most of the claimed sums are mainly
costs. The average principal amounts to CZK 65,000. Three or more property seizures have
almost half a million people. A total of 151,000 people over 15 have over ten property
seizures. It's about 10,000 people between 18 and 29 years old and about 6,000 seniors
over 65 years old. 90 percent of property seizures are unenforceable.

The amount of property seizures changes across the Czech Republic as we can see in Figure
1. There is an obvious connection to others social problems like unemployment but
especially in such interconnected issues is the debt literacy crucial.

Figure 1 The Map of Property Seizure in the Czech Republic (2017)

Source: Map of Property Seizures http://mapaexekuci.cz/index.php/mapa-2/

Some property seizures encompassed by so-called unsuccessful property seizures for the
entire duration of court bailiffs. This includes, for example, property seizures for which
insolvency proceedings are conducted, so that the property seizure of the proceedings
cannot be executed for that reason alone.

The number is so high, among other things, because there is no effective tool to stop these
unsuccessful property seizures. It is necessary to simplify the termination of such property
seizures even without the creditor's consent so that the whole system is cleared of these
proceedings. After the start and implementation of this process, the number of both
mandatory and some proceedings will be several times smaller.

The demotivating factor is that social benefits are calculated by net wages, without
deduction of property seizure. People in property seizure often do not reach different types
of support, though they are entitled to it because of the actual amount of income. In the
Czech Republic, there is also no court fee for executing the property seizure, which,
according to experts, leads to abuse of the system. The creditors, in their view, use the
property seizure as a free repository of unpaid receivables.

The negative development of the over-indebtedness situation mainly affects the debt cycle.
It is proven that people in debt traps do not realize their full economic potential. There is
also the negative impacts on their physical and mental health and the enormous burden
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on the social system. An estimated two million property seizures of paralyzed Czechs -
including family members - are not what the Czech Republic needs.

3 Results and Discussion

When we use the latest data from the Ministry of Finance most of the population (79%)
would not take credit to pay for Christmas gifts as we can see in Figure 1.

Figure 2 Willingness to Take Credit Under Certain Conditions (n = 1000, data in%)

Without an answer I
Do not know
The credit would definitely not take

The loan would not have been taken

The loan would only be taken if he had a
repayment

The loan would have been taken, even if the
amount of the repayment was on the edge...

0 10 20 30 40 50 60
Source: Ministry of Finance (2016)

This seems to be very positive, but according to the latest data a lot of Czechs are indebted
and suffer from overindebtedness.

Very important is the approach of people to the troubles with repaying. We can see in
Figure 3 that most of the people (59,4%) would inform the creditor about late payment.

Figure 3 Informing of Creditor when Borrower Cannot Repay on Time (n = 1000, data
in%)

Do not know _ 20,8
Without answer - 6,9
0

10 20 30 40 50 60 70

Source: Ministry of Finance (2016)

88



The reasons why people would inform the creditor about late payment are in Figure 4 and
it is just politeness, the effort to agree on what to do or just trying to avoid some big
issues. People mostly want to protect themselves, and that is responsible.

Figure 4 Why Inform the Creditor that Borrower Cannot Repay on Time (n = 1000, data

in%)
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Source: Ministry of Finance (2016)

The sample was also tested if they have had any repayment issues in the past — most of
the people from the sample did not have any repayment issues as shows Figure 5.

Figure 5 Repayment Issues (data in%)
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Source: Ministry of Finance (2016)

85% of people have no problems with timely payment of their obligations. In 2010 it was
80%. We can see progress here. People who have had problems with repayment in the
past most often report that they have tried to pay the debt as quickly as possible (54%).
14% of people solved the problem with another loan. If these people got into the same
situation now, 19% of them would be trying to debt what makes the fastest payment. 13%
would have taken another loan. It is a visible change in the behavior - most of the people
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tried to repay their debts, but in the future, they would do something else (22% of the
people said “Other solution”). We can see people were responsible in the past, trying to be
without debts but in the future, they would find some other, unknown solution.

In the past, most of the people (54%) wanted to pay the debt as soon as possible as it is
clear in Figure 6. That is very rational and responsible solution.

Figure 6 What Have Respondents Done in the Past (data in%)
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Source: Ministry of Finance (2016)

What seems quite problematic is the reaction showed in Figure 7 of the people in theoretical
repeating of that situation. Just 21% would pay as soon as possible again. Alarming is the
fact that 23% of respondents did not know what to do in that situation. That means that
they could probably just leave it and would not care about that issue - that is the worst
possible solution because they can get very easily to property seizure.

Figure 7 Theoretical Situation: Problems with Repayment (data in%)
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For taking a loan, in general, is important to know some financial terms, especially annual cost

percentage rate. From the sample, just 37% of people knew what it means as it is shown in Figure
8.

Figure 8 Knowledge of Annual Cost Percentage Rate (data in%)
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Source: Ministry of Finance (2016)

Last Figure 9 shows that 58% of people from the sample knew what annual cost percentage

rate means, so it is clear that a lot of people just do not know what can be hidden in a
loan.

Figure 9 Definition of Annual Cost Percentage Rate (data in%)
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Source: Ministry of Finance (2016)

The European Union has approached the regulation of the relationships of financial market
participants with the consumer, in particular as regards the provision of loans earlier. These
regulatory measures have been reflected in the Czech Republic, among other things, in the
adoption in 2010 of Act No. 145/2010 Coll., On consumer credit. However, since December
2016, completely new legislation is in force, which is Act No. 257/2016 Coll., On Consumer
Credit. This law covers all types of consumer credit, ranging from classic cash loans, credit
cards, mortgage purchases to mortgages and other loans that are not covered by the
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Consumer Credit Act (i.e., housing loans and so-called micro-loans). The Consumer Credit
Act will thus in the future represent a comprehensive adjustment of the retail credit
products distribution. Besides the product area, the law also unifies the institutional
elements of regulation, among others, establishes uniform conditions for obtaining a
business license in the credit sector, regulates the process of registration of regulated
entities and supervising them, or defines uniform rules for the verification of expertise for
persons acting with consumers.

There was an expected change in the increasing trend of property seizure because of
overindebtedness 2016 due to the change in credit legislation effective from 1 December
2016. New Consumer Credit Act should make it more difficult to trick the consumers with
inconvenient loans. We can compare the trend in (usually) the biggest loan that is taken,
a mortgage.

Table 1 Number of New Mortgages in the Czech Republic

2014 2015 2016 2017
Number of Mortgages 40 019 47 489 60 013 47 952
Source: Czech National Bank

The introduction of the Consumer Credit Act was fully reflected in mortgage lending
procedures in 2017. The rules and procedures for granting mortgage loans are now much
stricter and more transparent for clients. The two-fold increase of the CNB's two-week repo
rate, together with the tightening of maximum LTV requirements, contributed to the
reversal of the mortgage rate trend. However, the rise in interest rates last year was not
dramatic.

Table 2 Total Household Debt (in CZK million), 30.4.2018

Value A year ago Change
Consumption 287 074.00 272 470.70 5.36%
Accomodation 1179 255.40 1 085 616.30 8.63%
Other 161 287.50 156 276.90 3.21%

Source: Czech National Bank

From Table 2 we can assume people still want to take on more loans. Now, there is a
positive economic situation in the Czech Republic - as we have very low unemployment,
minimal wages are rising and also other wages. In this situation is the debt literacy the
most important. It should protect people who have taken a loan also against situations
that can come in not such a positive economic situation (like an economic crisis).

4 Conclusions

This paper showed the importance of debt literacy as a special part of financial literacy that
is crucial for the everyday life of the people. Financial literacy is important as a sum of
knowledge, but it is different knowing how to safe few Czech crowns by choosing a cheaper
bank account then knowing how to protect yourself against the inability to pay your debts
and what to do in that situation. People should have the skill of reason to debt. The debt
should not be stigmatized but rationally drawn. Financial literacy is focused on the price of
the loan (knowledge of financial mathematics), debt literacy is focused more on the risk of
the loan (knowledge of the law consequences). Debt literate person should know the
strategies of individual lenders, the different mechanisms that generate profit. The debt
literate person should also be able to make sense of this knowledge in a responsible and
responsible manner, and he/she should be able to recognize unfair practices. To be able to
defend himself. Be able to find help in such a situation According to available and latest
data; financial literacy is improving (when we compare big surveys from 2010 and 2015
made by Ministry of Finance). Debt literacy questions were answered very often in an
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uncertain way - it is clear that people are struggling with this field of financial literacy.
Data about rising property seizure levels suggest the same conclusions.
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Abstract: In the paper, we analyze the pattern of currency co-movement and document
the impact of global currencies (USD, EUR, GBP, JPY) on selected minor ones. The
investigation of linkages in the currency market is more complicated than it is in the case
of capital markets. The reason for this is that the analysis of co-movement between two
currencies requires the consideration of exchange rates which are always calculated against
a third currency. The choice of this third currency certainly influences the results of
comparison. There prevails an opinion that the pattern of the co-movement in the currency
market is significantly driven by the relative influence of the global currencies, mostly the
US dollar and the euro, but to some degree also by the British pound and the Japanese
yen. In the paper, we examine the dynamics of strength and areas of this influence in the
global currency market during the period 2011-2018. We pay special attention to the
changes in the pattern caused by the European debt crisis and the UK decision about Brexit.
The dynamics of the linkages is modeled by means of Markov regime switching copula
models, and the strength of the linkages is described using dynamic Spearman’s rho
coefficients and the dynamic coefficients of tail dependence.

Keywords: exchange rates, global currencies, minor currencies, linkages, copula, Markov
regime switching, tail dependence

JEL codes: G15, F31, C58, C32

1 Introduction

In the paper, we show to what degree the selected minor currencies : AUD, CAD, CZK,
CNY, INR, KRW, PLN, TRY, ZAR, representing different parts of the world, co-move with
some major currencies (USD, EUR, GBP, JPY). To describe the dynamics of linkages in
currency market, we model the dependence between exchange rate returns using dynamic
copula models. This allows us to apply dependence measures which are better suited to
quantify dependence in the case of nonelliptical joint conditional distributions and take into
account dependence between extremes.

Currencies are an important class of assets. The mechanism of currency comovement is
essential for diversifiability of currency exchange risk, which occurs during cross-border
investments and trade. However, the analysis of co-movement in the case of currency
markets is more complicated than it is, for example, in the case of capital market. The
specificity of this problem is connected with the fact that examining the linkages between
currencies, one has to use exchange rates which are always against some third currency
(usually the American dollar or the euro). Naturally, the results of the analysis essentially
depend on the choice of this third currency. Despite this difficulty and the fact that the
exchange rate fluctuations are subject to different shocks, it seems to be possible for some
currencies to find patterns of dependence indicating that they can co-move in a predictable
way.

In the paper, we analyze the phenomenon of the co-movement of a minor currency with a
major one, against other major. Our choice of the considered major currencies is done on
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the basis of opinions by practitioners and researchers. It is clear that the USD and the euro
are the most important, global currencies but the British pound and the Japanese yen play
a significant role in the currency market as well (Angeloni et al., 2011).

The concept of modeling currency co-movement we use in this paper goes back to Eun and
Lai (2004) and Eun at al. (2013). The core of it is the following observation: if a minor
currency XYZ is driven by a major one, say USD, then for an alternative major currency,
say EUR, the exchange rates XYZ/EUR and USD/EUR, co-move very closely. To support
this, the above mentioned authors use some linear models. Doman and Doman (2010,
2014, 2017) pointed out that the linear approach may be insufficient to describe the
complex dynamics of dependence in the contemporary financial market, and used copulas
to get a deeper insight into the structure of linkages.

In the first part of our analysis we determine the impact of the euro and the USD on each
of the 11 considered currencies. In the second part, we show to what degree each of the
minor currencies co-moves against the US dollar with the euro, British pound, and
Japanese yen. The aim of the investigation is to describe the dynamics of dependence and
possible changes in the pattern of linkages in the currency market taking into account the
European debt crisis and the UK decision about Brexit.

2 Methodology and Data

The linear correlation still plays a role in financial theory. This tool for measuring
dependence between financial returns is, however, appropriate only in the case of
multivariate normal or, more general, elliptical distributions (e.g. multivariate Student’s t
distribution). Yet, observed asymmetries in one-dimensional marginal conditional
distributions as well as in the conditional dependence structure imply that join conditional
distributions of financial returns mostly are not elliptical (see e.g. McNeil et al., 2005).
Because of that, modeling the returns using standard multivariate GARCH models
(Bauwens et al., 2006) may be unfounded. Instead, employing dynamic copula-based
dependence models, which allow to model dependence structure separately from univariate
marginal distributions, can be a better solution.

A bivariate copula is a function C:[0,1]x[01] —[0,1] from the unit square to the unit interval

that is a distribution function whose marginals are standard uniform (McNeil et al., 2005).
If X, and X, are random variables with joint distribution function F and marginal

distributions F, and F, then, by a theorem by Sklar (1959), the following decomposition
holds:

F(xy)=C(R(x).,F,(y)- (1)

Formula (1) shows that the joint distribution function splits into the marginals and a copula.
Thus a copula can be seen as the dependence structure between X, and X, .

If F, and F, are continuous, the function C is given by the formula

Cu ;) = F (R (). F ), 2
for u,ve[0,1], where G (u) =inf{x: G(x) >u}. In that case, C is called the copula of X, and
X, orof F.
The simplest copula, which corresponds to independence, is defined by

C'u,v)=uv. (3)

In this paper we also apply the Gaussian (normal), Student, Joe-Clayton, and rotated Joe-
Clayton copulas. They are defined by as follows:

Co* (U, Uuy) =@ (@7 (uy), @' (uy)), (4)
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C;fuvdem(uvuz):tp,v (t;l(ul)’t;l(uz))r (5)
Cl Uy Up) =1- (- (- @-u,)*T7 + - L-u,) T7 =) 7 '™, (6)

C’g’;c_r%(ul,uz):uz_cifc A-uy,u,), (7)

Ve

where in (4) (Dpdenotes the distribution function of a bivariate standardized Gaussian
vector with the correlation coefficient p, and @ stands for the distribution function of the

standard normal distribution. Similarly, tp’V in (5) denotes the bivariate Student ¢

distribution function with v degrees of freedom and the correlation coefficient p, and {,
stands for the univariate Student t distribution function with v degrees of freedom. The

parameters in the Joe-Clayton copula (6) satisfy the conditions: k >1, 7>O. This copula,
also called the BB7 (Joe, 1997), is capable of modeling asymmetric dependence structures
and, in particular, asymmetric dependence between extreme events. The rotated Joe-
Clayton copula is a version of the Joe-Clayton copula that models negative dependence.
Spearman’s rho for variables X, and X, with marginal distribution functions F, and F,
can be defined as

Ps (X1, X,) = p(F (X)), F,(X,)), (8)

where pdenotes the usual Pearson correlation. This is a dependence measure, which
depends solely on a copula linking X, and X, . When C is the copula of X, and X, , then
Ps (X, X,) = pc =12 HZC(Ulvuz)dulduz (9)

[0.1]
(Nelsen, 2006). From the definition of a copula it follows that if C,and C, are copulas then
for any 0<a <1 the function C=aC, + (L-a)C, is also a copula. Thus, formula (9) implies
that in such a situation the following holds for the corresponding Spearman’s rhos:

Pc=apc +(1-a)p, . (10)

We model the joint conditional distribution of bivariate returns assuming that there can be
three regimes in each of which a fixed copula describes the dependence structure, and the
regime switching is driven by some Markov chain (cf. Garcia and Tsafack, 2011). Thus, in
the applied Markov switching copula (MSC) model the conditional distribution of the vector

r,=(r.n,), t=LK,T, has the following form
Qe ~ Cs( (Fl,t (), For (01Q), (11)

where €, denotes the up to time t information set, r,, |Q._, ~ F,, i=12, and S, is a

homogeneous Markov chain with state space {l,2,3}. The parameters of the MSC model
(i.e. those of the univariate ARMA-GARCH models for the marginal distributions, of the
copulas C,, C, and C,, and the transition probabilities p; =P(S, =[S, =i)) are estimated
by the maximum likelihood method. The main by-products of the estimation, which are

used to construct time-varying conditional dependence measures, are the conditional
probabilities P(S, = j|Q,,), P(S, =]|Q,)and P(S, =j|Q;) (Hamilton, 1994).

We analyze the dynamics and strength of the impact of a major currency on a minor one
using the idea proposed by Eun and Lai (2004). This idea consists in an observation that
when a minor currency XYZ is driven, for instance, by the US dollar then the exchange
XYZ/EUR and USD/EUR co-move very closely. In the opposite case, i.e. when the XYZ is
influenced by the euro, the exchange rates XYZ/USD and EUR/USD show strong
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interdependence. The aim of our analysis is to determine to what degree each of the
considered minor currencies co-moves with a major one against another major. The first
part of the analysis concerns the competitive influence of the US dollar and the euro on
the currency market. In the second part, we show to what degree each of the considered
minor currencies co-moves with the euro, British pound, and Japanese yen, examining the
corresponding exchange rates against the US dollar.

The analysis presented in the paper is based on the percentage daily logarithmic returns
of exchange rates. The period under scrutiny is from January 3, 2011 to March 30, 2018
(1878 observations). The steps of the analysis were as follows. First, to each of the
investigated return series a univariate ARMA-GARCH model was carefully fitted. It is worth
mentioning that in the case of the exchange rates of minor currencies against major ones
the standardized innovations of fitted models mainly followed skewed Student’s t
distributions (Laurent, 2013) with diverse degrees of freedom. This precluded from using
standard multivariate GARCH models, and justified applying dynamic copulas.

The MSC models were fitted to the transformed ARMA-GARCH standardized residuals by
the maximum likelihood method. We tried to apply at most 3 regimes, and copulas from
various families. Our final choice is the effect of taking into account the obtained values
of the information criteria and, where applicable, the results of the performed likelihood
ratio tests. All the calculations were done using G@RCH 7.0 package (Laurent 2009) and
the MATAB software. Due to space limitations, we do not present here the obtained
parameter estimates. Instead, we show estimates for the dynamic smoothed Spearman’s
rho coefficients. They were calculated by the formula

3
po=2 PP, =i|Q;), (12)
i=1
where p(i) is Spearman’s rho for the copula prevailing in regime i.

3 Results and Discussion

Eun and Lai (2004) consider trade pattern, financial integration, colonial heritage and
geographical location to be the main factors determining the pattern of currency co-
movement. This allowed us to formulate some conjectures concerning the future results.
For example, we expected that the PLN, CZK, TRY and GBP were linked with the euro; the
CAD, KRW and JPY with the USD; and the INR and ZAR with the GBP.

Although in the second part of our analysis we consider the GBP and JPY as major
currencies, the knowledge about their co-movement with the USD and euro is necessary
to understand their impact on minor currencies. Figures 1 and 2 show the estimates of
dynamics Spearman’s rhos for the GBP and JPY, respectively.

Figure 1 Dynamic Spearman’s Rhos for (GBP/USD, EUR/USD) and (GBP/EUR, USD/EUR)
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Source: authors

The plots presented in Figure 1 show that the British pound alternately co-moves with the
euro and US dollar. This supports a common opinion that the GBP should be considered to
be one of major currencies. Another pattern is visible for the Japanese yen (Figure 2) -
high values of Spearman’s rho indicate strong linkages with the USD.

Figure 2 Dynamic Spearman’s Rhos for (GBP/USD, EUR/USD) and (GBP/EUR, USD/EUR)
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Table 3 Co-movement of Minor Currencies with the USD against the EUR and with
the EUR against the USD (copulas: N = Gauss, t = Student, P1 =11, JC = Joe-Clayton)

Minor
with the USD against the EUR with the EUR against the USD
currency
Spearman’s rho from 0.3302 to 0.6576; Spearman’s rho from 0.0011 to 0.7187;
strong dependence (rhos about 0.65) strong dynamics of dependence driven by
GBP until the end of 2015 with short periods market events; occasionally no linkages.
of weaker (0.33) linkages, from 2016 .« N-N-
Model: N-N-PI
stable level of Spearman’s rho about 0.3.
Model: N-t
Spearman’s rho from 0 to 0.8666; during Spearman’s rho from 0.1477 to 0.5362;
almost all of the analysed period strong negative dependence during the European
linkages (rho greater than 0.6), very debt crisis and about the British
JPY short periods of independence. referendum concerning Brexit ; from 2014
Model: N-N-PI mostly stable level of Spearman’s rho
(about 0.5).
Model: N-t
Spearman’s rho from 0.1268 to 0.4914; Spearman’s rho from 0.0006 to 0.6734;
weak linkages at the beginning of the the highest values at the beginning of the
AUD analyzed period (until August 2012) and analyzed period (until September 2012)
during the British referendum concerning and during the British referendum
Brexit. concerning Brexit.
Model: N-t Model: N-N-PI
Spearman’s rho from 0.3427 to 0.6584; Spearman’s rho from 0.1642 to 0.6248;
an increase in the strength of linkages in generally weak linkages (rhos about 0.2)
CAD April 2012, in 2011 weak linkages with short periods of increase, among
(probably the remnants of the subprime others, after the British referendum
mortgage crisis). concerning Brexit.
Model: N-t Model: N-N
Spearman’s rho from 0.0018 to 0.4077; Spearman’s rho from 0 to 0.5191; stable
CNY strong dynamics of linkages with level of Spearman’s rho until June 2012,

intensive fluctuations.

then strong dynamics of linkages with
intensive fluctuations.
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Model: PI-IC

Model: N-N-PI

Spearman’s rho from -0.4462 to -0.220,
i.e. negative dependence during all the

Spearman’s rho from 0.8119 to 0.9778,
the highest values during the period 2015-

CZK considered period. 2017.

Model: N-JC_r90 Model: N-t

Spearman’s rho from 0.0036 to 0.4295; Spearman’s rho from -0.2023 to 0.1182;

regular oscilations of Spearman’s rho very weak positive depedence or negative
INR during all the considered period (March dependence (April 2014-April 2015, June

2014-March 2016). 2015, February 2016).

Model: N-PI Model: N-C

Spearman’s rho from 0.0002 to 0.2285; Spearman’s rho 0.0588;
KRW stronger linkages until May 2012, and almost independence.

then fro May to August 2015. Model: N

Model: N-PI

Spearman’s rho from -0.4764 to 0.1429; Spearman’s rho from 0.5479 to 0.8523;
PLN regular oscillation. Stable connection with regular oscilation.

Model: N-N-JC Model: N-N

Spearman’s rho from 0.2903 to 0.6908; Spearman’s rho from 0.1089 to 0.5993;
TRY short periods with stronger linkages (in strong fluctuations - sensitivity on

2012-2013; 2015, 2016, 2018). markets events.

Model: N-N Model: N-N-JC

Spearman’s rho from 0 to 0.3055; Weak Spearman’s rho from 0.1942 to 0.6961

dependence or independence (2011- The strongest linkages from May 2011 to
ZAR 2012, 2017) April  2012; regular oscilations of

Model: C-JC

Spearman’s rho during the remaining part
of the period.

Model: N-N-JC

Source: authors

In Figure 3 we present the results for the Czech koruna. There is no surprise, the koruna
is linked with the euro and exhibits no depedence with the US dollar. In the case of linkages
with the euro, the highest values of Spearman’s rho occur during the period of the
exchange rate commitment, i.e. 7.11.2013-6.04.2017 (Noerr 2017). An interesting thing
is that in the fitted 2-regime MSC model the second regime is driven by the JC90 copula.
This means that there appeared negative dependence in extreme events between the USD
and Czech koruna against the euro.

Figure 3 Dynamic Spearman’s Rhos for (CZK/USD, EUR/USD) and (CZK/EUR, USD/EUR)
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The results of the first part of our analysis indicate that the CZK, PLN, TRY and ZAR belong
to the euro area of influence. The impact of the USD on the CAD, CNY, INR, KRW and JPY
is clear.

The aim of the second part of the analysis is to determine with which of the three major
currencies (EUR, GBP, JPY) each of the considered minor currencies co-moves against the
US dollar. In Figure 4 we present the results for the Indian rupee. One can see that the
linkages with the GBP are the strongest, though the observed values of Spearman’s rho
are not very high (0.06-0.35). The plots presented in Figure 5 combined with the results
in Table 1 clearly indicate that the Polish zloty strongly co-moves with the euro.

Our results show that, considering co-movement against the USD, we can divide the
investigated minor currencies into four groups. The directions of movements of the CZK,
PLN, TRY against the USD are concordant with the behavior of the euro. The AUD and CAD
co-move with the euro and GBP with similar intensity. The INR and ZAR seem to be
connected with the GBP. Surprisingly, we do not observe any significant linkages of the
analyzed currencies with the JPY. The KRW and CNY are not linked with any of major
currencies.

Figure 4 Dynamic Spearman’s Rhos for (INR/USD, EUR/USD),
(INR/USD, GBP/USD) and (INR/USD, JPY/USD)
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Figure 5 Dynamic Spearman’s Rhos for (PLN/USD, EUR/USD),
(PLN /USD, GBP/USD) and (PLN /USD, JPY/USD)
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4 Conclusions

The investigation of linkages in the currency market is more complicated than it is in the
capital market case. The reason is that the analysis of the co-movement of two currencies
requires the consideration of exchange rates which are always calculated against a third
currency. The choice of this third currency certainly influences the results of comparison.
In the paper, we showed to what degree some selected minor currencies representing
different parts of the world (AUD, CAD, CZK, CNY, INR, KRW, PLN, TRY, ZAR) co-move
with some major currencies (USD, EUR, GBP, JPY). We describe the dynamics of linkages
in the currency market by means of Markov switching copula models. In the first part of
our analysis we determine the impact of the euro and USD on each of the 11 considered
currencies. For the CZK, PLN, TRY and ZAR, the dominating currency is the euro, and the
remaining currencies are in the USD area of influence. The second group of our results
deals with the co-movement against the US dollar. We find that the CZK, PLN and TRY co-
move with the euro against the USD, and the AUD and CAD co-move with the euro and
GBP with similar intensity. The INR and ZAR seem to be connected with the GBP. We did
not observe any significant linkages of the analyzed currencies with the JPY. The dynamics
of linkages is sensitive on market events. The impact of the British decicion concerning
Brexit is visible but short-lived.
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Abstract: In the present paper we deal with the insurance of motor vehicles in small and
medium-sized enterprises. We deal with legal aspects of insurance of motor vehicles, we
characterize this type of insurance in the Slovak Republic. We analyze in more detail the
compulsory contractual liability insurance for motor vehicle damage, as well as emergency
insurance. We analyze the insurance of motor vehicles in the selected small business. In
the last part, we deal with the development of motor vehicle insurance, problems in motor
vehicle insurance and trends in motor vehicle insurance in the Slovak Republic.
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1 Introduction

Every entrepreneur works with different risks. The risk arising from business activities can
be eliminated or reduced to an economically acceptable rate by applying appropriate
measures. The negative consequences of risks can be reduced by the entrepreneur by
transferring them to another entity operating on the financial market - to a commercial
insurance company. One of the most frequently encountered risks that threatens small and
medium-sized businesses is the risk of damage to, destruction or theft of a motor vehicle
and damage caused by the operation of a motor vehicle. Therefore, this paper deal with
the insurance of motor vehicles in small and medium-sized enterprises.

The market economy system (market economy) is a system in which the solution of the
basic questions of the organization of the economy is in the hands of individuals. These
decisions are made based on a price mechanism and the interaction of demand and supply.
The market economy is based on a system of free enterprise and free competition (Lisy,
2016).

At present, we understand insurance as a normal part of modern life. Without insurance,
many areas of today's society and economy could not function properly. The insurance
industry provides coverage of economic, climatic, technological, political and demographic
hazards, making it easier for individuals and businesses to live in business, innovation and
development. A dynamically developing insurance market positively affects the economic
growth (Grmanova, 2015).

Importance of insurance can be assessed both in terms of insured business and citizens,
as well as in terms of the whole society (Grmanova, Hostak, 2016). For businesses,
insurance stabilizes their economic level and affects the economic outcome. It allows the
distribution of costs for business entities and the reduction of large costs in case of
unforeseen events. In the event of adverse events that are the subject of insurance, the
losses of business entities will moderate and thus stabilize their economic situation
(Cejkova, 2013).

102


mailto:michal.fabus@vsemvs.sk
mailto:viktoria.cejkova@vsemvs.sk

2 Methodology and Data

In our papers, we characterize the insurance, its significance and its breakdown, as well
as the insurance products of the obligatory contractual liability insurance for the damage
caused by the operation of the motor vehicle, and the accident insurance of the vehicle.
We will highlight the development of motor insurance in a small enterprise, and their
application in this insurance in the selected SME. Also, problems and trends related to
insurance of motor vehicles and the anticipated development of insurance of motor vehicles
in the Slovak Republic. At the same time, we emphasize the importance of motor vehicle
insurance for small and medium-sized businesses, such as mandatory contractual liability
insurance and the possibility of reducing economic loss in the event of motor vehicle theft
or the impact of a motor vehicle caused by the businessman himself.

The methods of description, analysis, synthesis, deduction and comparison will be applied.

Based on data from selected private company on the development of premiums and claims
paid and received in the period of 2008-2017 we analyze economic outcomes of motor
vehicle insurance. According the data we can see the difference between paid premiums
and received claims, which are positive form economics point of view.

3 Results and Discussion

Commercial insurance companies in the Slovak Republic provide insurance for motor
vehicles that cover several risks - the risks associated with the operation of the motor
vehicle and with the ownership of the motor vehicle. Damage caused by the operation of
a motor vehicle covers compulsory contractual liability insurance for damage caused by
the operation of a motor vehicle. Damage that arises on a motor vehicle, his theft is
covered by accident insurance, also called KASKO insurance.

A motor vehicle may cause damage while operating, and at the same time damage to the
motor vehicle may occur. In the case of insurance against risks related to the motor
vehicle, the following insurances were incurred: compulsory contractual liability insurance
for damage caused by the operation of a motor vehicle, and accident insurance - KASKO.

In terms of insurance classification, we may be required to make compulsory liability
insurance for damage caused by the operation of a motor vehicle, also referred to as
"compulsory contractual insurance" or "CCI". Under Section 822 of the Civil Code of
Liability Insurance, the insured person has the right to insure the insurer, in the event of
a claim, to compensate him under the insurance conditions for damage to which the insured
person is liable. The insurer pays the refund to the injured party; however, the injured
party has the right to be paid by the insurer, unless otherwise provided in the special
regulations.

Obligatory contractual insurance is legislatively regulated in the Act of the National Council
of the Slovak Republic no. 381/2001 Coll. on compulsory contractual insurance for liability
for damage caused by the operation of a motor vehicle and on the amendment and
supplementation of certain laws.

The motor vehicle is a self-propelled vehicle as well as a non-self-propelled vehicle for
which a vehicle registration certificate, vehicle technical certificate or a similar license is
issued.

The obligation to conclude an insurance policy in a domestic motor vehicle is the one who
is the holder of a motor vehicle registered in the vehicle or the person who is registered in
the vehicle documents as the person to whom the motor vehicle has been transferred in
other cases the owner of the motor vehicle or its operators. If a rental contract is concluded
on a motor vehicle with the right to purchase a leased property, the lessee has the
obligation to conclude the insurance contract. Liability insurance applies to anyone who is
responsible for the damage caused by the operation of the motor vehicle covered by the
insurance contract.
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The insured has the right to insure liability for the insurer to compensate for the damaged
and proven claims, namely: damage to health and the cost of death, damage caused by
damage, destruction, theft or loss of the expense incurred by the legal representation in
the exercise of claim, lost profits and others.

Compulsory contractual insurance covers the liability of the insured for the territory of the
Slovak Republic and the territory of the states with which the Slovak Republic has
concluded an agreement on the mutual settlement of claims for damages. These countries
are listed in the green card. An insurer for compulsory contractual insurance issues the
insured insurance certificate (white card) and a green card. The white card proves the
liability insurance in the territory of the Slovak Republic, the green card is an international
document on the validity of the insurance abroad. In countries not listed in the green card,
insurance is required when entering the country border insurance.

After the occurrence of the damage event, the insured is obliged to notify the insurer in
writing of the occurrence of the damage event within 15 days after its occurrence if the
damage occurred in the territory of the Slovak Republic and within 30 days after its origin,
as it originated outside the territory of the Slovak Republic.

Accident insurance is governed in the Slovak Republic by the Civil Code and insurance
conditions. The Civil Code regulates insurance contracts, the process of insurance contract
conclusion, termination of insurance, change of insurance, property insurance and
limitation.

According to the provisions of Section 806 of the Civil Code of Property Insurance, the
insured person has the right to receive a payment in the amount determined according to
the insurance conditions if the insured event relates to a matter covered by the insurance.

The conditions of accident insurance of individual insurers are quite different. Most insurers
have insurance options that offer different coverage options.

The subject of emergency insurance is the vehicle. The vehicle is most often defined as a
self-propelled vehicle as well as other non-self-propelled vehicles for which a vehicle
registration document is issued and which is subject to vehicle registration in the Slovak
Republic. The trailer is a road vehicle designed to be connected to a motor vehicle. The
vehicle at the time of insurance closure must be undamaged, in proper technical condition
and fit for operation. Insurance is most often negotiated at a new value, i.e. the amount
corresponding to the price of a new vehicle of the same type, quality, equipment without
discounts at the time of purchase of a vehicle as new in the territory of the Slovak Republic.
The territorial validity of insurance is the most common geographical area of Europe.

Insurance risks in accident insurance may be broken down by individual insurers' products.
Insurers cover the most frequent risks of accident insurance: damaging or destroying the
vehicle because of an accident, damage or destruction of the vehicle as a result of a natural
occurrence, damage or destruction of the vehicle by vandalism, theft of part or all of the
vehicle.

Assistance to accident insurance is multiple, collision avoidance with animals, windscreen
attachment and others. Motor insurance assurance services are services provided by
insurers as part of insurance free of charge. For a fee, the assistance services are usually
with a larger range of assistance services, respectively higher coverage limits. Assistance
services include a range of services that can be used by insurers within the limits and under
certain conditions of the insurer: assistance services are covered by the vehicle during the
period of compulsory insurance or accident insurance, the driver and the persons
transported by the insured vehicle are entitled to the assistance services.

Motor insurance will be monitored between 2008 and 2017 in a real company operating in
the Slovak Republic. State what motor vehicles the company used and what insurance it
had for motor vehicles. The company, a small business, is listed in the financial and
insurance activities sector. For our paper, we will call the company XY.
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In 2008, the company acquired seven motor vehicles. All vehicles were Skoda, four Octavia
and three Skoda Octavia Combi. One of the vehiclesv(ékoda Octavia) was stolen in 2009.
In 2015, the company sold four motor vehicles (two Skoda Octavia and two Skoda Octavia
Combi) and bought one Skoda Octavia. In 2016, the company bought two more Skoda
Octavia vehicles. At present, the company owns four vehicles Skoda Octavia and one Skoda
Octavia Combi. Compulsory insurance for liability for damage caused by motor vehicle
company in 2008, negotiated in the Ceskd poistoviia - Slovensko, Inc. such as fleet
insurance. The scope of compulsory contracted insurance arises from the law on
compulsory contractual insurance. The obligatory contract insurance was provided by
Ceskd poistoviia - Slovensko, a.s. assistance services. Assistance services were provided
in the event of an unforeseen event because of a traffic accident or mechanical disruption
in the countries listed in the Green Card.

From the information on the insurance of third party liability insurance company and
information on claims paid by insurers show that in the reporting period was paid by

insurance in the amount of € 7,134.11 and paid indemnity insurers in that period was
€ 6,156.78.

Figure 1 shows a graphical representation of the paid insurance by the company and claims
paid by insurers for damaged from compulsory contractual insurance.

Figure 1 Comparison of Paid Premiums and Insurance Payments of Compulsory
Contracted Insurance
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In the monitored years, the company also paid premiums for accident insurance of

€ 20,869.13. In the case of insurers, 12 insurance events were claimed from the accident
insurance, the amount of the indemnity amounting to € 27,600.65

Figure 2 shows a graphical representation of the paid insurance by the company and the
insurance benefits paid by the insurers.
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Figure 2 Comparison of Paid Premiums and Insurance Payments of Accident Insurance
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The comparison shows that the company received € 27,600.65 on insurance claims from
insurers. In total, the company paid premiums of € 20,869.13. Therefore, the company
received 32% more than insurance premiums. The fact that the company had an accident
insurance with economic benefits was due to the performance of a specific insurance event
- theft of a motor vehicle in 2009.

Every year, the National Bank of Slovakia processes the analysis of the Slovak
Financial Sector. In the section on insurance, it provides information on motor vehicle
insurance. One of the main indicators of motor vehicle insurance is a combined indicator
that expresses the loss and cost of insurance on the earned premium. Figure 3 shows a

composite indicator for compulsory contracted insurance and accident insurance for the
period 2010 to 2016.

Figure 3 Combined Indicator in CCI and KASKO Insurance
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In 2016, the combined indicator of motor vehicles continued to grow for a long time, and
by September 2016, this sector was loss-making. The net combined motor insurance
indicator was 101% (97% of the PZP, 104% of the accident insurance) as of September
2016. The premiums received did not cover the costs of claims. In the case of an estimate
of gross combined indicator, this would be 100% in the case of accident insurance and
98% in the case of compulsory contracted insurance. As a result, motor insurance
premiums do not cover insurance claims for long periods. The reasons why motor insurance
is long-term loss are long-term problems in motor vehicle insurance.

Motor vehicle insurance in practice faces several problems with which insurers and
insurances must deal with. There are some problems, insurers and insurers are bored for
years such as insurance claims, total vehicle damage or non-material damage. With some
of them, most of the insurers have already dealt with, for example, counting for wear and
tear in real damage. Some of the problems are just overdue and insurers will have to deal
with them soon, such as applying a more appropriate bonus / malus system.

4 Conclusions

The answer to the question of what development trends can be expected in motor
insurance in the coming years is not easy at all, as it is not entirely clear how the insurance
will change after legislative adjustments in the coming years. Some future things, such as,
for example, tax deduction from motor vehicles, systematic driver education, and changes
in age of driver adepts. The center of interest of the insurers, i.e. commercial insurers must
be a client and an understanding of his ever-changing needs in these motor vehicle
insurances. The introduction of new technologies will then enable personalized offers to be
provided by commercial insurance companies that take even more into account the
individual needs of clients and motorists.

Based on our data from selected private company, we can positively identify that the
company received higher paid claims then the paid premiums in the analyzed period.

Expected trends in motor vehicle insurance will include the development of digitization and
innovation, the expansion of insurance in compulsory contractual insurance and the
convergence of compulsory contractual insurance and accident insurance. In the longer
term, insurers will be faced with solving the issue of insurance vehicles.
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Abstract: It has been found that when making decisions under risk regarding positive
results (gains), people prefer lotteries with probabilities expressed as a ratio of large
numbers (eg. the chance of winning is 30 to 1000) to lotteries with equal probabilities
expressed as a ratio of small numbers (eg. 3 to 100)- it is a phenomenon called ratio bias
(eg. Denes-Raj, Epstein [1994], Reyna, Brainerd [2008]). However, since it is usually
impossible to know or to calculate probabilities of occurrence of various events, it seems
plausible to claim that most decisions made in everyday life are decisions under
uncertainty. That is why the aim of this article is to investigate people’s perception of
chances to win in a lottery under conditions of uncertainty when for the same price they
obtain fewer or more tickets (with equal prices and number of tickets obtained for all
participants). It is important to know if buying 1 ticket for 1 euro is as attractive as buying
10 tickets for the same price while the (unknown) probability of winning stays the same.
The aim will be achieved by conducting an experiment with real but non-monetary pay-
offs. Students will be given an opportunity to participate in a lottery in which one can win
additional points to their final score in a subject. In Scenario I a student will be able to
buy one lottery ticket for a small price, while in Scenario II 10 lottery tickets. In both
scenarios the number of winning tickets will be the same. Along with ratio bias theory it is
hypothesized that (with unchanged probability of winning) an increased number of tickets
sold for a specified price will effect an increased demand for the tickets.

Keywords: decision under uncertainty, lottery, expected value
JEL codes: D120, D800

1 Introduction

Every person makes hundreds of decisions every day. What to eat, when to get up from
bed, what to wear, whether or not to buy a new car, to lend money to a friend. Scientists
have shown that many of those decisions depend on the way the decision problem is
described, which is a violation of the assumption of human rationality. Framing effect, well
known in economic psychology, has been shown to influence people’s decisions made under
risk. For example Tversky and Kahnemann (1981) described a research in which the same
decision-making situation was framed positively and negatively (concentrating on possible
gains or losses), with the participants’ decisions being significantly different. One of the
manifestations of framing effect might be ratio bias effect which occurs when people judge
the possibility of occurrence of some event as more probable when its probability is
expressed in the form of an equivalent ratio of larger numbers than when it is expressed
in smaller numbers. The aim of the paper is to check whether ratio bias appears also in
decisions made under uncertainty. Definitions and difference between the notions of risk
and uncertainty are a point of interest of many researchers and were described, for
example, by Knight (1964), von Thinen (1910), Keynes (1921). Most commonly, it is
assumed that the difference lies in knowing (in the former case) or not knowing (in the
latter) probabilities of occurrence of some events or probability distribution. These
differences can be shown by using the example of a lottery. Deciding whether to play in a
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lottery in which the number of tickets and the number of winning tickets is known is to
make decision under risk. If the number of tickets is not known or it is not known how
many tickets are winning, we say we are in a situation of uncertainty. The hypothesis to
be verified in the paper is that (with unchanged probability of winning) an increased
number of tickets sold for a specified price will effect in increased demand for the tickets
because the subjects of the experiment believe that obtaining more tickets will give them
more chances to win. The hypothesis is to be verified on the basis of an experimental
result.

2 Literature review

Along with Framing Theory, Support Theory proposed by Tversky and Koehler (1994) says
that different descriptions of the same situation can lead to different values of subjective
probability. People offered home insurance against all hazards are less likely to buy this
policy than those who are offered insurance against fire, flooding, theft and other events.
If an event is unpacked into smaller parts, it seems more probable. This situation may be
caused by neglecting denominator and concentrating on the numerator, as in the case of
a jointly packed description, the nominator is 1, and with an unpacked description the
nominator increases to a number bigger than 1. In turn, denominator neglect might be a
reason for ratio bias effect. One of the first studies that revealed the existence of this
phenomenon was conducted by Miller et al. (1989). The authors asked participants what
was more suspicious a) that a child would draw a chocolate cookie from a jar in which there
were 19 oat cookies and one chocolate cookie, with the chocolate cookie being the child’s
favorite or b) that the child would draw a chocolate cookie from a jar in which there were
190 oat cookies and ten chocolate cookies. Participants on average judged a) as more
improbable. Kirkpatrick and Epstein (1992) showed (based on experimental results with
real but small payoffs) that people preferred drawing a ticket from a large pool when the
probability of winning was small and from a smaller pool when the probability of winning
was high, and reversely, they preferred drawing a ticket from a large pool when the
probability of losing was high and from a smaller pool when the probability of losing was
low. Denes-Raj and Epstein (1994) even showed that 82% of subjects made at least one
non-optimal choice deciding to draw a ticket (actually a jelly bean) from a greater pool
with a smaller percentage of winning tickets (actually red jelly beans) instead of drawing
from a smaller pool but with a greater percentage of winning tickets. Slovic et al. (2000)
demonstrated that 40% of clinical psychologists refused to discharge a mental patient from
an acute civil mental health facility when risk of violence was stated as follows: “20 out of
every 100 patients similar to Mr. Jones are estimated to commit an act of violence” and
only 20% refused to discharge the patient when risk was given as “2 out of every 10
patients similar to Mr. Jones are estimated to commit an act of violence.” Alonso and
Fernandez-Berrocal asked participants a hypothetical question which job position they
would choose to apply for themselves, and which job position they thought other people
would choose to apply for if applying for one job gave 3 to 10 probability of obtaining the
job, and in the latter case the probability was expressed as a 10 to 100 ratio. 68.6% would
choose to apply for the first position but only 48.6% of participants believed that the others
would make the same decision. 25.7% believed that from a logical perspective it was better
to choose applying for the second job. Rudski and Volksdorf (2002) surprisingly found that
the ratio bias was more prevalent for choices presented graphically than for those described
textually. Amsel et al. asked participants which choice was rational: choosing a jar with 1
to 10 or 10 to 100 probability of winning, or being indifferent between drawing from the
two jars. Only around 31% of subjects was moderately or strongly convinced that the only
rational answer was being indifferent. However, Passerini et al. (2012) argue that ratio
bias is only an experimental artefact and it decreases sharply when participants are given
the option that allows them to express the correct answer (i.e. being indifferent between
two equally probable options). In the present paper the authors describe an experimentin
which subjects made a choice under condition of uncertainty and they were not given a
choice between lotteries, with each participant choosing only how many lottery tickets to
buy. Next, the demand for the tickets in two groups (which differed in the number of tickets
obtained for a specific price) was compared. Separately, it was checked in a survey (with
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different subjects) which lottery seemed more attractive and why. However, in the survey
it was possible to say that the two lotteries were equally attractive.

2 Methodology and Data

In order to test the hypothesis stating that an increased number of lottery tickets sold for
a specific price will increase the demand for lottery tickets, and to achieve the objective
outlined in the introduction, an experiment was carried out. Further on in the paper, this
study will be referred to as an experimental study. Subjects of the experiment were
students of two universities, whose total number was 139 persons. The experiment
involved offering students to participate in a lottery in which they could win additional
points needed to obtain credit in a subject. The experiment was conducted according to
two different scenarios:

Scenario I:

As part of a scientific experiment, I'd like to offer you participation in a lottery where the
winning ticket is 21 points. Everyone of you can buy a chance of drawing 10 lottery
tickets in that you write down your first name and surname by hand on a sheet of paper
a 100 times; if anyone feels like buying lottery tickets for a multiple of 100 complete
signatures, in other words, for example, a chance to draw 20 lottery tickets from the box
for 200 complete signatures, he or she is very welcome do so. In the box from which you
will be drawing lottery tickets there will be 3 tickets which give you 21 points. The total
number of tickets in the box depends on how many tickets the entire group will buy. Now
please approach and tell me how many tickets you would like to buy. Please, make sure
your declaration is well thought-out, because your withdrawing will have negative
consequences in terms of points.

Scenario II:

As part of a scientific experiment, I'd like to offer you participation in a lottery where the
winning ticket is 21 points. Everyone of you can buy a chance of drawing 1 lottery ticket
in that you write down your first name and surname by hand on a sheet of paper a 100
times; if anyone feels like buying lottery tickets for a multiple of a 100 complete signatures,
in other words, for example, a chance to draw 2 lottery tickets from the box for 200
complete signatures, he or she is very welcome to do so. In the box from which you will
be drawing lottery tickets there will be 3 tickets which give you 21 points. The total number
of tickets in the box depends on how many tickets the entire group will buy. Now please
approach and tell me how many tickets you would like to buy. Please, make sure your
declaration is well thought-out, because your withdrawing will have negative consequences
in terms of points.

Students were informed that in order to participate in the lottery one was required to
refrain from any communication with other participants before making the decision about
the number of lottery tickets one wanted to buy. The reason for this requirement was to
make the conditions for decision-making uncertain, that is, when deciding to buy lottery
tickets, participants would not know how many tickets had already been bought by other
participants, and thus would not be able to calculate the probability of winning. Including
in the scenario the clause about negative consequences, if one should fail to commit to
“payment” for the ordered tickets, was meant to prompt students to make well-thought
out decisions. Moreover, one should note that unlike other studies concerned with ratio
bias, one did not manipulate here with the proportions of winning tickets in relation to a
larger or smaller denominator (thus, the first group was not told that there were 3 winning
lottery tickets to 100, and in the second group 30 to 1000); what was changed was the
number of chances a given person could win, while the probability of winning was the
same.

Furthermore, with a view to verifying the assessment as to which lottery seemed more
favorable, an quasi-experiment was conducted in that participants were offered a
hypothetical possibility of purchasing lottery tickets in one of the above mentioned lotteries
(Scenario I or Scenario II), that is, purchasing 10 lottery tickets for a 100 signatures, or
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purchasing 1 lottery ticket for 100 signatures (or multiples of 100). Students were
supposed to indicate which lottery they would like to participate in and in addition, they
were to provide a rationale for their choice. The objective was to collect information on the
evaluation of attractiveness of those lotteries, and, first and foremost, the information on
the motives which guided people in their evaluation of attractiveness. This study was
conducted on 142 people, who were not the same as those who were subject to the
experiment described earlier. This afforded the possibility to define which lottery
participants would choose and which they would find more favorable.

3 Results and Discussion

139 people participated in the experiment. Table 1 presents the results of descriptive
statistics for the experimental study conducted. With a view of consolidating and comparing
the results as to the number of lottery tickets purchased, the number of the lottery tickets
bought in the experiment, which was carried out according to Scenario I, was divided by
10. The results showed that the mean number of lottery tickets bought in the Scenario II
experiment (1 ticket for 100 signatures) was bigger than the mean number of lottery
tickets bought in the Scenario I experiment (10 tickets for 100 signatures). Those means
were statistically significantly different at a significance level a=0.05. Also, the median for
Scenario II (3 lottery tickets) was bigger than for the Scenario I experiment (2 lottery
tickets). The distributions were characterized by the same modes (1 lottery ticket) and
right-hand side asymmetries.

Table 1 Descriptive Statistics on the Number of Lottery Tickets Bought in the Case of
Choice under Uncertainty

Descriptive statistics
Mean Median Mode Sd

Variable

purchased tickets in the case of 10 tickets for
100 signatures (number of tickets divided by 2.5429 2.0 1.0 2.7698
10) - Scenario I

purchased tickets in the case of 1 ticket for

100 signatures - Scenario II 3.6522 3.0 1.0 3.4803

Source: Authors’ own study

The distribution of the number of lottery tickets bought is presented in Figure 1. Extreme
observations were disregarded in the distribution. Subjects were characterized by a smaller
variation in terms of the number of tickets bought in the lottery conducted according to
Scenario II, as compared to the Scenario I lottery. Surprisingly, there were fewer people
who were not willing to buy any tickets at all in Scenario II (4% vs. 10% in Scenario I);
and in Scenario II there was a substantial humber of people who were willing to buy 10
tickets. Moreover, in Scenario I, buying two tickets was as nearly popular as buying one
ticket.
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Figure 1 Distribution of the Number of Purchased Tickets in the Case of 1 for 100
Signatures and 10 for 100 Signatures
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The second study intended to show which lottery respondents would choose if they had
such choice. 52% of respondents would play the lottery according to Scenario I, while 41%
would play the lottery following Scenario II. Moreover, considering the rationale for those
choices it was determined which lottery respondents found more attractive on the whole.
Attractiveness evaluation sometimes differs from the decision as to which lottery a
particular respondent would participate in. The comment that was frequently stated was
that "my friends will surely choose lottery X, so I choose...”. This implies that in making
their decision on lottery choice some respondents were prompted by predictions as to how
other participants would behave and what would be their preferences, trying to increase in
this way their own chances of winning. The results collected in the form of commentaries
and rationale for respondents’ choices allowed for assessing which lottery was perceived
as more attractive. Even if the participant chose lottery designed according to Scenario II
justifying his choice by saying that others would choose the Scenario I lottery, “because it
is more attractive,” that would indicate that in his view the lottery according to Scenario I
was more attractive. The results of attractiveness evaluation are presented in Figure 2.

Figure 2 Percentage of respondents stating specified lottery was more favourable

M Scenario | Scenario Il Mthere is no difference

Source: Authors’ own study
Respondents decided that the more attractive lottery was the one designed according to

Scenario I. 59% found the Scenario I lottery more attractive, while 28% found the lottery
conducted according to Scenario II more attractive. 13% of respondents indicated that
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they saw no difference in terms of the lottery attractiveness, stressing, in the justification
of their choice, that the chances of winning were the same for both lotteries, since it did
not matter whether one would buy one lottery ticket (or a multiple) for 100 signatures or
10 tickets (or a multiple) for 100 signatures. Still, out of the 13% there were some who
chose to participate in either lottery, hence when it came to choosing the game, only 7%
was reported to be indifferent as to the choice of the lottery. The analysis of the arguments
justifying respondents’ decisions allowed for explaining their behaviour. As a rationale for
choosing a particular lottery, the majority of respondents wrote that they discerned a
greater chance of winning when buying 10 lottery tickets for 100 signatures. Moreover, in
the second form of arguments for a particular choice it was claimed that one needed to
buy more lottery tickets in the lottery according to Scenario II so as to even up the winning
chances, as compared to Scenario I. This kind of rationale explained why in the experiment
there was a higher average demand for lottery tickets in the lottery conducted according
to Scenario II. Respondents believed that buying tickets for lottery designed according to
Scenario I provided a bigger chance of winning than in the Scenario II lottery. In order to
increase their chance, they bought more lottery tickets in the experimental study in order
to have a greater chance of winning. One can view this situation from the reverse
perspective. If participants bought 10 lottery tickets for 100 signatures in the study
according to Scenario I, then they saw their chance of winning as high enough so as not
to feel induced to buy a bigger number of lottery tickets. Persons who found the Scenario
IT lottery more favourable argued that in this case the lottery pot would be smaller and
thereby their chances of winning would increase. Persons who decided to participate in the
Scenario II lottery noted that many people would not be willing to write 100 signatures
just for one lottery ticket, and consequently they would buy fewer tickets, which in turn
would increase the winning chances of persons filling up the questionnaire because they
were less lazy than others.

4 Conclusions

Two studies were conducted in order to test the hypothesis stating that an increased
number of tickets sold for a specific price would increase the demand for lottery tickets.
The first study was experimental, while the second was quasi-experimental, since subjects
were placed in the situation of a hypothetical choice. Additionally, in the quasi-experimental
study, information was gathered on the motives behind the subjects’ choices. On the basis
of the collected information, one can assert that the lottery which people found more
attractive was the one in which they could receive more lottery tickets for a specific price.
In particular, in comparing the two lotteries, respondents explained their choices saying
that they saw more chances of winning in the lottery designed according to Scenario I,
compared to the Scenario II lottery. The hypothesis advanced was not confirmed. A greater
number of lottery tickets to be bought for a specific price did not increase the demand for
lottery tickets. On the contrary, it was the smaller number of lottery tickets for the same
price that motivated participants to greater effort and to the purchase of more lottery
tickets. The rationale for this situation came with the analysis of the answers provided by
the participants of the quasi-experimental study who argued that given that the lottery
conducted according to Scenario I gave a bigger chance of winning, there was no need to
buy a multiple of 10 lottery tickets, which resulted in a decreased demand for lottery tickets
in this lottery.

References

Alonso, D., Fernandez-Berrocal, P. (2003). Irrational decisions: Attending to numbers
rather than ratios. Personality and Individual Differences, vol. 35(7), pp. 1537-1547.

Amesel, E., Close, J., Sadler, E., Klaczynski, P. (2009). College Students' Awareness of
Irrational Judgments on Gambling Tasks: A Dual-Process Account. The Journal of
psychology, vol. 143, pp. 293-317.

114



Denes-Raj, V., Epstein, S. (1994). Conflict between intuitive and rational processing:
When people behave against their better judgment. Journal of Personality and Social
Psychology, vol. 66, pp. 819-829.

Keynes J. M. (1921). A Treatise on Probability. London: Macmillan and Co.

Kirkpatrick, L.A., Epstein, S. (1992). Cognitive-Experiential Self-Theory and Subjective
Probability: Further Evidence for Two Conceptual Systems. Journal of Personality and
Social Psychology, vol. 63, pp. 534-544.

Knight, F. H. (1964). Risk, Uncertainty and Profit, Reprints of Economic Classics. New York:
Augustus M. Kelley.

Miller, D. T., Turnbull, W., McFarland, C. (1989). When a coincidence is suspicious: The
role of mental simulation. Journal of Personality and Social Psychology, vol. 57(4), pp. 581-
589.

Passerini, G., Macchi, L., Bagassi, M. (2012). A methodological approach to ratio bias.
Judgment and Decision Making, vol. 7(5), pp. 602-617.

Reyna, V. F., Brainerd, C. J. (2008). Numeracy, ratio bias, and denominator neglect in
judgments of risk and probability. Learning and Individual Differences, vol. 18, pp. 89-
107.

Rudski, J., Volksdorf, J. (2002). Pictorial versus textual information and the ratio-bias
effect. Perceptual and motor skills, vol. 95, pp. 547-54.

Slovic, P., Monahan, J., MacGregor, D. G. (2000). Violence risk assessment and risk
communication: the effects of using actual cases, providing instructions and employing
probability versus frequency formats. Law and Human Behavior, vol. 24, pp. 271-296.

Thinen, J.H. von (1910). Der isolierte Staat in Beziehung auf Landwirtschaft und
Nationalékonomie. Jena: Verlag von Gustav Fischer.

Tversky, A., Kahneman, D. (1981). The Framing of decisions and the psychology of
choice. Science, vol. 211 (4481), pp. 453-58.

Tversky, A., Koehler, D. (1994). Support Theory: A non-extensional representation of
subjective probability. Psychological Review, vol. 101, pp. 547-567.

115



Actuarial Model for Pricing Disability Insurance Policy

Jan Gogola, Lucie Kopecka

University of Pardubice
Faculty of Economics and Administration,
Institute of Mathematics and Quantitative Methods
Address: University of Pardubice
Faculty of Economics and Administration
Studentska 84, 532 10 Pardubice
E-mail: jan.gogola@upce.cz, lucie.kopecka@upce.cz

Abstract: The main objective of our contribution is to apply stochastic processes for
disability policy that gives annuity benefit in case of temporary or permanent disability. We
apply durational effect to the disable state, by splitting it into several states. Using the
data supplied by the Continuous Mortality Investigation (CMI) we calculate the single and
annual premiums for that policy.
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1 Introduction

The main goal of this paper is to apply Markov process for disability income insurance
benefits. The data we used in our contribution were supplied by the Continuous Mortality
Investigation (CMI). The CMI is a research organisation established by UK actuarial
profession.

Disability insurance, long-term care insurance and critical illness cover are becoming
increasingly important in developed countries as it is mentioned in Pacdkova, V., Jindrova,
P. (2014). The private sector insurance industry is providing solutions to problems resulting
from these pressures and other demands of better educated and more prosperous
populations.

Most of the disability policies in UK are accelerated policies (88%) and they are attached
to life insurance, term insurance or endowments. Typically, regular premiums are payable
throughout the term while the policy is in force.

We describe the actuarial structure of disability insurance. Actuarial problems such as
pricing and reserving are considered within the context of multiple state modelling,
providing a strong and sound framework for analysing personal insurances.

Our contribution is based on Markov process that can be used to develop a general, unified
and rigorous approach for describing and analysing disability and related insurance
benefits. The use of Markov process or Markov chain in life contingencies and their
extensions has been proposed by several authors; for example Dickson, D. C., Hardy, M.
R., & Waters, H. R. (2013), Haberman, S., & Pitacco, E. (1998).

2 Methodology and Data

Multiple state models are one of the most exciting developments in actuarial science
nowadays. They are a natural tool for many important areas of practical interest to
actuaries. They provide solid foundation for pricing and valuing complex insurance
contracts. Many actuarial applications are modelled as time inhomogeneous Markov
processes. Markov process assumes that probabilities of transitions at any time t depend
only on the current state and not on the past. A Markov model for disability insurance has
state space & = {H, S, D}, where 'H’ means healthy, 'S’ sick (or ill) and ‘D’ dead.
Transitions rates at each age x are illustrated in the Figure 1. An individual is, at any time
t, in one of three states, “Healthy”, “Sick” or "Dead”. We can use this simple three state
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model to define a random variable Y (t) which takes one of the three values ‘H’, 'S" and 'D".
Suppose we have an individual aged X years at time t=0. The event Y (t) = H means that
an individual is healthy at age x+t, and Y () = D means that an individual died before age
x+t. The set of random variables {Y (t)}.., is an example of a continuous time stochastic

process. We will assume that {Y ('[)}tZO is a Markov process. A policyholder is supposed to

be healthy at the time of the commencement of the policy and he/she stays in this state
until at some time he/she transits to one of the 2 possible states, that means a death or
an illness occurred.

Figure 1 The Disability Income Model - Markov Model
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Source: Own processing

It is perhaps more realistic to modify the previous model so as rates from “Sick” to
“Healthy” and from “Sick” to "Dead” depend on the length of time z already spent in the
“Sick” state, as well as on the age x of the individual. But then the Markovian property of
the process is lost. This approach gives more complicated insurance policies which require
more sophisticated model - semi-Markov model.

Figure 2 The Disability Income Model - Semi-Markov Model

HHS
X
Healthy S Sick
S
~ ~ SH
Uy, z
D uzd
Dead
D

Source: Own processing

The disability income insurance pays a benefit during periods of sickness, the benefit
ceases on recovery. Figure 2 shows a model suitable for policy which provides an annuity
benefit while person is sick, with premiums payable while the person is healthy. The model
represented by Figure 2 differs from that in Figure 1 in one important aspect: the
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dependence of transition rates (and probabilities) on the time spent in the state “Sick”
since the latest transition to that state.

Figure 3 Splitting of “Sick” State
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u

Source: Own processing

We restrict the influence of the durational effect to some specified states. Let us replace
state “Sick” by m+1 states Si, S»,..., Sm, Sm+1, where state

S:1 means that an insured is disabled with duration of disability between 0 and 7 units of
time,

S> means that an insured is disabled with duration of disability between 7z and  units of
time, ...

Sm means that an insured is disabled with duration of disability between -1 and zn units
of time,

Sm+1 means that an insured is disabled with duration of disability longer than 7, units of
time.

Thus, we have made a splitting of state "Sick” of the state space .= {H, S, D}. New state
space is as follows: & * = {H, Si, S2,..., Sm, Sm+1, D}. Hence, we formally revert to the
Markov process {X(t);t = 0} based on the state space & *.

Thus, the introduction of more states representing the durational effect is a notational tool
for treating semi-Markov model within the simpler Markov framework.

The splitting allows us to consider select intensities (and probabilities) without formally
introducing a semi-Markov model (leading to major difficulties).

In general case, with states H, Si, S»,..., Sm, Sm+1, D we refer to ,ulj as the force of transition

or transition intensity between states i and j at age X. The transition intensities are
fundamental quantities which determine everything we need to know about a multiple state
model.
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The model requires the following transition intensities:

HD HS1 SiH S1S; Si1D S;H S;S3  S;D SmH  SmSm+1 .. SmD  Smi1H  Sms1D
Hx oy By DB By By BT T M s By By yHx ™ o My » Hx .

As far as recovery is concerned, morbidity experience suggests:
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>...>#x
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>

In particularit is possible put uﬁm“H = 0, in the case of no recovery is possible after 7, units
of time.

Let us assume that a time-continuous Markov model has been assigned. Thus, the
transition intensities have been specified and the transition probabilities have been derived.
It is self-evident that the implied time discrete probabilistic structure can be immediately
derived. To do this, we simply have to restrict our attention to transition probabilities ,p,/
only, where X, t now denote integer values, so we get time-discrete Markov model.

Our splitting states model requires the following transition probabilities

HS, _SiH _S1S; _S1D _S;H _S;S3 _S;D SmH _SmSm+1 ..SmD _Sms1H _ Sme1D

2 N vl M vl N A W LN N D Py

3 Results

Consider the model (Figure 3) for a disability income insurance. The disability state is split
into six states (due to available data). For states Si, Sz,..., Ss recovery is possible, whilst
Se is assumed to represent permanent disability. These assumptions lead to the one-year
transition matrix (or the transition matrix of one-year probabilities) of Table 1.

Table 1 One-year Transition Probabilities M,
H Si S> S3 Sa Ss Se D

0 O S6S6 SeD

Px Px
0 0 0 0 0 1

Source: Own processing

Se O
D 0

H pit phss 0 0 0 0 0 piP
Si1 pi" 0 pi% 0 0 0 0 piP
S p" 0 0 p2% 0 0 0 piP
Ss p* 0 0 0 p3% 0 0 p¥P
Sa p 0 0 0 0 pi%s 0 pP
Ss pif 0 0 0 0 0 pisS pSsP

0 0 0

0

For calculation we use transition intensities from the CMI Working paper 12. From these

data we apply our model for the probabilities of disablement, i.e. p*t,
p}I:Sl — e—6,11+0,0458-xl (1)

and for the probabilities of recovery as a function of attained age x. For each state Si, S»,...,
Ss, the following functions are used
SiH
ij =aj—5j'xr (2)
forj =1, 2,..., 6.

The parameters «;, ; are given in Table 2.
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Table 2 Parameters for Probabilities of Recovery

a; Bj
1,4161 0,0222
0,7400 0,0115
0,3739 0,0058
0,2855 10,0046
0,1918 0,0031

u A W N = -

Source: CMI Report 12

We assume that the health mortality equals to general population mortality
1
Py’ =qx =1—exp{— fo Hxse At} (3)

where pu,,, is given by Gompertz-Makeham law of mortality ... = uf2 =a+b-c**,
with a = 0.0005, b = 7,5858-107° and ¢ = 1.09144.

Probabilities of death for disabled insured, pij(forj =1, 2,..., 6), are assumed to be equal

to (1+n)-pHP, where 7 is the extra level of mortality of disabled. The technical rate of
interest i = 0.015 p.a. (or 1.5 % p.a.) has been assumed.

Let d,., denote the actuarial value of an annuity

Gyn = 112;(% kaFCIH - vk ’ (4)

where v is the discount factor (v = 1%1,).

The disability benefit (one monetary unit) is paid whatever disability state Si, S»,..., Se is
occupied by insured.

Hence, the actuarial value of the disability benefit is defined, for a healthy individual, as
follows

HS _ S

H
n 6
ax:n — Lk=1 Zj:l kpx

gk (5)
The disability annuity is assumed to be payable up to the end of the policy term n.

The actuarial value of the disability benefit is defined, for a disabled individual aged x+t
who occupies the state §; (j = 1, 2, ..., 6) as follows
S;iS S;S,
ax{i-t:n—t+1 = 2;522:1 kpxith ' vk ’ (t = 1/ 2/ ey n)l (6)
where op.>" = 1if h = j and 0 otherwise.
The annual premium, P,.,, payable for n years while the insured is healthy, is given by:
HS

Pen zllx_:n. (7)

Ax:n
The calculation of the actuarial values defined by equations (4), (5) and (6) and then the
calculation of premium according to formulae (7) imply the use of the underlying
probabilities, which can be derived from one-year transition matrix M, (Table 1). The
product of one-year transition matrices at successive ages is a two-year transition matrix
M, -M,,, = ,M, . Continuing the matrix multiplication through subsequent ages, we can
determine the k-year transition matrix .M, for any integer k.

Table 3 presents numerical results for policy terms n = 10, 15, 20 years and r=0.20 and
illustrate single and annual premiums calculation in a time-discrete Markov context.
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Table 3 Single and Annual Premium, n = 0.20.

Term\Age x =30 x=40 x=50

n=10 0.18053 0.39654 0.81965

n=10 0.01977 0.04469 0.09831

n=15 0.36988 0.84171 1.72679

n=15 0.02840 0.06785 0.15502

n =20 0.66287 1.49959 2.88050

n =20 0.04030 0.09819 0.22109

Source: Own processing

4 Conclusions

We have presented an application of multiple state models to problems in actuarial science.
There are various extensions of multiple state models. One way is to allow the transition
intensities out of a state to depend not only on individual’s current age but also on how
long they have been in current state. This breaks the Markov property assumption and
leads to the new process known as a semi-Markov process. This could be appropriate for
the disability income insurance process where the intensities of recovery and death from
the sick state could be assumed to depend on how long the individual had been sick, as
well as on current age.

We have to emphasize that no attempt has been made to discover a precise relationship
between pfP and pij (forj=1,2,..,6), i.e. probabilities of death for healthy and disabled
insured. It does however suggest that an office which calculate disabled lives’ reserves for
claims in force, by assuming mortality according to a standard life table, may have an
implicit margin of strength in its reserving basis. The Figure 4 illustrates the behaviour of
single premium as a function of the extra level of mortality 7.

The transition intensities are fundamental quantities which determine everything we need
to know about a multiple state models. Therefore it would be useful to have data from
domestic insurance industry. Our further research will focus on estimation of transition
intensities for the Czech Republic (or other central European countries) in similar manner
as in Pacakovd, V., Jindrova, P., Seinerova, K. (2013).

There is a need for awareness of model risk when assessing a disability income insurance
benefits and/or critical illness benefits, especially with long term. The fact that transition
intensities can be estimated does not imply that they can sensibly describe future medical
development.
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Figure 4 Single Premium as a Function of the Extra Level of Mortality 7; x=40, n=20.
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Abstract: Effectiveness in the era of a market economy is one of the most important
financial categories regarding the degree of achievement of the assumed priority. The same
applies to banking operations, where efficiency management has already become a
separate area of unit management. As part of the efficiency quantification process, there
are used four groups of indicators: profitability, margins, workloads and employment
efficiency. They are an important analytical instrument allowing to assess whether the
bank's activity is conducted economically. The aim of the article is to assess the impact of
a bank tax on the operational efficiency of commercial banks in Poland and the effects of
its introduction on banking services for costumer. The author draws attention to insufficient
research on the consequences of tax and the stability of the banking system, in particular
in the context of low interest rates and increased burdens borne by banks. The author
accepted the hypothesis that the introduction of a new tax burden resulted in lowering
basic ratios of banks' profitability and an increase in costs incurred by clients in connection
with the use of banking products. The analysis of aggregated financial data was used to
verify hypotheses.
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1 Introduction

Efficiency in the era of a market economy is one of the most important financial categories.
It mainly concerns the degree of achievement of the assumed goal. The same applies to
banking operations, where efficiency management has already become a separate area of
unit management. The banks' activities are additionally subject to taxes. The introduction
of a bank tax prevents the instability of financial markets and limits the risk taken by
banks.

In 2009-2012, the bank tax was introduced in 14 EU countries. This action was a reaction
to the moral hazard of banks. The most important argument for the additional burden was
the fact that private banks on the one hand led to the financial crisis and often benefited
from the help of public funds. Therefore, they should bear financial responsibility
responsibility (financial crisis liability fee). It was recognized then that it would limit the
unstable sources of bank financing and would allow the governments of the EU countries
to recover funds previously spent on rescuing the banking sector.

The Polish banking sector, which is the main source of financing the economy, is developing
steadily. However, the adoption of a bank tax in Poland requires deeper reflection. Lack of
evaluation of the potential effects of establishing this tribute can cause long-term negative
consequences for the development of both the banking sector and the entire economy. It
is extremely important that this type of tax does not generate a risk for financial stability
and the dynamics of bank lending, which may ultimately harm the growth of the real
economy. As a result, the conditions of loans or other services provided by banks could
deteriorate and uncertainty could be created for these institutions.

The aim of the article is to assess the impact of a bank tax on the operational efficiency of
commercial banks in Poland and the effects of its introduction on banking services for
consumers. The author accepted the hypothesis that the introduction of a new tax burden
resulted in lowering basic ratios of banks' profitability and an increase in costs incurred by
clients in connection with the use of banking products. The analysis of aggregated financial
data was used to verify hypotheses.
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The introduction of a bank tax in Poland is unjustified due to the fact that these banks did
not use state financial assistance, nor were they the cause of the financial crisis.
Meanwhile, his goal was to increase the state budget revenues. In Poland, it was decided
to accept additional banking tax in the form of tax. It was adopted by the law on tax from
some financial institutions in early 2016. In contrast to regulations adopted in most EU
countries, the Polish banking tax is purely fiscal. Bank tax in Poland differs significantly
from regulations adopted in most EU countries. In EU countries, the basis for taxation of
banks is usually their liabilities, these taxes are not strictly related to the scale of operations
of banks, do not have a fiscal objective, and their amount is mainly due to the risk of
operations. The project promoters justify its introduction with the necessity to increase the
share of the financial sector in incurring tax burdens and its high profitability (Cichy and
Puszer, 2016). The act stipulates that the bank tax is income of the state budget, whereas
the subject of tax is the assets of entities that are its taxpayers. The Polish banking tax is
not related to specific risks related to the financial system. Nor does it apply to public aid
previously granted to the financial sector. Therefore, it may happen that its taxpayers will
undertake actions (transactions) that do not affect the amount of their balance sheet total
due to their desire to avoid paying this tribute. The least justified reason for the
introduction of a bank tax is the fiscal objective, because the inevitable transfer of its costs
to bank customers will mean an increase in the cost of loans, possibly a drop in interest
rates on deposits or an increase in the prices of banking operations. The fiscal goal of a
redistributive nature, although justified from the point of view of the state budget, is not
justified in the case of caring for the safety and stability of the banking sector. The
introduction of asset tax encourages financial institutions to optimize their balance sheets.
Asset taxation may reduce lending in the long term, including a move away from long-
term low-margin loans to more lucrative and short-term consumer loans and credits. Banks
can theoretically increase the share of risky off-balance sheet transactions. The method of
reducing the value of the tax base is, for example, the sale of portfolios of working and
non-working loans. In addition, banks may provide them with guarantees or sureties to
secure their bonds issued by these companies instead of financing their subsidiaries with
loans.

Banks can theoretically increase the share of risky off-balance sheet transactions. The
method of reducing the value of the tax base is, for example, the sale of portfolios of
working and non-working loans. In addition, banks, in order to reduce the tax instead of
financing their subsidiaries with loans, may give them guarantees or sureties constituting
collateral for bonds. A bank contract is a construction classified in the so-called property
taxes. Many indications have been formulated for the introduction of a bank tax and its
introduction (Kil and Slusarczyk, 2014):

The most important arguments are:.

Greater financial stability

Less financial speculation

Lower costs of bank billing in the future due to limited use of public funds
Possibility of allocating the collected funds from the tax for the restructuring of
banks in a difficult financial situation

In turn, the following arguments include, among others:

Increase in prices of products and banking services

Lack of equal treatment of all financial institutions

Lower ability of banks to accumulate capital

Reducing the efficiency of banks and, consequently, weakening their competitive
position in the global financial market

e Difficult separation of speculative and hedging transactions

The banking sector shows profits similar to other sectors of the economy, which is why
the legitimacy of charging banks due to their allegedly extraordinary profit in relation to
the non-financial sector is questioned.
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2 Methodology and Data

The theoretical part of the work was based on a study of the subject literature, while the
empirical part based on data obtained from the financial supervision committee. In order
to determine the economic and financial standing of the banking sector, profitability ratios
of total assets and return on equity ROE were used. As part of the efficiency quantification
process, 4 groups of profitability ratios are applied (Capiga, 2003): margins, workloads
and employment effectiveness. They are an important analytical instrument allowing to
assess whether the bank's activity is economically effective.

Empirical studies covered the years 2015 - 2017 and they concerned the entire banking
sector in Poland. The test results are presented in tabular and descriptive form. For the
purpose of the article, three selected measures of profitability will be assessed: ROA, ROE
and interest margin (NIM).

3 Results and Discussion

The decision to introduce a banking tax raised serious doubts. Among other things, they
were concerned about unfavorable effects on lending, a reduction in the profitability level
of assets and equity as well as a direct transfer of tax-related costs to banking services
customers. The main source of financing for losses was to be increased fees and
commissions from banking operations. In order to verify the veracity of the thesis, a
comparison was made between the results from the basic banking activity before and after
the introduction of the tax on some financial institutions. It can be noticed that in the
analyzed period the margin increased. The total net interest income increased by PLN 4.6
billion, ie 12.0%. Reasons for this state of affairs should be sought on the side of stable
lending and changes in the deposit and credit policy. Impulses stimulating lending
development were low interest rates, improvement in the labor market and price
stabilization in the real estate market. Recovery can also be observed for the portfolio of
consumer loans and corporate loans. Lowering the interest rate on deposits, while
increasing the price of some loans, allowed to raise the generated margins (Capiga 2003).

The persistent environment of record-low interest rates along with the improvement of
investment and consumption moods allowed in the period from January 2016 to the end
of 2017 to increase the balance sheet total by PLN 140 billion (5.8% year-on-year). On the
assets side, the portfolio of debt assets and loans had the decisive share in the change,
while on the liabilities side deposits of households and the public sector. At the same time,
further strengthening of the capital base was noted. Own funds from the level of PLN 159.1
billion at the end of 2015 increased by PLN 39 billion at the end of 2017 (24.5% in the
perspective of 2 years). The average total capital ratio at the end of the year reached
18.2%, which also meant an improvement compared to previous years - by 5.3 pp. in
relation to 2015. A visible phenomenon on the Polish banking market was the improvement
of operational efficiency through optimization of employment and sales network (2013-
15,3 thousand of people to 2017-13.4 thousand people) (KNF, 2016).

Even before the introduction of the bank tax, mortgage margins increased. In 2015, several
banks, despite strong competition in the market, decided to raise fees and commissions
and reduce interest rates on deposits for retail clients and enterprises. Financial institutions
also introduced fees for services that were not previously paid. However, the concerns
about decreasing lending growth have not been confirmed. The increase in the sales of
credit products was mainly driven by high internal demand and low interest rates.

In the short term (see table 1 and table 2), a drop in the interest rate on new deposits
could be observed with an increasing interest rate on new loans. The increase in loan
margins was temporary, which may indicate that the attempts made by banks to
compensate for the tax burden on some financial institutions were limited by competitive
pressure on the market. Thus, the assumption of the project was not confirmed that due
to strong market competition, the tax will not affect the prices of banking services. Most
of the costs of the bank tax were transferred to depositors, causing a quasi-reduction in
interest rates on deposits.

125



Table 1 Selected Elements of the Banking Sector Income Statement
Value (PLN mio)

Change

2016 2017 Min PLN %
Result of
banking 59 315 61 763 2 448 4,1%
operations
a) result of
banking rest 38 024 42 629 4 604 12,%
b) result on
fees and 12 592 13 743 1151 9,1%
commissions
c) other fees 8 699 5391 -3 307 -38%

Source: Own study

Table 2 Selected Measures of Operational Efficiency

Sector Commercial banks Cooperative banks

2015 2016 2017 2015 2016 2017 2015 2016 2017

NIM 2,24 2,29 2,44 2,22 2,28 2,45 2,96 2,84 2,89

ROA 0,71 0,84 0,78 0,84 0,86 0,79 1,09 0,51 0,59

ROE 6,60 7,76 7,07 7,57 7,73 6,98 11,21 5,33 6,04
Source: Own study

For banks in Poland, the ROA calculated as the arithmetic mean increased from 0.71% to
0.78%. However, taking into account the results achieved in recent years, it should be
noted that the value of the ratio is still low. Negative factors include the increase in
operating expenses resulting mainly from new tax liabilities and an increase in the negative
balance of impairment losses and provisions. However, it can be added that the average
rate of return on assets of the Polish banking sector is still higher than the average rate in
other EU countries.

The second analyzed profitability ratio is the ROE (rate of return). For the banking sector
in Poland, ROE increased from 6.60% to 7.07%. Similarly, however, it is necessary to refer
to previous years. Observation of data suggests that, in retrospect, current values are at
a low level. High return on equity in previous years was the result of relatively low equity.
At present, the rapid increase in the balance sheet total and the increase in equity as a
result of the introduced prudential regulations do not allow maintaining the ROA at a higher
level.

4 Conclusions

e The concept of introducing a bank tax prevents the instability of financial markets
and limits the risk taken by banks.

e In the analyzed period 2016-2017, was observed an increase in lending dynamics.
The increase in the sales of credit products was mainly driven by high internal
demand and low interest rates. The increase was recorded for net interest income,
which indicates an increase in the average interest margin. Using the environment
of low interest rates, banks have reduced interest rates on deposits while at the
same time increasing the interest rate on low loans.

e The Polish banking sector, which is the main source of financing the economy, has
been developing steadily. The persistent environment of record-low interest rates,
together with the improvement of investment and consumption moods, allowed,
from 2016, an increase in the balance sheet total by approx. PLN 140 billion (5.8%).
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e At the same time, further strengthening of the capital base was also registered.
Own funds from the level of PLN 159.1 billion at the end of 2015 increased by PLN
198,1 billion at the end of 2017- 24,5%. The average total capital ratio at the end
of the year reached 18.2%, which also meant an improvement compared to the
previous year.

e Due to the short period of the banking tax in Poland, the risk associated with it has
not yet been fully materialized. Therefore, it can not be ruled out that in the longer
term the situation in the assessed areas will change, and banks will try to
compensate for the costs of the bank tax through aggressive policy on margins and
fees and commissions.
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Abstract: In comparing Bitcoin to other cryptocurrencies, we analyze whether these can
become a viable alternative to fiat currencies. In the theoretical part we assess if these
embody the main functions of a currency (Krugman, 1984). The empirical part analyzes
the price development, liquidity and velocity of Bitcoin in comparison to the major other
cryptocurrencies in 2017. We conclude that Bitcoin Cash, a cryptocurrency that evolved
during a hard fork of Bitcoin, may develop into sharing features of a global currency.
Currently cryptocurrencies are rather tokens and a highly volatile asset class of their own.
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1 Introduction

In 2017, the cryptocurrency market experienced a development the economy had not yet
seen before. Bitcoin and its competitors gained much attention in the financial sector of
both positive and negative nature. The system of this cryptocurrency is based on a peer-
to-peer network that allows transactions which are verified de-centralized by all the
Bitcoin-users and then stored in the blockchain (Nakamoto, 2008; Haiss and Moser, 2017).
It represents the idea of de-centralizing a currency. Therefore, it is formally independent
from governmental authorities and financial institutions, though influenced by its activities
(e.g. reacted to announcements by the Chinese government to forbid mining and trading
in early 2018) (Allerstorfer, 2016). Cryptocurrencies not only could turn out to be a highly
lucrative (though risky) investment opportunity, but also could represent a potential
alternative (and thus a threat) to fiat currencies. Or is it just a token? A currency or rather
an asset class of its own?

This paper is a comparative study based on descriptive data. The first part provides a
theoretical background, discussing whether Bitcoin shares the functions of a currency as
defined by Krugman (1984). The second part compares the development of the major
cryptocurrencies Bitcoin, Bitcoin Cash, Ethereum, Litecoin and Ripple in 2017. We analyze
their price development, liquidity and velocity. We conclude by discussing if these may
represent a viable alternative to fiat currencies as a kind of a new asset class.

2 Cryptocurrencies and the Functions of a Currency
Features of Cryptocurrencies

Virtual currencies are digital on the one hand, and based on cryptography to secure the
system on the other hand (Lee, 2016). Cryptocurrencies are tokens that use “cryptographic
hashing and digital signatures to verify transactions and avoid double spending”
(Halaburda & Sarvary, 2016). Cryptography is used to prevent unauthorized access of
particular content (confidentiality) and unauthorized changes (integrity). It enables
involved parties to identify each other as well as the information sent (Allerstorfer, 2016).

When Bitcoin was introduced in 2008, it was the first of all cryptocurrencies. At the time
of writing (Q2/2018), there are about 1.500 different cryptocurrencies existing, which have
all emerged after the introduction of Bitcoin (see Coinmarketkap.com for the current
status). In essence, Bitcoin features as a decentralized peer-to-peer digital “currency”
based on cryptography, with a more or less finite monetary supply (Nakamoto, 2008).
Every direct transaction made is verified de-centrally by a network of Bitcoin users. This
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means that it is possible to carry out transactions “without the assistance and verification
of a trusted third party” (Lee L., 2016). As most other cryptocurrencies are based on some
type of blockchain all of their functions including storing, transferring, buying and selling
are executed completely online (Osterrieder, Chan, Chu, & Nadarjah, 2017).

As cryptocurrencies are a relatively nhew phenomenon, a precise legal definition of virtual
currencies does not yet exist, though several countries enacted special cryptocurrency
laws, e.g. the 4th Anti-Money Laundering Directive by the EU, which only includes
exchanges between cryptocurrencies and fiat currencies, or the US virtual currency law
(EDCAB, n.d.; Waters, 2017). According to Tymoigne & Wray (2005), it is crucial for any
monetary system to be based on a structure that is capable of recording transactions. In
the case of cryptocurrencies this necessity is fulfilled through the blockchain.

The blockchain, which is often seen as the key innovation of Bitcoin, is a distributed ledger
system that stores and keeps record of all Bitcoin transactions (Haiss & Moser, 2017). This
ledger is increased as miners add new blocks to the chain in a chronological order, whereas
hundreds of transactions are stored and verified in every individual block. The blockchain
is called a public ledger, because every transaction can be associated with a particular
Bitcoin address (information publicly available by using a block explorer, e.g.:
https://blockchain.info/). In order for a block to be added to the ledger, a miner first has
to discover it, before all miners can verify it. This is achieved by solving a cryptographic
mathematical problem through computational effort. That process is called proof-of-work
(Dwyer, 2014). The first miner that verifies the blockchain receives a reward in the form
of newly created Bitcoins and a transaction fee. Besides mining, another option to acquire
Bitcoins is to exchange it for fiat money, by buying it either from people through Bitcoin
wallets or from an exchange platform (Swan, 2015). A major disadvantage of the proof-
of-work system is that this process makes mining and payment transactions extremely
energy extensive and thus very costly (Harm, Obregon, & Stubbendick, 2016).

Figure 1 Bitcoin (BTC) Supply over Time

21000000 ==

18000000

15000000

Number of Cains
=

Source: Antonopoulos, 2017

The supply of Bitcoin, which is governed by an algorithm, is limited to 21 million Bitcoins.
The algorithm of the issuance schedule adjusts itself by halving the amount of the possible
creation of new Bitcoins every four years (Antonopoulos, 2015). This adaptation is achieved
by increasing the difficulty of the algorithm that needs to be solved by the miners (Dwyer,
2014). It is important to note, that the number of blocks discovered per year does not
change (52.500), and only the amount of Bitcoins per block is halved every four years
(every 210.000 blocks). The idea behind this decreasing-supply algorithm is to best imitate
a rare commodity like gold. Cermak (2017) estimates that “99% of all Bitcoins will be
“mined” by 2040 and the remaining 1% will be mined over the next 80-100 years”. The
decreasing issuance model also contributes to an increased amount of energy (i.e. rising
cost), leading to a decreasing rate at which Bitcoins are mined (Antonopoulos, 2017; see
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figure 1). As the rate of newly created Bitcoins is decreasing, the value of each Bitcoin is
likely to rise. This is also one of the main reasons why investors are likely to hold Bitcoin
as a speculative investment. Furthermore, the decreasing issuance schedule suggests an
increase of the transaction fees, since the reward the miners receive, denominated in newly
created Bitcoins, will get smaller.

According to Krugman (1984), in the classical economist definition, money serves three
functions: it is a medium of exchange, a unit of account, and a store of value for both the
private and official sector. As virtual currencies so far mainly operate in the private sector
(Bech & Garratt, 2017), we will focus on that.

2.2 Features of Traditional (fiat) Currencies

According to Cermak (2017), “For a currency to function as a medium of exchange, it must
represent a standard of value accepted by all parties. The most essential function of a
medium of exchange is to measure value. A medium of exchange should have a constant
intrinsic value and a stable purchasing power on average.”

Table 1 Functions of a Currency

Private Official
Medium of exchange Vehicle intervention
Unit of account Invoice peg
Store of value Banking reserve

Source: Krugman, 1984

The second dimension of money mentioned by Krugman (1984) is the function as a unit of
account. The main aspect of a unit of account is its ability to serve as a standard numerical
unit and measure the value and costs of goods, services, assets and liabilities (European
Central Bank, 2012). No monetary system could perform accordingly without an asset that
functions as a unit of account, as this function is also needed to ensure an accurate method
of recording transactions. Traditionally, the unit of account function was always associated
to some kind of a central authority that set standards (Tymoigne & Wray, 2005). Yet, this
perception will most probably have to change in future times, because of the introduction
and emergence of the blockchain.

The third major feature of a currency is its function as store of value, ie to preserve value
over time (Lehdonvirta, 2014). Clearly, this implies the need for a stable respectively
somewhat predictable price development. Enough liquidity is another basic function for the
store of value dimension, as the value of something that cannot be exchanged for other
goods and services at any point in time is useless to function as money (Cermak, 2017).
A further key characteristic concerning the store of value is the predictability of supply.
Knowing by what degree the supply will increase or decrease can give a suggestion of how
much inflation or deflation should be expected in the future. By being aware of the future
supply, one can be confident not to experience a sudden drop in purchasing power of used
the currency (Ammous, 2016). One very important aspect why gold is one of the most
reliable mediums of exchange, is its ability to store value over time. This is due to its
property for being extremely durable and hard to counterfeit. Furthermore, its supply is
limited and difficult to harvest, which makes it a rare resource (Ammous, 2016).

Throughout the modern history of money, there has always been some kind of central
authority in charge of the monetary system (Cermak, 2017). Accepting a third party to be
in charge of the monetary base has many advantages, but also demands some degree of
trust by the general public in central banks. On the positive side, institutions in charge of
the monetary system will not only aim to act as a guardian of price stability, but also stand
ready to lend money to financial institutions in times of financial crisis or deflationary
collapse and engage in various open market operations (Ammous, 2016). On the contrary,
a third authority has the power to influence and manipulate the workings and ground rules
of currencies. Within the boundaries of their bylaws, central banks can basically create as
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much money as they want (Malliaris, 2005). In some cases, this led to extreme cases of
inflation. Illustrative examples in this context would be the hyperinflation in Venezuela or
also Russia at the demise of the Soviet Union.

Krugman'’s typology (1984) connects “trust” with the currency itself instead of connecting
it with the authorities in charge. As part of the store of value function of a currency,
Krugman simply argues that trust comes with stability. Thus, if a currency is not stable
enough due to high inflation or political uncertainties it will probably also be used less,
because the general public would not trust the currency. The ECB (2012) specifies the
importance of trust in the current monetary system:

“"Fiat money is any legal tender designated and issued by a central authority. People are
willing to accept it in exchange for goods and services simply because they trust this central
authority. Trust is therefore a crucial element of any fiat money system.”

With the emergence of the blockchain and cryptocurrencies, a new way of regulating
monetary systems evolved. The blockchain system allows parties to transfer funds directly
to one another, using a peer-to-peer system (Lee, 2016). This weakens respectively
removes the need for a trusted third party. In such a decentralized monetary system, it is
possible to fully rely on a system to record transactions without the need of an intermediary
in control (Nakamoto, 2008). This game-changing fact redefines the definition of trust in a
currency. In contrast to fiat currencies, trust in the world of cryptocurrencies is based on
cryptographic proof and technology instead of intrinsic value or a third authority (Fink &
Johann, 2014). By introducing the blockchain, Nakamoto not only removed the need for a
trusted third party, but also figured out a way to avoid double spending. This is possible
because the blockchain records every transaction on a “public time-stamped ledger”
(Cermak, 2017). Cryptocurrencies are also not obliged to a certain location or jurisdiction.

3 Price development, Liquidity and Velocity of Major Crypto-"Currencies”
Cryptocurrencies Chosen

In the following, we compare the five strongest cryptocurrencies, namely Bitcoin, Bitcoin
Cash, Ethereum, Litecoin and Ripple. The reason for choosing these cryptocurrencies was
mainly their market capitalization, but also because they show distinct approaches in
offering digital currencies. Table 2 provides an overview of their major features.

These are, however, not without alterations. For example, the community could not agree
about increasing the blocksize of Bitcoin (from initialy 1 MB), although trying for years. To
raise blocksize to 8 MB, Bitcoin Cash was launched in a “hard fork” from Bitcoin as a new
cryptocurrency in August 2017. Every Bitcoin holder as of block humber 478.558 received
equally as many Bitcoin Cash as they had Bitcoin at this exact time. Thus there are two
separate Bitcoin blockchains that coexist without interfering with one another. Bitcoin Cash
is exactly the same as Bitcoin, just with the advantage of lower transaction costs and faster
verification times (due to its scalability; BitcoinCash.org, 2017), making it a better
substitute for fiat currencies.

Ethereum is a platform that allows different kinds of distributed applications in the form of
peer-to peer “smart” contracts to function without fraud or trusted authority interference
(Ethereum.org, 2017). The fundamental technical differences to Bitcoin lie in the
programming language and the required time to verify transactions (Bajpai, 2017).
Ethereum could process an infinite amount of transactions, since it is not limited in its
blocksize as is the case for Bitcoin. There is no maximum amount of Ether, but the amount
issued per year is capped to 18 million Ether (Harm, Obregon, & Stubbendick, 2016).

Litecoin was designed by modifying the Bitcoin software. Just like Bitcoin, Litecoin is based
on a peer-to-peer system and uses open-source software (Jakes, 2016). The reason for
launching this virtual currency was to decrease the block generation time to 2.5 minutes
to make it better suited for smaller transactions and to provide better cybersecurity.

Ripple has a very different approach compared to the other virtual currencies, as it is
designed to only facilitate trade relationships to send money on a global basis. Therefore,
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it does not embody a substitute to the current financial system per se. The idea behind
Ripple is that every currency should only be exchangeable by going through Ripple itself,
instead of being able to exchange every currency with any other currency. However,
similarly to Bitcoin, Ripple also has a limited supply. It is a peer-to-peer system and intends
to allow financial transactions without the need of a third-party authority (Jakes, 2016).

Table 2 Comparison of Cryptocurrencies

Name Re- Sym- Market Price Hash PoW/ Comment
(Founder) lease bol Capitali- (USD) algo- PoS
zation rithm
USD bn
Bitcoin BTC 2009 BTC, 145,7 8.650,51 SHA- Pow 1%t based
(Satoshi XBT 256d on block-
Nakamoto) chain
Bitcoin 2017 BCH 19,7 1.160,96 SHA- PoW Hard fork
Cash 256d from BTC
(increased
blocksize)
Ethereum 2015 ETH 87,8 901,28 Ethash Pow/ Platform
(Vitalik PoS for smart
Beterin) contracts
Litecoin 2011 LTC 7,1 128,19  Scrypt PoW similar to
(C. Lee) BTC
Ripple 2013 XRP 33,2 0,85078 ECDSA Con- For peer-
(Larsen & sensus to-peer
McCaleb) trans-
actions

Source: Adapted by the authors from Wikipedia (2018) and Coinmarket.com (2018)

Measures Chosen

The first selected measure is price development. A stable price is the strongest indicator
for the stability of a currency, high volatility shows incompatibility for the medium of
exchange function. A currency that is very volatile in its price is very unlikely to be used
as store of value as it embodies great uncertainty about its future value. An unstable
currency is unsuited to function as a unit of account. For our analysis, we checked price
development in USD, as this is the most used currency to trade cryptocurrencies.

The second selected measure is the liquidity of each currency. Liquidity is a precondition
for any currency to function as medium of exchange. If there is no counterparty willing to
accept an asset, it cannot be exchanged immediately at a certain market (Damodaran,
2013), which would make it unsuitable to function as a medium of exchange, as it cannot
guarantee trade at any time at a fair price anymore. In order to measure illiquidity, either
the transaction costs or the time that is needed to execute a transaction can be taken as
a measure (Damodaran, 2013). Additionally, liquidity is also essential to fulfil the function
as a store of value. If an asset has a very low trade volume (which is a typical measure for
liquidity), it cannot be sold easily on the market (Chordia, Roll, & Subrahmanyam, 1999).
This makes it less favourable to be used as a store of value. Furthermore, the trade volume
is a convenient measure for the breadth of a market, which gives insights in both the
amount and size of transactions as well as the influence of transaction costs (Lybek & Sarr,
2002). For our analysis, we use the daily 24h trade volume as a measure, compiled from
Coinmarketcap.com. We also looked at transaction costs.

The third measure we apply is the velocity (of circulation). According to Amadeo (2017),
“The velocity of money is the rate at which people spend cash. It is how often each unit of
currency, such as the U.S. dollar or euro, is used to buy goods or services during a period.”
This definition implies that the lower the velocity the higher the tendency that the currency
is used as an investment, rather than as a medium of exchange. People will not want to
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pay with a “currency” which could exponentially rise in a very short period and rather hold
on to it. High velocity, on the other hand, implies that individual units of a currency change
hands on a very frequent basis (Amadeo, 2017). Therefore, the function as a medium of
exchange is the one function most affected by this measure. For our analysis of the velocity
of circulation, only data for Bitcoin was available, compiled from blockchain.info.

Descriptive Comparison

As observation period, we chose November 2015 to November 2017. This covers the period
in which the breadth and depth of cryptocurrencies developed strongly, but excludes the
“fat tails” in its beginning and the outliers from the extreme hype around the change of
the year 2017/2018. We also tie in findings from related research.

Concerning the price development of the selected cryptocurrencies, each of them shows
both a significant increase in value, but also a very high degree of volatility, especially in
2017. If you had invested $5 on November 12, 2015, in Bitcoin, you would have got roughly
$100 in late 2017, which is more than twenty times as high. After a slow but constant
increase in price in 2016, in April 2017 Bitcoin sharply surged, due to the fact that Japan
announced Bitcoin as legal tender. This indicates that Bitcoin is not entirely independent
from governmental actions, which is not in line with the claims made by its supporters.
Bitcoin continued its race to almost $3.000, until the price started to fall again in June
2017, when it decreased about 40% in only one month. This freefall was mostly triggered
by uncertainties among Bitcoin holders about the upcoming programme code upgrade,
which was set for 1st of August 2017 (Rizzo, 2017). Nevertheless, from mid-July 2017
onwards, Bitcoin set for another extreme rise in price, hitting a record high of $4.800 in
early September. This development was strongly supported by the hard fork on 1st of
August and the activation of Segregated Witness in late August, which drew a lot of media
attention towards Bitcoin (BitcoinCash.org, 2017). In early September, China announced
that it will ban ICO’s (Initial Coin Offerings), which might have been the cause for the next
downswing (Merkel, 2017). When J].P. Morgan publicly called Bitcoin a “fraud that will
ultimately blow up”, Bitcoin continued its downward race (Monaghan, 2017). After hitting
a price slightly below $3.000 in mid-September, Bitcoin set off for another very fast price
hike. Once the CME Group, one of the biggest options and futures exchanges worldwide,
announced that it would offer Bitcoin Futures, the price of Bitcoin soared to a new record
high of over $6.500 in late October (Baker & Leising, 2017). Bitcoin maintained its upswing
as the 16th of November approached, which was set to be the day for the introduction of
Segwit2x (Russo, 2017). However, shortly before this day arrived, the split was cancelled,
which caused the Bitcoin price to plunge from its all-time high of $7.400 down to $6.625
on 12th of November 2017.

Similar to Bitcoin, the time between 2015 and 2017 was by far the strongest period for
Ethereum. In only two years its price increased by more than 3.000%, from less than $1
to over $300. On November 12, 2017 Ethereum had a price of roughly $308. Until March
2017, the price of Ethereum almost increased twentyfold to reach a price of almost $20.
From there on, it started a strong upward phase, before reaching its all-time high of $390
in mid-June 2017. This remarkable increase in price most probably occurred, because of a
rise in adoption of the whole cryptocurrency industry and an overall ICO hype in 2017 (Aru,
2017). Nevertheless, Ethereum saw itself on a downward race for a whole month until mid-
July when it hit a price of $150, which represented a price reduction of 60%. This extreme
fall represented a market correction and was also triggered by wrongly distributed news
about the death of Vitalik Buterin, the founder of Ethereum (Reiff, 2017). From there on,
Ethereum benefited from the increased media coverage of Bitcoin, which resulted in a rise
of Ethereum’s price. Ethereum regained almost all of its value of mid-June to reach around
$380 on 1st of September 2017. Ethereum was then heavily affected by the announcement
of China to ban ICO’s, as ICO’s most often run through Bitcoin and Ether (Merkel, 2017).
From there on Ethereum continued a very volatile development in October and early
November 2017, before it hit $308 on November 12,

Compared to Ethereum and Bitcoin, Litecoin only increased marginally between November
12, 2015 and April 2017, trading at a stable price between $3 and $4. It was in mid-April
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2017, when Litecoin also profited from the general rise in acceptance of cryptocurrencies
by the general public. This upward trend was further supported by the successful activation
of Segregated Witness in early May (Hertig, 2017). From there on, Litecoin continued its
surge until it reached an all-time high of over $82 on 1st of September at the time. Litecoin
was also heavily affected by Chinas announcement to ban ICO’s in early to September,
which led to a drop to $42 within just one week (Merkel, 2017). I recovered to trade around
a price of $60 as of November 12, 2017.

As of November 12, 2017, Ripple’s is $0.196. It experienced its all-time high in mid-May
with a price of $0.41. This price peak could only be maintained for a very short period of
time. In general, Ripple followed the overall trend of the cryptocurrency market by
significantly increasing its value from May 2017 onwards. Up to the time of writing, there
is very limited literature on reasons for price changes of Ripple. However, in general it can
be assumed that the price of Ripple is strongly influenced by news about the acceptance
of cryptocurrency by retail banks and central banks. This originates from the fact that
Ripple is also designed to function within the interbank SWIFT-network (Tsihitas, 2017).

The high volatility of the selected cryptocurrencies could have its origin in the still
significantly high level of uncertainty amongst investors, concerning the whole
cryptocurrency market. Even minor negative news and information gathered through
media often strongly affect the decisions of investors and can quickly lead to mass selling
or mass buying. This often causes a sharp decrease or increase in price, respectively. The
fact that Bitcoin is still often only used as a speculative investment, rather than as a
medium of exchange, invites a great number of uninformed investors to enter and to leave
the Bitcoin market, causing high volatility (Fink & Johann, 2014).

Figure 2: Google Trends of the Selected Cryptocurrencies

Interest over time Google Trends
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Source: Google Trends, 2017

Enhanced media presence could have had a significant effect on investment activities as
well, regarding to Bovaird (2017). The heavy influence of an increased media profile, which
could even lead to temporary price bubbles, is also supported by Wang & Vergne (2017).
Stenquvist & Lonno (2017), who analyzed if there is a correlation between Bitcoin related
Twitter-posts and its price, observed ,a partial correlation between binary sentiment and
price change for small subsets of data™. Conducting a word count analysis provides another
avenue of research. By looking at the Google search interest a high correlation between
the price development of each cryptocurrency and the search interest of each
cryptocurrency, can be observed. As representative search key words, the names of the
different cryptocurrencies were selected. Figure 2 represents the “search interest relative

134



to the highest point on the chart for the given time" (Google Trends, 2017). Again, the
selected time span is November 12, 2015 to November 12, 2017.

By comparing the Google trends to an overlapping chart of the price development of all
four selected cryptocurrencies within the same period of time, similar developments can
be examined. This shows a high correlation of the growing price and the growing interest
(measured by Google searches):

Figure 3: Overlapping Price Developments
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With regards to liquidity, we find that all cryptocurrencies are still very volatile in their 24h
trade volume up to now. This is strongly influenced by the fact that cryptocurrencies are
not yet used for the same purpose as the USD or Euro. Most cryptocurrency investors only
use them as a speculative investment (Allerstorfer, 2016). Once one cryptocurrency will
be accepted broadly and commonly be used as a medium of exchange, this situation may
change. When examining the corresponding movements between liquidity and velocity, at
least in case of Bitcoin, a tendency of correlating liquidity and velocity can be observed. In
2017, almost every time when liquidity was high, velocity was high too, whereas when
liquidity was low, velocity only fell partly. This leads to the conclusion that Bitcoin is on its
way to turn from a speculative market towards a mass market.

4 Conclusion

This paper aims to provide an answer to the research question if one of the selected
cryptocurrencies fulfils Krugman’s three functions of a currency (medium of exchange, unit
of account and store of value) and thus could substitute fiat currencies (Krugman, 1984).
Therefore, three measures were taken into consideration, namely price development,
liquidity and velocity. After analyzing the four cryptocurrencies Bitcoin, Ethereum, Litecoin
and Ripple, as well as the newly emerged Bitcoin Cash, we draw the following conclusion.
The only cryptocurrency that could in theory fulfil the functions of a currency is Bitcoin
Cash, because of two main reasons. First, Bitcoin Cash is truly decentral, meaning that
there is no single group or third authority, nor anything that is comparable to a third
authority that controls the Bitcoin network. Second, the supply of Bitcoin Cash is fixed with
a determined issuance schedule. Both the total supply and the issuance schedule are very
unlikely to be altered (Ammous, 2016).

Though Bitcoin (BTC) has these same attributes, there is one big disadvantage of Bitcoin,
namely its scalability. Bitcoin has already reached a point where it cannot handle the
amount of transactions anymore. This results in high transaction costs and long
confirmation times. Fortunately, there is already a solution for this problem. The solution
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is called Bitcoin Cash. The blocksize of Bitcoin Cash is adjustable, which means that it is
not facing the problem of scalability. Both transaction costs and the duration to verify a
transaction will be kept to a minimum (BitcoinCash.org, 2017). This is also in the sense of
the original invention of Bitcoin, since it was designed to be a decentral cryptocurrency,
that is scalable, if the demand rises (Nakamoto, 2008). As all the other technical
specifications of Bitcoin Cash stayed the same as the ones of Bitcoin, Bitcoin Cash could,
from a technical point of view, be preferred over Bitcoin.

Ethereum is not in the position to function as a viable substitute to fiat currencies, because
there is a small group of miners that could, together with the Ethereum Foundation, control
the network of Ethereum and thus function like a third authority in charge. It thus would
be less favourable compared to Bitcoin and Bitcoin Cash. Furthermore, Ethereum’s purpose
is not to be a substitute to fiat currencies, but to provide a platform to ease peer-to-peer
activities like smart contracts. Its currency, Ether, was only established to facilitate these
activities and not to function as a medium of exchange (Bajpai, 2017).

Although Litecoin is most similar to Bitcoin, it still has a major disadvantage with regard to
security. A cryptocurrency that in theory is 100 times easier to be influenced by malicious
activity, which could for instance have an impact on the issuance schedule, should never
be chosen. Litecoin is also less accepted than Bitcoin globally (Ammous, 2016).

Finally, Ripple is also not in the position to substitute fiat currencies, as it is simply not
designed to function as such. The purpose of Ripple is rather to function as an exchange
medium between existing currencies. By doing so, it aims to facilitate the current financial
system. Ripple also has a company behind it which controls the Ripple network, which is
comparable to a central bank (Ripple.com, 2017).

All in all, currently cryptocurrencies are rather tokens and a highly volatile asset class of
their own.
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Abstract: Companies listed on stock exchanges in the European Union prepare and
present their financial reports mostly in accordance with International Financial Reporting
Standards (IAS/IFRS). International Accounting Standard IAS 41 Agriculture, prescribing
the accounting treatment and disclosures related to biological assets used for agricultural
activity, is an integral part of these standards. The need of the particular standard for
agriculture stands from the specific character of agricultural activity based on the biological
transformation of living organisms — plants and animal beings. This paper deals with the
specific areas of the accounting treatment incorporated in the International Accounting
Standard IAS 41. Furthermore, it examines whether there are agriculture companies
reporting in accordance with IAS 41 among corporations publicly listed on the stock
exchanges in the Czech Republic, in Slovakia, Poland, Hungary and Austria. Results show
that only small number of agriculture companies is listed on the Central European stock
exchanges. Therefore, there is the low usage of IAS 41. Although IAS 41 might seem
redundant, it has its importance consisting in the specific accounting treatment that cannot
by substitute by other standards.

Keywords: agriculture company, biological assets, financial reporting, IAS/IFRS, stock
exchange
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1 Introduction

Agriculture represents a specific sector of the national economy. Agriculture companies
differ within the meaning of nature of their activities from other business entities. BohuSova
et al. (2012) mention that agricultural activity is in comparison with other activities of
business subjects dependent on the natural and environmental conditions (geographic
condition, weather, etc.). According to Dvorakova (2014), agricultural activity takes place
independently of human activities due to the biological characteristic of assets, such as
vegetation period, pollination by specific species, multi-annual length of the production
cycle. People can only facilitate or influence biological transformation by enhancing or
stabilizing conditions necessary for the process to take place (e.g. moisture, temperature,
fertility and light). Sedlacek (2010) claims that in comparison with other economic
branches, the agricultural activity is characterized by specific activities that require the
appropriate accounting attitudes. This is also confirmed by BohuSova et al. (2012) who
mention that the specifics of the biological character of transformation should be reflected
by the methodology for reporting for activities of agriculture companies. According to
Dvorakova (2012), nature of agricultural activity based on biological transformation
(comprising growth, degeneration, production, etc.) that changes the substance of
biological asset, is difficult to capture in traditionally used accounting models established
on historical costs and realization principle.

On the international level of accounting and financial reporting particularities of agricultural
activity are treated in the International Accounting Standard 41 Agriculture (IAS 41). The
objective of IAS 41 Agriculture is to prescribe the accounting treatment and disclosures
related to agricultural activity. IAS 41 should be considered “lex specialis” to other “lex
generalis” International Financial Reporting Standards (IAS/IFRS). Although it is dedicated
to agriculture, it does not treat accounting of agricultural sector as a whole. It only deals
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with the accounting treatment of specific assets related to agriculture, mainly with their
particular measurement. Other accounting matters of agriculture companies are prescribed
by other IAS/IFRS.

2 Methodology and Data

This paper aims to present specific accounting treatment of agricultural activity
incorporated in the International Accounting Standard 41 Agriculture and find out whether
there are agriculture companies reporting in accordance with IAS 41 among publicly listed
corporations on the stock exchanges in the Czech Republic, in Slovakia, Poland, Hungary
and Austria.

This paper is based on an analysis of the International Accounting Standard 41 Agriculture,
other relevant International Financial Reporting Standards and appropriate literature
sources, articles and monographs. To discover publicly listed companies applying IAS 41,
the data from the stock exchanges and corporations’ annual or quarterly reports from the
year 2017 is used. All stock market segments of the following stock exchanges are selected
for the research:

Prague Stock Exchange (Burza cennych papird Praha),

Bratislava Stock Exchange (Burza cennych papierov v Bratislavé),
Warsaw Stock Exchange (Gietda Papieréw Wartosciowych w Warszawie),
Budapest Stock Exchange (Budapesti Ertékt6zsde) and

Vienna Stock Exchange (Wiener Bdrse).

The methods of description, analysis, synthesis and deduction will be applied in this paper.
The conclusion will assess the necessity of IAS 41 regarding specific assets related to
agricultural activity.

3 Results and Discussion

IAS 41 is applied to account for biological assets, agricultural produce at the point of
harvest and government grants related to agricultural activity. IAS 41 does not deal with
agricultural produce after harvest and its processing, for example, the processing of
sugarcane into sugar, harvested cotton into thread or picked tea leaves into tea, although
such processing may be a logical and natural extension of agriculture activity or there
should be a certain perceptible similarity to biological transformation. IAS 2 or another
suitable standard applies to harvested produce in dependence on the course of its use.

On the other hand, IAS 41 cannot be applied to assets which are in the scope of other
standards, such as land related to agricultural activity (IAS 16 Property, Plant and
Equipment), intangible assets related to agricultural activity (IAS 38 Intangible Assets),
right-of-use assets arising from a lease of land related to agricultural activity (IFRS 16
Leases).

Standard defines used terms; for purposes of this paper, only the most important
definitions will be mentioned. Under the agricultural activity, IAS 41 understands
management by an entity of the biological transformation and harvest of biological assets
for sale or conversion into agricultural produce or additional biological assets with biological
asset defined as a living animal or plant. Based on this definition, agricultural activity
covers a diverse range of activities, e.g. forestry, annual or perennial cropping, cultivating
orchards and plantation, fish farming or cattle farming. Agricultural produce is the
harvested product of the entity’s biological assets. Three common features can be identified
within this diversity — biological asset capability of biological transformation (growth,
degeneration, production and procreation), conditions management of biological
transformation and measurement of qualitative and quantitative changes brought about
by biological transformation or harvest.
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Recognition and measurement

Recognition and measurement are the pivotal part of IAS 41, such as other standards.
In compliance with the common definition of assets included in the Conceptual Framework,
an entity shall recognize biological assets or agricultural produce only when:

a) an entity controls the asset as a result of past events,

b) it is probable that future economic benefits associated with the asset will flow to
the entity, and

c) the fair value or cost of the asset can be measured reliably.

IAS 41 requires all biological assets related to agricultural activity to be measured on initial
recognition and at the end of each reporting period at fair value less costs to sell where
costs to sell are defined as incremental costs directly attributable to the disposal of an
asset, excluding finance costs and income taxes. Agricultural produce harvested from an
entity’s biological asset is measured at its fair value less costs to sell at the point of harvest.
Such measurement is the cost at that date when applying IAS 2 Inventories or another
applicable standard.

There is a presumption that fair value can be measured reliably for a biological asset. That
presumption can be rebutted only on initial recognition for a biological asset for which
quoted market prices are not available and for which alternative fair value measurements
are determined based on professional judgement to be clearly unreliable. Only in such
case, entity measures the biological assets at its acquisition cost less any accumulated
depreciation and any accumulated impairment. Once the fair value of biological asset
becomes reliable, an entity measures it at its fair view less costs to sell. IAS 41 allows that
acquisition/production costs may approximate fair value, particularly when only little
biological transformation has taken place since initial cost incurrence, or the impact of the
biological transformation is immaterial. An entity that has previously measured a biological
asset at its fair value less costs to sell is obligated to continue in this type of its
measurement.

Measurement prescribed by IAS 41 is based on the principle that the biological
transformation that these assets undergo during their lifespan is best reflected by fair value
measurement (IFRS Foundation, 2014). Evaluating the agricultural activity at the point of
the harvest results from the fact that the transformation process is immediately
represented in the financial statements and due to the fact that the stakeholders are able
to estimate the future economic benefits (Lefter, Roman, 2007). The fair value of biological
assets has the direct relation to changes in anticipating the future benefits. For example,
anticipated benefits are directly proportional to the growth of trees in the forest
(Dvorakova, 2012). On the other hand, the evaluation at the acquisition/production cost
does not reflect sufficiently the increase in value during development phase over the time
of growth of biological asset due to the small relation between expended costs and growth
of biological assets, e.g. trees in the forest (Lefter, Roman, 2007). Entities using the
evaluation at historical cost cannot recognize the revenue until the harvest or sale (it could
take decades in case of trees). By using fair value evaluation model, gains can be
recognized continuously during each accounting period until the harvest.

Fair value determination

At the time of its creation, IAS 41 contained a definition of fair value and the options of its
determination. Since a new International Financial Reporting Standard 13 Fair Value
Measurement was approved (effective from 15t January 2013), its definition of fair value is
currently prescribed for all standards. IFRS 13 defines fair value as a price that would be
received to sell an asset or paid to transfer a liability in an orderly transaction between
market participants at the measurement date. That definition of fair value emphasizes that
fair value is a market-based measurement (i.e. market approach), not an entity-specific
measurement (Starova et al., 2016). According to Dvorakova (2012), active market with
biological assets, especially with long-term production cycle, may not function. For that
reason, other approaches to fair value (i.e. cost or income approach) offered by IFRS 13
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have to be employed. In that case, Svoboda, BohusSova (2017) and Cavalheiro et al. (2017)
suggest using discounted cash flow (income approach) to measure biological asset’s fair
value. But it should be noted that any cash flow for financing the assets, taxation, or re-
establishing biological assets after harvest, e.g. the cost of replanting trees in a plantation
forest after harvest, cannot be included in the calculation (IAS 41).

An entity should use maximally relevant and observable information in order to measure
fair value. IFRS 13 specifies the hierarchy of inputs in the determination of fair value using
valuation approaches mentioned above. Level 1 inputs are considered the most reliable
evidence of fair value and have to be used without adjustment to measure fair value
whenever available; it has the highest priority. Level 1 inputs are quoted prices in active
market for identical assets on the principal or the most advantageous market for the asset.
Related to biological assets Dvorakova (2014) points out that market prices often have
unstable seasonal character - they can differ significantly at the end of reporting period
from future sale prices, which could cause recognition of unrealized gains or losses. These
unrealized gains could be a subject of taxation (Bartlfikovd, Semerad, 2013). Level 2
inputs are directly or indirectly observable quoted prices in active markets for similar assets
or, in case of missing active markets, quoted prices for identical or similar assets in markets
that are not active. Level 3 inputs are unobservable on the markets. They reflect
management’s own assumptions about the assumptions market participants would use in
pricing the asset (including risk assumptions). At level 3 the asset valuation requires a
certain degree of judgment by the appraiser, and this could influence reliability and
relevance of the generated information (Yang et al., 2005).

Reporting

Biological assets are reported as non-current or current assets in the balance sheet. A gain
or a loss arising on initial recognition of a biological asset or agricultural produce at fair
value less costs to sell and from a change in fair value less costs to sell is included in the
profit or loss for the period in which it arises (IAS 41). A loss might arise on initial
recognition of a biological asset because costs to sell are deducted, and they can exceed
the fair value of the asset. Gains and losses are compensated and reported separately from
other costs/losses and revenues/gains in the statement of comprehensive income.

Governments Grants

Accounting approach related to government grants incorporated in IAS 41 differs from an
approach in IAS 20 Accounting for Government Grants and Disclosure of Government
Assistance. The common approach to grants based on deducting a grant from the carrying
amount of the related asset would be inconsistent with fair value model. (Dvorakova,
2014). For that reason, IAS 41 incorporates its own treatment

Unconditional grants related to biological assets measured at fair value less costs to sell
are recognized in income when the government grant becomes available. Conditional
grants are recognized in income when the conditions related to the government grant are
met. If the terms of the grant allow part of it to be retained according to time that has
elapsed, the entity recognized that part in profit or loss as time passes (IAS 41).

Bearer Plants

Beside biological assets mentioned above, IAS 41 distinguishes a specific group of
biological assets called bearer plants that differ from other biological assets. Bearer plants
are used solely to grow produce over several periods and at the end of their productive
lives accounting unit usually gets rid of them. Once bearer plant attains maturity its
biological transformation is no longer significant in generating future economic benefits.
The only significant future economic benefits of bearer plant come from the agricultural
produce that it generates (IFRS Foundation, 2014). In other words, once they are mature
and productive, they are similar to "machinery used for manufacturing of goods”. IAS 41
defines the bearer plant as a living plant that:

a) is used in the production or supply of agricultural produce;
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b) is expected to bear produce for more than one period; and
c) has a remote likelihood of being sold as agricultural produce.

Originally the rules of IAS 41 were applied on bearer plants as well. But based on feedback
from stakeholders who argued that fair value measurement was not appropriate for these
bearer biological assets (Deloitte, 2014), the International Accounting Standards Board
(IASB) has decided to change their accounting treatment. On 30" June 2014, IASB issued
Agriculture: Bearer Plants (Amendments to IAS 16 and IAS 41) effective for entities since
annual periods beginning on or after 15t January 2016. IASB decided that bearer plants will
be within the scope of IAS 16 Property, Plant and Equipment and be a subject to all
requirements therein. This includes the option to choose between the cost model and
revaluation model for subsequent measurement (EY, 2014).

Plants like tea bushes, grape vines, oil palms and rubber trees usually meet the definition
of a bearer plant and are within the scope of IAS 16. However, it is necessary to mention
that the produce growing on bearer plants - for example, tea leaves, grapes, oil palm fruit
or latex - remains within the scope of IAS 41. Annual crops and other plants that held
solely to be harvested as agricultural produce, such as soya, wheat and soya or trees grown
for lumber, are not expected to meet the definition of bearer plants. In addition, biological
assets with dual use, both bearer (e.g. fruit) and consumable (e.g. lumber) attributes do
not hold the definition and remain under the rules of IAS 41 (EY, 2014). Bearer animals
are explicitly excluded from the definition and are accounted for under IAS 41.

Bearer plants that are subject to IAS 36 have to meet all measurement requirements in
IAS 16. Before maturity, bearer plants will be measured at their accumulated cost, in the
same way as self-constructed items of property, plant and equipment before they are in
the location and condition necessary to be capable of operating in the manner intended by
management. After they become mature, entities choose to measure either the cost model
or the revaluation model. Following either model, entities have to determine the useful life
of the bearer plant in order to depreciate it. The useful life needs to be re-evaluated each
year. Unlike biological assets under IAS 41, property, plant and equipment under IAS 16
are not scoped out of IAS 36 Impairment of Assets - this means the need for assessing
whether there are some indicators that bearer plants are impaired at the end of the
accounting period.

Usage of IAS 41 on the Central European Stock Exchanges

Regulation (EC) No. 1606/2002 requires that all publicly listed companies on a regulated
market in the European Union have to prepare their consolidated financial statements in
accordance with IFRS. Member states can still decide on the obligation to apply IFRS for
the preparation of individual financial statements of publicly listed companies on a
regulated market. In case of corporations traded on a non-regulated market (i.e.
multilateral trading facility) responsible market organizer (stock exchange) decides on
using IFRS. For example, in the Czech Republic, all publicly listed companies on the
regulated market have to prepare their financial statements (individual or consolidated) in
accordance with IFRS (Act No. 563/1991 Coll.). On the contrary, in Slovakia only some
publicly listed companies on the regulated market have to applied IFRS for their individual
financial statements (e.g. banks, insurance companies or reinsurance companies), the
others may (but do not have to) use IFRS (Act No. 431/2002 Coll.). Both countries do not
regulate using IFRS on non-regulated markets.

Application of IAS 41 supposes that entity is involved in the agricultural activity and
prepares its financial statements in accordance with IFRS. The examination of using IAS
41 was conducted among corporations on regulated and non-regulated stock market
segments of the Central European Stock Exchanges. The results presented in Table 1 show
that only the low number of publicly listed companies uses IAS 41. In total, 1 653 listed
companies were examined, and only 19 of them use IAS 41.
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Table 1 Usage of IAS 41 on the Central European Stock Exchanges

Total number of Number of Companies using

Stock Exchange publicly listed companies using IAS 41 (%)

. (o}

companies IAS 41

Prague Stock Exchange 53 1 1.887
Bratislava Stock Exchange 60 1 1.667
Warsaw Stock Exchange 880 13 1.477
Budapest Stock Exchange 40 0 0.000
Vienna Stock Exchange 620 4 0.645
Total 1 653 19 1.149

Source: Own arrangement based on the data retrieved from the Central European stock exchanges
and financial statements of listed corporations

The low usage of IAS 41 can be explained by the small number of publicly listed agriculture
companies on the stock exchanges. Most agriculture companies are small, independent,
cash and tax-focused, family-operated business units, without the need to obtain capital
on stock exchanges (Dvorakova, 2012). According to Eurostat (2013), there were 10.8
million farms across the EU-28. There is a large number (4.9 million) of very small, family
farm (less than 2 hectares in size), and a small number (0.3 million) of very large farms
(over 100 hectares). Apart from the size, Messah (2011) found out that agriculture
companies in relation to listing on stock exchanges face major challenges such as high
listing fees, price instability and fluctuations for agricultural produce based on inconsistent
weather conditions or fluctuations in profitability in the agricultural sector, hence
considered a risky sector to invest in. These reasons can explain the low listing of these
companies as well.

Another reason for the results can be found in the state law and stock exchange rules
which do not require IFRS application for all listed companies. Agriculture companies are
traded particularly on non-regulated market segments where the stock exchanges often
do not prescribe mandatory using IFRS. Given the additional costs related to IFRS adoption
(e.g. Navarro-Garcia and Bastida, 2010, or Morris et al., 2014) companies are not
motivated to apply them. Therefore, not every entity from the small amount of listed
agriculture companies uses IAS 41. On the other hand, with continuing globalization and
increasing pressure on international comparability of financial statements by owners,
potential investors, financial institutions or regulators it can be assumed that the
importance of IFRS will rise and agriculture companies will be more motivated to start
preparing their financial statements in accordance with IFRS.

Although at first sight, it might seem that IAS 41 is redundant due to its low usage, it is
not the case. It provides accountants with coherent, logically structured and
understandable set of specific rules that cannot be substituted by other existing IAS/IFRS.
Thanks to these rules agriculture companies are able to prepare reliable, transparent and
internationally comparable financial statements with respect to their activity based on
biological transformation.

4 Conclusion

Agricultural companies differ regarding their activities from the other business
corporations. Their activity is based on the biological transformation that is dependent
on the natural and environmental conditions and takes independently of human activities
- people can only facilitate or influence it. The nature of the agricultural activity is difficult
to capture in traditionally used accounting models based on historical cost and realization
principle (Dvorakova, 2012).

International Accounting Standard 41 offers the special accounting treatment of biological
assets (except bearer plants), agricultural produce at the point of harvest and government
grants related to agricultural activity. IAS 41 is based on the fair value principle which
represents the best way how to capture the biological transformation in the accounting
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books and financial statements because the fair value has the direct relation to changes
in anticipating the future benefits. For that reason, IAS 41 requires all biological asset and
agricultural produce to be measured at fair value less costs to sell if fair value is reliably
measurable. Determination of fair value is incorporated in IFRS 13 which prescribes three
fair value determination approaches (market, cost and income) and three levels of
applicable input information.

Based on the conducted research among 1 653 publicly listed corporations on the stock
exchanges in the Czech Republic, in Slovakia, Poland, Hungary and Austria, there is the
only small number of agriculture companies using IAS 41. Although its low usage might
suggest its uselessness, it provides a specific set of accounting rules that cannot be found
in any other standard, and that is important for agriculture companies (non-listed as well).
IAS 41 allows them to prepare financial statements with respect to particularities of the
biological transformation based on comparable, internationally known, uniform and reliable
accounting rules and principles. It can be expected that continuance of globalization
increases the importance of International Financial Reporting Standard even more for
owners, potential investors, banks or government agencies and more (not only) agriculture
companies will begin to apply IFRS.
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Abstract: In the risk management, volatility as the important parameter for estimation in
the issue of hedging. Volatility model is the regression based forecasting model. GARCH
(Generalized Autoregressive Conditional Heteroscedasticity) model is one of volatility
model, it presents the variance rate at the current time step is a weighted average of a
constant long run average variance rate, the variance rate at the previous time steps and
the most recent information about the variance rate. Hence, there are many literatures
supposed to use the GARCH minimum variance hedging the financial derivatives. Thus, the
bivariate GARCH model provides a superior performance to other dynamic or constant
hedge for financial derivatives. In the paper, it estimates the minimum variance hedge
based on an advanced econometric model (GARCH model) with time varying minimum
variance hedge.

Keywords: Volatility Model, GARCH Model, minimum variance, hedge ratio
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1 Introduction

The forecasting of volatility can be regarded as a significant problem of financial modelling.
Because the volatility is an important parameter for financial risk management and it is
applied in many issues such as option pricing, portfolio optimization, Value at Risk, hedging
and so on. There are many literatures supposed to use the GARCH minimum variance
hedging the financial derivatives. Hence, in this paper analyzes the volatility model applies
to hedging - GARCH minimum variance hedging.

2 Methodology Volatility Model based GARCH Minimum Variance Hedge
This section describes the minimum variance hedge (section 2.1), the volatility forecasting
- GARCH model (section 2.2) and GARCH minimum variance hedge ratio (section 2.3).

Minimum Variance Hedge

Suppose there is a maturity mismatch, so that the hedge position is closed at some time
t < T, where T is the expiry date of the futures. The value of the hedged portfolio at time ¢
is

P(t) =n X Ng X F(t,T) — Ng X S(t). (1)
The variance of this portfolio value is
Variance (P(t)) = n?N#Variance(F(t,T)) + NZVariance(S(t)) — 2nNgNsCov(F (t, T)S(t)). (2)

Note that if nN; = Ng as in the one-for-one hedge then

Standard Deviation (P(t)) = Ng X \/Variance(F(t, T)) + Variance(S(t)) —2Cov(F(¢,T),S(t). (3)

The hedging criterion is to choose n at time 0 to minimize equation (2). Differentiating with
respect to n and checking the second order condition gives the optimal number of contracts
in the hedge as

=) xp (4)

where
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Variance(F(t,T))"
The ratio equation is called the minimum variance hedge ratio.

Verification of the financial risk estimation approaches following the minimum variance
hedging under partial risk, which expressed variable parameter r € (0; 1]. The parameter r
means, what part of the risk should be hedged. If the r equal 1, it means the whole risk is
hedged, if it is less than 1, it is only a partial hedged. Hence, the minimum variance partial
hedge ratio expressed by following equation

x  TCov(F(ET),S(1)
Br = Variance(F(t,T)) (6)

Estimating Volatility - The GARCH Model
Define o, as the volatility of a market variable on day ¢, as estimated at the end of day t-

1. The square of the volatility on day t Gtz is the variance rate.

To estimate the volatility of a stock price empirically, the stock price is usually observed at
fixed intervals of time.

P
P -1

it

R =In( ) for i=1,2,...,t. (7)

Where, t+1: Number of observations,

P : Stock price at end of ith interval (i=0,1,...,t).

Because P = PHeR' , R/is the continuously compounded return in the ithinterval. The usual
estimate, P, of the standard deviation of the o, ’s is given by

O; :\/ﬁzn:[Rm - E(Ri)]2 :\/UT2 ' (8)

Where E(R))is the mean of theR,’s.

P 2
I~ IR, — )T, 0VT], (9)
P, ’ 2
Following that o itself can be estimated as o .
o = P (10)
\/; 14

The standard error of this estimate can be shown to be approximately &~ /2t

Suppose that the value of the market variable at the end of day iisP.. The variable R;is
defined as the continuously compounded return during dayi .

Ri:Ini

Sl (11)

An unbiased estimate of the variance rate per day, (th using the most recent n observations
on the Ris
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Ni_lzml ~ER), (12)

Where E(R;)is the mean of theR;’s:

2 _
o, =

1 N
E(R)==D R, (13)
)
For the purposes of calculating Value at Risk, the formula in equation (13) is usually
changed in a number of waysR;, E(R;), N-1.
Where R is defined as the proportional change in the market variable between the end of

day i-1 and the end of day i so that

-5 (14)

E(R/)is assumed to be zero and N-1 is replaced by t.
The formula for variance rate becomes
2 1 - 2
ol =—> R, (15)
N =

The Generalized Autoregressive Heteroskedastic (GARCH) model is developed by Engle
(1982) and Bollerslev (1986).
In GARCH model, O't2 is calculated from a long-run average variance rate, as well as from
o.,andR,_,. The equation for GARCH is

ol =yol +oR’, + fol,, (16)

Where, « is the weight assigned to th_l, and fis the weight assigned to Gtz_l. Because the
weights must sum to one:

y+a+p=1, (17)
Settingw = VW , the GARCH model in following equation,

ol =w+oR’, + Bol,, (18)

This is the form of the model that is usually used for the purposes of estimating the
parameters. Once @, & ,  have been estimated, it can calculate yas 1-a — . The long-

term variance can then be calculated asw/y . For a stable GARCH process it requires
a + f <1. Otherwise the weight applied to the long-term variance is negative.

The GARCH Minimum Variance Hedge

This is the number of futures contracts in the hedge when minimize the variance of the
hedge portfolio. Note that when beliefs are expressed in terms of returns normally express
the minimum variance hedge ratio as

B=pZ. (19)
F
It estimated by performing a simply linear regression by OLS. The regression model is
Tst = a+ﬁrpt+€u (20)

149



where the dependent variance is the return on the portfolio to be hedged and the
independent variable is the return on the hedging instrument.

Time varying minimum variance hedge ratios may also be estimated using a bivariate
GARCH model. These models extension to time varying minimum variance hedge ratios is
not entirely straightforward, since it is typical that the portfolio will be cointegrated with
its hedging instrument.

The disequilibrium term in the error correction mechanism will be closely approximated by
the fair value of the basis. To see why, note that

InF*(t,F) —InS(t) = (r —y)(T—t) = C(¢,T). (21)

Although C(t, F) will be stationary when the spot and futures are cointegrated, which they
are when the basis is mean-reverting, it need not be the most stationary linear combination
of the log of the market price of the futures and the log of the spot time. nevertheless
since the mispricing of the futures contract relative to its fair value is so small it is
reasonable to assume the error correction term in the error correction model is equal to
C(t,T) when log returns rather than returns are used in the GARCH model.

Introducing the notation

_ (Tst _ M _ Iy Ty T
ye = (rFt)’ u= (#2)1 m= (7-[2)1 I= (F21 [‘22) and & = (gz’t)l (22)

where the vector y contains log returns, it can write the conditional mean equations as
Ve = U+ Ty +mCy + &. (23)

In the conditional bivariate GARCH framework, it assumes &ll,_;~N(0,H,) where I,_;
2
denotes the information set as time t — 1 and H, = (a“ 05“)

2 Jr
Osft  Oft

where o5, and o5, are the conditional standard deviations of the portfolio and the hedging
instrument and oy, is their conditional covariance at time t. This matrix is called the
conditional covariance matrix. The GARCH minimum variance hedge ratio at time t is then
given by

Be="3" (24)

Note that the GARCH model hedge ratio is time varying as well as its estimate.

Verification of the financial risk estimation approaches following the GARCH minimum
variance partial hedging under partial risk, which expressed variable parameter r € (0;1].
The parameter r means, what part of the risk should be hedged. If the r equal 1, it means
the whole risk is hedged, if it is less than 1, it is only a partial hedged. Hence, the GARCH
minimum variance partial hedge ratio expressed by following equation

Be =" (25)

OFt

3 Empirical Study of Volatility Model based GARCH minimum Variance
Hedge

This section illustrates the minimum variance hedge ratio (section 3.1) and GARCH
minimum variance hedge as the empirical research with two Chinese indices (section 3.2).

Minimum Variance Hedge Ratios

Illustrate that based on the equation (5), (6) and (20) to calculate the OLS minimum
variance futures hedge ratios for the two Chinese indices (Figure 1) of SSE composite index
(000001.SS), HANG SENG index (NHSI) that according to the hedging period of 1 day
(daily data). The following Table 1 presents the results of minimum variance hedge ratios
from 23% July 2012 - 13% October 2017.
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Figure 1 Index Data from 2012-2017
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Source: Yahoo Finance
Table 1 Minimum Variance Hedge Ratio

Returns SSE HANG SENG
Spot volatility 23.51% 16.48%
Futures Volatility 26.49% 17.77%
Correlation 0.082 0.020
Minimum Variance Hedge Ratio 0.073 0.018

Source: Own calculation

The minimum variance hedge ratio is the product of the correlation coefficient between the
changes in the spot and futures prices and the ratio of the standard deviation of the
changes in the spot price to the standard deviation of the futures prices. The size of the
minimum variance hedge ratio increases with the spot-futures correlation. When the spot
and futures are very highly correlated the minimum variance hedge ratios are very close

to 1. Otherwise might opposite.

Table 2 Minimum Variance Partial Hedge Ratio

100% (full hedge) 80% 60% 40% 20%
SSE 0.073 0.058 0.044 0.029 0.015
HANG SENG 0.018 0.015 0.011 0.007 0.004

Source: own calculation

Figure 2 Minimum Variance Partial Hedge Ratio

v

20% 30% 40% 50% 60% 70% 80% 90% 100%

——-SSE @ HANG SENG
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Source: own calculation

The result under the risk of 20%, the partial hedging with SSE is 0.015 and HSI is 0.004;

under the risk of 40%, the partial hedging with SSE is 0.029 and HSI is 0.07; under the
risk of 60%, the partial hedging with SSE is 0.044 and HSI is 0.011; under the risk of 80%,

the partial hedging with SSE is 0.058 and HSI is 0.015; under the risk of 100% (full hedge),
the hedging with SSE is 0.073 and HSI is 0.018. Though the increase of risk the partial
hedging optimization is going up that is proof in the Figure 2.

The GARCH Minimum Variance Hedge

Illustrate that the case of SSE composite index and HANG SENG index apply GARCH
minimum variance hedge which based on the equation (24) and (25). The time varying
GARCH hedge are extremely variable. Following Figure 3 and Figure 4 present the GARCH

minimum variance hedge ratio with full hedge risk and partial risk in SSE composite index

(000001.SS) and HANG SENG index (~NHSI).
Figure 3 (a) The GARCH Minimum
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Figure 4 (a) The GARCH Minimum
Variance Hedge (HSI)
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Figure 4 (b) The GARCH Minimum
Variance Partial Hedge (HSI)
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Time varying minimum variance hedge ratios estimated GARCH incorporate too much noise
to be effective for hedging purposes and one is actually better off using OLS to estimate
the minimum variance hedge ratio. The benefits of an active hedging strategy should be
economically justifiable yet these models do not account for transactions costs, such as
margins and commissions. When the costs of hedging are considered the case against time
varying hedge ratios based on conditional covariances is strengthened even further. Result
presents the GARCH hedge ratios sensitivity does not influence performance.

4 Conclusions

This paper analyzes the volatility model (GARCH model) to estimate minimum variance
hedge ratio when the hedge is placed over a very short horizon (daily data) with SSE
composite index (000001.SS) and HANG SENG index (~HSI). The forecast based on longer
time series should be better. The characteristic property of the GARCH model is the slower
reversion to the observed variance after greater shocks. In principle, the GARCH model is
better compared with the EWMA model for short term forecasting. Hence, the following
step of empirical study will the volatility model based EWMA minimum variance hedging.
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Abstract. In the Czech Republic and other countries, the effective use of funds from public
sources in the health care sector is a long-term research topic. There is pressure to increase
the efficiency of healthcare providers. The paper deals with the analysis of the methods
used to determine the effectiveness of hospitals in the Czech Republic. Many tools of
financial analysis are used to assess financial health. In particular, various ratios, but only
those situations that relate to them. However, there are a number of methods dealing with
a more comprehensive view of the overall effectiveness of the subject. The aim of the
paper is to discuss and assess whether the detection of financial health by various methods
will contribute to the improvement of the financial situation of Czech hospitals. For
assessing the benefits, account is taken of the financial position of the investigated
hospitals found in research and research by other authors. Contributions will be used by
hospitals from the calculation of the Ohlson O-Score Index, the Financial Strength Index,
the Polish Collective Index by A. Bem and H'index in 2013-2016. The output of the
contribution is the H'index financial health information compared to other indexes.

Keywords: hospitals, performance, financial health
JEL Classification: 111, C6

1 Introduction

The health system is the most comprehensive component of the entire nonprofit sector
amongst which the health services are generally the most commercial. More and more
gainful activity of these services depends more on management than on volunteers (Worth,
2012).

The economic outturn of a healthcare facility may be positive or negative. Ideally, any
economic subject should achieve long-term profitability. In healthcare, there may also be
situations where it is not possible to say whether profit is a positive or negative aspect.
General economic theories may be contrary to the criteria of success in health care (Pekova
at al., 2012)

Since the end of the last century, a number of authors have been researching the economic
effectiveness of hospitals (Sherman,1984) (Zuckerman et al., 1994). In this millennium,
researching the measurement of hospital efficiency and its determinants is a major concern
of the healthcare economy (Jacobs, 2001) (Hofmarcher, 2002). To evaluate efficiency,
quantitative economic analysis methods, including envelope analysis, are a useful tool.
Their disadvantage is the difficulty of aggregating diverse data (Dlouhy, 2007). A summary
of articles on efficiency assessments in health care is published by Hollingsworth
(Hollingsworth, 2003).

2 Methodology and Data

For comparison, models that were created for and are applicable to hospitals were selected.
The models differ from each other by the number of indicators and by their selection.
Various limitations have been made in analyzing and evaluating results. Foreign models
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appeal to the use of financial indicators that do not have the exact equivalents in the Czech
Republic, such as the Cleverley Financial Strength Index and its "Days cash on hand"
indicator. Czech hospitals often deal with loss and are perceived negatively in this respect.
While calculating foreign indexes, Czech hospitals with negative economic outcomes are
often ranked amongst the most stable and financially healthy.

Ohlson's O-Score is a multi-factor formula for the approaching bankruptcy's prediction.
Ohlson, a big critic of Altman's Z-score, built his model on the data of 2000 bankrupt US
companies. His model is considered to be more accurate than Altman's Z-score even due
to the influence of internal and external factors (Ohlson, 1980).

The O-score formula (Ohlson, 1980):

0= —132—0407log(“f)+ 6,03 ﬂ—143 W—“"f+ 0,0757 %—172)( 2,37 ﬂ—
1,83 F”’t + 0,285Y — 0,521 M (1)
[NIt|+ [NIg—1]

TA total assets,

GNP Gross National Product price index level,

TL total liabilities,

WC working capital,

CL current liabilities,

CA current assets,

X=1if TL > TA, 0 otherwise,

NI net income,

FFO funds from operations,

Y=1 if a net loss for the last two years, 0 otherwise

The Financial Strength Index (FSI) was designed by William Cleverley specifically for
American hospitals. This prevents problems arising from the use of bankruptcy and
creditworthiness models and indexes designed for manufacturing companies. In his
research, Cleverley dealt generally with health care systems. FSI is a composition of four
dimensions: profitability, liquidity, financial leverage and age of physical equipment
(Cleverley, 2002).

Basic FSI formula (Cleverley, 2002):

FS = (total margin — 4,0) N (days cash on hand — 50) 4 (50 — debt financing %)
B 4,0 50 50,0
9,0 — average age of plant
+( 990 geofp ) (2)

Polish indicators by Agnieszka Bem et al have been designed and tested to assess the
financial health of Central European hospitals. The synthetic pointer is constructed using a
gradient method. In Table 1 the indicators are divided into 4 categories - profitability,
liquidity, debt and efficiency (Bem et al, 2015).
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Table 1 Selected Financial Indicators

Label Formula Group
OPM EBIT/Sales profitability
CR Current Assets/Current liabilities liquidity
D% Total debt/Total Assets debt
CF/Debt (Net profit + Depreciation) / Total debt
debt
TAT Sales/Total Assets efficiency
CES Employee benefit expense/Sales efficiency
ROCF (Net profit + Depreciation) / Total Brofitability
Assets

Source: own edit (Bem et al, 2015)

Czech H'index is still the youngest model compiled through logistic regression on the data
of Czech hospitals. It was built on the basis of extensive analysis of existing indexes and
indicators (Hajdikova, 2016).

Basic H'index formula (Hajdikova, 2016):

H'index =0, 8277 + 80,8714U1 +9,5314U2 + 1, 7580U3- 10, 8281U4 3)
e Ul = EBIT/operating income
e U2 = Net profit + depreciation/total debt
e U3 = Operating income/total assets
e U4 = Cost of employee benefits/operating income

There are weighing coefficients in front of individual indicators (Ui). The constant in the
formula is 0.8277, which increases the sum of the weighted values of the indicators. The
basis for the goal of this paper is to select a correct research sample. Between 2013 and
2016 there were from 188 to 189 hospitals registered in the Czech Republic (UZIS, 2018).
Secondary data from publicly available sources and the websites of individual hospitals
were used in the research. The data from the website has coincided and can be considered
as correct. Despite the legal obligation, some business entities do not publish their financial
statements, which is also the case of some hospitals. The sample of hospitals that published
and were included in the research sample is shown in Table 2.

Table 2 Number of Hospitals for the Research sample

Year Number of hospitals
2013 99
2014 98
2015 85
2016 84

Source: UZIS (UZIS, 2018)

This research sample was selected using the cluster analysis. The clusters created contain
units that are similar. Individual clusters vary considerably between each other. The final
sample of examined hospitals is 84. The published evaluation applies the benchmarking
method to the top 10 hospitals.

3 Results and Discussion

When calculating the O-score, a problem arises when an indicator within the equation is
equal to zero. Ohlson pronounced the conclusion where the boundary value is 0,5. Values
higher than 0,5 indicate the financial distress and, on the contrary, lower than 0,5 the
financial health. Table 3 presents hospitals that can be considered financially sound and
stable. Hospitals with financial loss have never been among the top 10 best-rated hospitals.
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Table 3 Comparison of the Best Hospitals in the Czech Republic by O-score in 2013-2016

Hospital Year
2013 2014 2015 2016
Centrum lécby pohyb. aparatu, s. r. o. -9,43011 0 -5,51343 -6,54636
RHG spol. s r. o. -7,82853 -6,38471 -8,64625 0
Policska nemocnice, s. r. 0. -6,47412 -6,28977 -6,23757 -6,22558
Sdruzené zdravot. zaFizeni Krnov, p. o. -4,17787 -5,25399 -4,74197 -4,08734
Fakultni nemocnice Hradec Kralové -4,17593 0 -4,18853 -4,09987
Nemocnice Vyskov, p. o. 0 -5,11317 -4,56641 -5,23112
Nemocnice Ivandice, p. o. 0 -4,91298 -4,67252 -4,78224

Source: own research

Cleverley's Financial Strength Index considers indicators that are barely used in the Czech
Republic for the assessment of financial health. The calculation of the index itself was
seamless. Cleverley divides hospitals into three categories. The FSI ranging from -2,0 to
2,0 indicates that the hospital is financially unhealthy; values from 2,0 to 3,0 refer to
hospitals with average financial health. The FSI with values greater than 3,0 refers to
hospitals with excellent financial health. The results of the calculations were extremely
high, which may be either due to a partial modification of the index indicators or due to
the FSI not being suitable for assessing the financial health of Czech hospitals. It's also the
only index considering different indicators and variables, so it tends to be more
inappropriate than to misconduct. Table 4 shows the top 10 hospitals that have occupied
the position for at least three of the four monitored years.

Table 4 Comparison of the Best Hospitals in the Czech Republic by FSI in 2013-2016

Year
Hospital
2013 2014 2015 2016
Nemocnice 2atec, 0. p- S. 5229,64 48061,07 6018,765 5956,26
Stfredomoravska nemocnicni, a. s. 4571,937 5604,65 5055,669 5323,665
Dopravni zdravotnictvi, a. s. 4281,706 5274,472 4095,724 0
Oblastni nemocnice Kolin, a. s. 3928,919 0 5687,004 4987,923
Poliklinika Prosek, a. s. 3629,001 0 3772,078 3645,239
Nem. s poliklinikou Karvina - Raj, p. o. 2722,068 804613,2 1798924 0
Sdruzené zdravot. zafFizeni Krnov, p. o. 2584,261 395149,5 139047 138897
Nemocnice Ivandice, p. o. 0 632003,7 707935,1 686234,3
Masaryk. méstska nem. v Jilemnici, p. o. 0 724249,4 867014,2 0
Nemocnice Vyskov, p. o. 0 227650,2 1174428 346787,76

Source: own research

The calculation of Polish financial health indicators in Table 5 differs slightly from previous
calculations. There is no formula or equation that would be definitive and authoritative for
application in assessing the financial health of hospitals. This is the calculation of seven
indicators, which are further independently evaluated. After calculating the indicators, the
OPM (EBIT / Sales) variable was chosen, according to which the hospitals were ranked
downwards from best to worst. Subsequent analysis has shown that, according to the OPM,
the financial condition of the hospitals is assessed as "bad". In addition, it is appropriate
to state that all hospitals of the research sample were evaluated negatively. The use of
these indicators is not appropriate for a person who did not participate in the research. It
serves as a different view on the subject and the impetus for a deeper analysis and an
subsequent research.
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Table 5 Comparison of Hospitals Using the Polish Index (OPM) in 2013-2016

Hospital 2013 2014 2015 2016
Centrum lécby pohyb. aparatu, s.r. o. 0,264843 0 0,0888950,345566
RHG spol. Sr. o. 0,216902 0,234035 0,245868 0
Mediterra Sedlcany, s. r. o. 0,149217 0,061046 00,098457
Nemocnice Podlesi, a. s. 0,14225 0,147729 0,0841950,108834
Nemocnice sv. Zdislavy, a. s. 0,141749 0,051459 0,053516 0
Poli¢cska nemocnice, s. r. 0. 0,099874 0,14088 0,1230990,134766
Hornicka nem. s polik., spol. s r. o. 0,091311 0,083072 00,089866
SANATORIUM Helios, s. r. o. 0 0,146503 0,1902070,173322
Nemocnice Valtice, s. r. o. 0 0,108945 0,0807470,090944
Nemocnice Cesky Tésin, a. s. 0 0,069887 0,0787030,061233

Source: own research

H'index, as the only one outlined in Table 6, was designed to assess the financial health of
Czech hospitals. It responds to the trend when hospitals have a need to compare their
achievements with competition, while the competitive fight is quite large. H'index operates
with Czech data and considers indicators that are commonly used in the Czech Republic to
assess financial health.

Table 6 Comparison of the Best hHspitals in the Czech Republic Using the H'index

. Year
Hospital
2013 2014 2015 2016
Centrum lécby pohyb. aparatu, s. r. 0.  44,02907 0 17,34271 22,43736
RHG spol. s r. o. 31,7627 28,53735 38,99768 0
Nemocnice Podlesi, a. s. 19,28659 18,31247 10,8022 17,8765
Hornicka nem. s poliklinikou, spol. s r. 0. 16,94159 15,15379 0 16,87655
Policska nemocnice, s. r. o. 14,0115 18,13052 16,7603 16,7822
Nemocnice Valtice, s. r. o. 12,35539 11,01899 9,058287 11,00878
SANATORIUM Helios, s. r. o. 0 15,03902 22,19845 22,26766

Source: own research

To make it more accurate to determine whether the researched indexes are suitable for
assessing the financial health of Czech hospitals, it is necessary to compare them with real
results or with a similar research. Because there is no similar research, where these indexes
would be tested on Czech hospital data, a benchmarking method was used. It is based on
HCI's list of success rate of hospitals (Health Care Institut, 2018). The list is made on the
data of Czech hospitals. The results of H'index in this paper are the same as those in the
list, or only slightly different depending on the origin and method of collection of the
researched data. Another comparison is devoted to the FSI index. FSI values are
completely different in size, often in hundreds of thousands. The FSI results can hardly be
grasped and evaluated. The listed index contained the most unknown indicators and its
modification could distort the results. The formula of the Ohlson's index has overturning
results. Negative values mean financially sound hospitals and positive values mean
hospitals with financial problems. It was not possible to compare numerical values, so
hospitals were compared only in terms of whether they were placed in the top 10 list.
Polish indicators are deliberately omitted because of the lack of interpretation. The base
for the evaluation was probably not chosen appropriately, therefore it is not possible to
evaluate the suitability of the indicators.
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4 Conclusions

Healthcare is currently a widely discussed topic. Even in this sector, the trend of the present
time - the comparison with the competition - is interfering. Indexes help the economic
subjects with fast comparison between each other. It is related to the need for leadership,
being the best in the group. A key compromise in the management of hospitals and other
healthcare facilities is to ensure prosperity and fulfillment of the mission in the care of the
health and well-being of the population. The main benefit of aggregate financial health
assessment indexes is their easy and quick application. The result is one value that has a
clear message. The resulting value is a determinant for the management and may be
followed by a more thorough financial analysis. It is advisable to combine both methods,
not relying on just one. In the Czech Republic there are widely used other methods of
financial analysis and also indexes that are not suitable for Czech hospitals. Indexes built
primarily for hospitals were introduced in this paper. Also, the capability of the new H'index
was introduced. From the selected foreign indexes, the O-score index for the Czech
Republic has the greatest information. Of all the indexes examined, the Cleverley FSI index
is the least appropriate.
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Abstract: The Czech Republic has the lowest unemployment rate throughout the European
Union. According to Eurostat and the Czech Statistical Office, in March 2018, the
unemployment rate in the Czech Republic reached 2.2%. Such a low unemployment rate
causes an excess of demand over supply. Companies are looking for ways of meeting the
demand of their customers. One of the possibilities is technological progress. For this
reason, both the Czech Republic as well as the European Union are promoting the Industry
4.0 initiative and at the present time also the Work 4.0. The aim of the paper is to analyse
the impact of Industry 4.0 and Work 4.0 on the labour market. The paper contains an
analysis of the share of unemployed people in individual regions and the development of
wages. The manufacturing industry is one of the key sectors of the Czech economy. The
following hypotheses are tested: The impact of Industry 4.0 is markedly different in the
Czech Republic regions and second As a result of the enforcement of Industry 4.0
(production automation), unemployment varies across regions.

Keywords: Region, Industry 4.0, wages, cluster analysis, unemployment
JEL codes: J21, E2, L16, O33

1 Introduction

Originally initiated in Germany, Industry 4.0, “the fourth industrial revolution”, has
attracted much attention in recent literatures. It is closely related with the Internet of
Things (IoT), Cyber Physical System (CPS), information and communications technology
(ICT), Enterprise Architecture (EA), and Enterprise Integration (EI). (Lu, 2017). Industry
4.0 is defined as "“the integration of complex physical machinery and devices with
networked sensors and software, used to predict, control and plan for better business and
societal outcomes” (Industrial Internet Consortium, 2014) or “a new level of value chain
organization and management across the lifecycle of products” (Kagermann H, Helbig J.,
2013). or “a collective term for technologies and concepts of value chain organization”
(Hermann, Pentek, 2015). Thus, the concept of Industry 4.0 can be perceived as a strategy
for being competitive in the future. It is focused on the optimization of value chains due to
autonomously controlled and dynamic production (Acatech, 2013, 2017, Mrugalska,
Wyrwicka, 2017, Hedvicakova, 2018, Soukal, et al. 2012)

The impact of Industry 4.0 on the labour market will be very complex and also
contradictory. So far their research in the Czech Republic hasn't been given the right
attention. One of the exceptions is Chmelaf (2015) from the Strategy and Trends
Department of the Czech Republic Government Office, who prepared a study: The Impact
of Digitisation on the Labour Market in the Czech Republic and the EU. The paper deals
with the effects of narrow digitalisation and attempts to estimate employment threats in
professional groups based on coefficients that are taken from a US labour market study.
Calculations made so far on the disappearance and creation of jobs are different in relation
to the methodology used. Specifically for the Czech Republic, it's estimated that 10% of
jobs are seriously threatened by automation over the next 20 years, and 35% of jobs will
experience significant changes in the activities carried out. If this estimate, published in
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the OECD study (Employment Outlook 2016), counts on the number of people employed
in 2015, about 408,000 jobs will be significantly threatened, and 1.4 million jobs will
experience major changes. (Work Initiative 4.0). (Hedvicakova, 2018a)

2 Methodology and Data

Mainly secondary sources were used when processing this paper. Secondary sources
include specialised literature, gathering information from professional press, websites,
databases, discussions or previous attendance on specialised seminars or conferences
within the chosen subject area. (Hedvi¢akova, Svobodova, 2017) Key information was
obtained from the official websites of the Czech Statistical Office, the Ministry of Industry
and Trade, OECD, Eurostat, as well as from specialised servers and portals such as
iHned.cz, etc. Not enough attention has been devoted to Labour market research in
connection with Industry 4.0 yet. This topic was dealt with by Chmelaf, 2015 The Impacts
of Globalisation on the Labour Market in the Czech Republic and the EU and the Ministry of
Labour and Social Affairs 2015 by anticipating the qualification needs. The Ministry of
Labour and Social Affairs has elaborated the Work 4.0 study that this paper is based on.
(Hedvic¢akova, Svobodova, 2016, 2017, Svobodova, Hedvic¢akova, 2017,)

The paper uses the general unemployment rate according to the CSO's calculation
methodology, where the unemployment rate is calculated within Selected Survey of Labour
Force (SSLF, based on the recommendations of Eurostat, ILO International Labour
Organisation) as the so-called general unemployment rate. Furthermore, the values of the
share of unemployed people. (Hedvic¢akova, 2018)

The aim of this paper is to analyse the possible impacts of the Industry 4.0 Initiative, which
can be expected on the labour market in the Czech Republic with a focus on individual
regions.

The following hypotheses are tested:
H1: The impact of Industry 4.0 is markedly different in the Czech Republic regions.

H2: As a result of the enforcement of Industry 4.0 (production automation), unemployment
varies across regions.

The secondary data of the Czech Statistical Office were used to test the hypotheses
mentioned above. The data were both aggregate for the whole of the Czech Republic, as
well as individual data only for individual regions including the capital city of Prague. Some
of the most significant characteristics were the number of industrial companies with 100
or more employees, the sales of industrial goods and services, the average gross monthly
wage in industry, GDP, GDP per capita, emissions data (solids, sulfur dioxide, etc.) and
gross fixed capital increase (GFC).

Based on the data for the period 2000 to 2016, incremental indices of individual indicators
were calculated. Further, based on data from 2016, cluster analysis was performed. A
hierarchical method of clustering with the Euclidean distances of the centroid of each
cluster was used. Its aim was to merge regions with similar characteristics to make it easier
to determine whether Industry 4.0, by replacing labor with capital, has the potential to
increase unemployment in individual regions. In the last phase, Pearson's correlation
coefficients were calculated for the number of unemployed registered by the Labor Offices
and the selected above-mentioned characteristics.

3 Results and Discussion

Share of unemployed people in individual regions

According to the Czech Statistical Office, the share of unemployed people was 5.19% in
2016. In the following year, the share of unemployed people in the Czech Republic fell to
3.77%, which is lower than the natural rate of unemployment. For this reason, in 2017 the
labour market experienced excess of demand over the supply. Companies complained that
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they couldn’t find a sufficiently skilled workforce at a given wage rate. In all analysed
regions, the proportion of unemployed people decreased in 2017.

The highest share of unemployed people was in the Usti nad Labem Region, where it was
7.79% in 2016, it then fell to 5.39% in 2017. The second highest share of unemployed
people in the Moravian-Silesian Region was 7.45% in 2016 and in the following year it
dropped to only 5.77%. In 2017 this region has the highest share of unemployed people
within the Czech Republic.

The lowest share of unemployed people was in the Capital City of Prague where the share
of unemployed people reached 3.35% in 2016 and fell to 2.34% in the following year.
Three percent of the share of unemployed people in 2017 also wasn’t exceeded by the
Pilsen, Hradec Kralové and Pardubice regions. 3.09% was the share of unemployed people
in the South Bohemian Region. The share of unemployed in the Central Bohemia Region
was 3.17%.

The Figure 1 below shows that the share of unemployed people was below the natural rate
of unemployment in most regions in 2017 and that the firms didn’t have sufficient qualified
work. At a time of economic growth, capital substitution is appropriate and the share of
investment is growing in the Czech Republic. (Hedvicakova, 2018a)

Figure 1 Share of Unemployed People in the Czech Republic by Region (as on 31
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Wage developments in the manufacturing industry

The manufacturing industry is significantly involved in GDP growth in the Czech Republic.
A significant percentage of workers are also employed in the manufacturing industry. For
this reason, manufacturing industry wages were analysed. (Hedvicakova, 2018a)

The development of personnel costs in the manufacturing industry over the period 2008 to
2016 corresponds to the development of sales with year-on-year relative changes being
mostly lower. (See figure 2.) The proportion of individual divisions in personal costs varies
between the share of sales and the share of value added. (Ministry of Industry and Trade,
2016a).
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Figure 2 Wages in Industry in CZK in 2017
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Main Region characteristics

The number of enterprises active in the industry differs significantly in the Czech Repubilic.
The highest concentration of these companies (with 100+ employees) is according to the
CZSO0 in Prague and the Central Bohemian Region, their total number in the last years was
around 450, which represents approximately 20% of all such enterprises in the Czech
Republic. On the contrary, the smallest number of industrial enterprises is in West Bohemia
- the Karlovarsky Region, but this may be due to some extent, in addition to its location,
by its size. The number of companies is also related to total sales in the industry, which in
the Central Bohemia reached almost CZK 1 billion in 2016, ie almost 30% of the industry's
sales in the whole Czech Republic. This fact was also reflected in the average gross monthly
wage in industry, as in 2016 it exceeded CZK 30 thousand only in Prague (CZK 32,295)
and Central Bohemia (CzZK 31,507), whereas the average wage in the industry for the
whole of the republic was only 27,676 CZK.

Other significant differences in connection with Industry 4.0 have also occurred in gross
fixed capital formation (acquisitions and disposals of tangible and intangible fixed assets
that have the character of an investment and the cost of improvements in capital goods)
in the past years where was the trend of accumulation to the already industrially developed
areas. From 2010 to 2015, gross fixed capital growth increased by 20% in only five of the
14 regions - Prague, Central Bohemia, Zlinsky region, Moravian-Silesian region and
Kralovéhradecky region, where it was even 36.7%, i.e. two and a half times the average
in the Czech Republic, and due to the labor shortage in the labor market, it can be expected
to increase further.

It follows from the above that the impact of Industry 4.0 is not the same in the whole
Czech Republic. While in the industrially "developed" regions the growth rate of gross fixed
capital is rising in the last years, in others it is slowing down (e.g. the Ustecky region or
Karlovarsky region).

In order to obtain more specific and aggregate characteristics common to each region, a
cluster analysis was performed. Its aim was to include all regions and the Capital City of
Prague in certain clusters with similar characteristics, which would allow for a more
comprehensive estimation of the impacts of the development of the Industry of 4.0 regions.
At the same time, it will be possible to determine which regions and for what reason they
will be positively affected by Industry 4.0 and which regions are among the most
vulnerable.
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For the purpose of this cluster analysis, variables that affect industry and innovation are
affected, i.e. the number of enterprises, industrial sales, average gross monthly wages in
the industry, GDP per capita, emissions data (solids, sulfur dioxide, nitrogen oxide, carbon
monoxide) and gross fixed capital formation per capita. A hierarchical method of clustering
was used with the Euclidean distances of each centroid (see Fig. 3).

Figure 3 Dendrogram - Cluster Analysis
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Three clusters were created. The first contains only Prague, the second cluster consists of
the Central Bohemian region and the Moravian-Silesian Region, and the third cluster
consists of the other regions. The strongest predictor for the inclusion of the region in the
respective cluster was GDP per capita and gross fixed capital formation per capita, while
sales, wages and emissions data were rather complementary. Table 1 gives the following
characteristics:

Table 1 Final Cluster Centers

Cluster 2 -

Cluster 1 Central Bohemia Cluster 3
- Prague region, Moravian- - Other regions
Silesian region
Number of
industry
companies (100+ 228.00 229.00 150.00
employees)
Industry - 304,183.85 606,456.84 173,917.04
turnover
Industry - wages 32,295.00 29,487.00 24,104.00
Unemployed 30,179.00 51,501.00 22,563.00
GDP per capita 937,542.23 399,812.66 384,340.99
emissions - solids 1.79 0.76 0.52
emissions - solids 0.50 2.55 1.54
emissions - sulfur 11.83 3.20 1.89
dioxide
emissions = 22.10 17.80 4.38
nitrogen oxide
emissions -
carbon monoxide 271,213.55 103,834.60 88,420.02
GFCF per capita 228.00 229.00 150.00

Source: Czech statistical office (2018a), own processing
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A correlation analysis was carried out on selected data for the period 2000 to 2016. Its aim
was to find out a relationship with unemployment to other characteristics in individual
regions - clusters. The results are shown in the following table 2.

Table 2 Pearson Correlations Between Unemployment and Other Characteristics
Number of Industry Industry GDP per GFCF

industry - - wages capita per
companies turnover capita
(100+
employees)
Other regions 0.584 0.514 0.116 -0.094 -0.026
Central Bohemia 0.579 0.511 0.107 -0.102 -0.032

region + Moravian-
Silesian region
Prague 0.575 0.526 0.117 -0.092 -0.036

Source: Czech statistical office (2018a), own processing

Table 2 shows that for all three clusters there are equally directed relationships with respect
to each characteristic. The strongest positive relationship with unemployment in the 2000
- 2016 period was demonstrated in the number of industrial enterprises and industrial
sales. With average wages in the industry, correlations are very low, with negative ratios
of GDP per capita negative (the higher the GDP, the lower the unemployment rate).
Somewhat strange, however, is the almost zero relationship of unemployment with the
increase in gross fixed capital per capita. However, this is due to the labor shortage in the
labor market - despite the significant replacement of labor by capital, unemployment is not
increasing in any cluster.

4 Conclusions

It follows from the above that the industrial revolution will have negative impacts on
unemployment. But it will be a longer time horizon and if there is an education reform, the
labour market will be prepared for these changes. The Czech Republic has one of the lowest
unemployment rates across the EU and companies currently have the problem of finding a
skilled workforce. The second aspect is average wages, which are among the lowest in the
EU. This prevents the rapid take-up of modern technologies. The economic cycle, when
economists are already discussing the "overheated economy" (e.g. the Governor of the
Czech National Bank, Jifi Rusnok, 2018) and the political determination, to bring wages in
the Czech Republic closer to the European Union’s average, will be affected by the onset
of modern technologies and massive purchasing of technologies. Because the Czech
Republic is a small open economy, a big impact will be on the rapid rise of Industry 4.0 as
well as the inflow of foreign investment. (Hedvicakova, 2018a)

The paper was devoted to two parts and an analysis was carried out in order to determine
whether the industry is significantly different in individual regions of the Czech Republic
and whether the unemployment in the regions differs due to the enforcement of Industry
4.0 (production automation). From the point of view of industrial production data, the
regions of the Czech Republic differ greatly. While the center of the Czech Republic and
the Moravian-Silesian region are among the areas where industry plays a very important
role, Western and Northwest Bohemia in the current period are experiencing a decline in
their industrial significance. This is reflected not only in rising wages but, in particular, in
the differential increase in gross fixed capital, which is concentrated in more developed
areas. By automating industrial production there is and is likely to be a further increase in
disparities between richer regions (especially Prague and Central Bohemia) and poorer
regions (northwestern Bohemia). These differences, however, do not show up in the
current economic growth in the growth of unemployment, and from the economic point of
view it can be said that the Czech Republic is in a unique period in which it can exploit the
potential of Industry 4.0.
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Abstract: Industry 4.0 means a current trend of digitalisation and related automation of
production and changes at the labour market brought together with the Industry 4.0. More
and more internal as well as external integration occurs, more and more data is collected
for analysis and decision making, top management requires access to data in real time, we
transfer to unified protocols, the quantity of wireless communication devices grows and
thus the level of isolation of company systems is considerably reduced. This text discusses
the digitisation within the accounting sphere. With its case study it shows how the
requirements on presentation and information sharing of accounting and taxation sphere
change: options to send tax documents in electronic form, links to Internet banking, XML
communication, Internet shops or accounting in mobile phones. This text aims to provide
the view not only on the accounting software but also on work of book-keepers. Thus the
text presents the view on the whole accounting system within the environment of Industry
4.0. The final part of this text discusses the readiness of companies to the Industry 4.0.
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1 Introduction

The scientific and technical development can be divided in several revolutions
(Tab. 1). First three of them resulted from the technical revolution and the revolution in
electronics and mechanics. (Halenar, 2016).

The first industry revolution was based on the production mechanisation with the use of
water and vapour energy. The second one included the electricity in the industrial
production, the third one than has brought the automation using the electronics and
information and communication technologies. (Vacek,2016)

The current stage of the industry development can be described as the revolution of
informatics and communication. This causes the high level of globalisation and foundation
of companies of which the existence is based on the communication (Halenar, 2016). This
trend is called as the Industry 4.0.

The Industry 4.0 related to the previous wave but there is a convergence of technologies
that tears down wall among physical, digital and biological worlds.
The convergence technologies usually include information and communication
technologies, biotechnologies and nanotechnologies and cognitive technologies.

Table 1 Four Waves of the Industrial Revolution

Wave Year Characteristic features

1 1784 Vapour, water, mechanic production

2 1870 Division of labour, electricity, mass production
3 1969 Electronics, ICT, automated production

4 ? Cyber physical systems

Source: Schwab, 2016

Schwab (2016) mentions three reasons why the current transformation is not a simple
prolongation of the third industrial revolution: these are its speed, scope and system effect.
When compared to previous industrial revolutions the fourth one develops rather
exponentially than linearly, with all resulting consequences.

168



Kopp and Basl (2017) state that it namely means the combination of new IT technologies,
especially of Internet things and new production, transportation and industry, handling
technologies plus hew materials and related processes.

The German Institute of normalisation characterises the Industry 4.0 as a fusion of real
and virtual world. There will be a world in which the information technologies are fully
integrated in production processes. Systems in production, logistics or services will
communicate with each other in a new, intelligent way. Thanks to the Industry 4.0 the
production cycles get shortened, need of clients are registered in real time or the
maintenance is mostly automatized (DIN, 2017).

The term Industry 4.0 is characterised by the European Union (namely the European
Parliament) as a notion for a group of quick transformation in design, production, operation
and use of systems (European Union, 2015).

The Industry 4.0 trend is also important for the Czech Republic. That is why the
government of the Czech Republic have approved its “Industry Initiative 4.0". The goal of
the government is to strengthen the long-term cooperation of the competitiveness of the
Czech Republic. In addition, this initiative tries to show possible directions that could
support the Czech economy and industry and at the same time help to prepare the
company for absorbing of this trend (Mafik, 2015).

In general, we can define the concept Industry 4.0 as a transformation of production as a
separate automatized plant into a fully automatized and optimised production
environments.

The interest in the issue of the Industry 4.0 nearly exponentially grows in last days, as
shows the figure 1.

Figure 1 Interest in Searching of the Notion “Industry 4.0" at Google as
per 30.4.2018 (100 % = maximum within the monitored period.
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Source: Google (2018)

Although the Industry 4.0 namely relates to new approaches in implementation of new
technologies in the production, this process is closely linked to financial records of inputs,
intermediate outputs and outputs - to the accounting system. Many authors Chena and
Thais (2016), Veza, Mladineo and Gjeldum (2015), Schuh, Popente, Varandani and Schmitz
(2014) discuss the production optimisation. The other discuss the standardisation of
communication tools and software interfaces but the way how the accounting systems are
changing and will change during the fourth industrial revolution have not been described
yet.

This text aims to analyse, using a case study, the readiness for the Industry 4.0 and to
describe the accounting system within the context of incoming industrial revolution.
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2 Methodology and Data

The company that was chosen for the case study is a small engineering company that deals
with modular production, it has 25 employees and the annual turnover about 70 million
CZK.

It is evaluated based on five levels of digital company maturity (MPO, 2018).

1. The company has its established information system for production management, its
Internet presence is passive (web page). The company starts to consider the digitalisation
of processes, production, maintenance, product design etc. It has no defined digital
strategy. There is even a partial capability to be linked in information flows within
customer-client relations. The basic economic software enables it to communicate with
some public administration authorities.

2. There is its interactive web presence, the company is software-controlled, it starts to
understand the importance of data. There are fist integration projects, partial
automatization, they consider the setting of digital strategy. There is a connection to
information flows of customer-client chains (interconnected digital component codebooks,
interactive digital catalogues, semi-automated orders, etc.).

3. Multi-channel presence (web, mobiles and tablets, social networks, etc.), the company
has its defined digital strategy. The presence of data culture foundations projects,
integration of data architecture, integrated automatization controlled in real time (MES),
personalised products with virtual component.

4. Integrated multi-channel presence in digital world. In the company, there is a distributed
and personalised digital strategy. The data architecture is integrated within whole
production chain, from the communication and data sharing with the client up to the sub-
suppliers. The use of digital diagnostics for prediction of failures and non-conformances in
systems (production systems, measurement systems, etc.).

5. The company is a digitalisation platform connecting the online and the offline worlds in
one fully integrated and economically effective ensemble. It offers a unique personalised
experience to its clients through virtual products/assistants communicating with clients
during the whole life cycle of the partnership relation. Through the advanced and most
effective approaches (full automatization, 3D print, etc.) it performs the cyber-physical
system able of individualised performance of eventual physical part of the product. It
provides digitalised services to its partners and sub-suppliers and thus it globally controls
the domain area.

3 Results and Discussion

It was found that the monitored company does not achieve at all nor the first level of
readiness for the Industry 4.0. It has no implemented information system for production
control. The production is scheduled based on physical book of orders. The order sheets
are made in simple office programs but for the production itself they are passed in printed
form. Nor the supplier-customer relations are controlled with information systems. The
administered web pages are only passive.

Within the production the start of third industrial revolution rather comes in the analysed
company as only two year ago the first automatized machine was bought, using a grant.

Kopp and Basl (2017) has found in their empiric research that only 11,17 % of companies
is today preparing or performing pilot projects regarding this topic of the Industry 4.0.

In addition they found that micro companies (up to 10 employees) was not taking care of
the industrial trend 4.0. What is more important, even the small and middle companies
(from 50 to 250 employees) do only little for it. To date only 14,81 % of companies within
the research of small companies are getting acquainted with this trend and only 11,6 % of
middle companies within this category are about solving this trend.
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The situation is different as for the accounting software, probably thanks to the fact that
there is a pressure from public authorities and legislation so that the company is forced to
present accounting outputs in electronic form.

When creating the documents for the public administration, the file undergoes the check
of data and the erroneous file is automatically refused. This control removes the sending
of error messages.

The company has adopted well the electronic form of accounting documents so that it
receives and sends its accounting documents in electronic form.

This was supported with the amendment of VAT Act that allowed, since 2013, the electronic
tax document without electronic signature. Provided both parties agree on it and the
document has all appurtenances it can be considered as valid. (Act on accounting No.
563/1991 Sb.)

The tax document does not need to contain nor a stamp nor a signature of document
issuer. (Strouhal, Zidlicka, Knapova, Cardova, 2012).

It shall be noted that about seventy percent of tax documents are still in printed form in
the company. The tax documents are send in electronic form only due to costs and time
savings. They are in pdf format and after being received they are printed and processed
as the documents received in paper form.

It is highly probable that the electronically sent invoices in current pdf format will be
replaced by invoices in xml format, QR codes, etc. in the future that will enable their
reading directly into the accounting system of the receiver. In addition to data copying,
the error rate shall also disappear.

Now they have a format enabling the import of bank statements through the Internet
banking. Before it was necessary to account every item of the statement separately. Today
it works so that the bank statement is imported, but also its items are automatically
accounted, with conforming value and variable payment symbol.

The XML formats enable the transfer of large volume of data in relatively small file. Such
format are used not only for the communication with the public administration, but they
could be also used within the company.

The analysed company owns a common accounting program that can currently import also
document and list agendas: invoices, orders, offers, demands, receipt vouchers, release
notes, transfer notes, production internal documents, cash documents, sale notes, jobs,
addresses, storages, division of stocks, storages, stocktaking list, account coding, user’s
lists, code series, groups of stocks, etc. All such agenda is also able to export, including
balances and account day books. These exports/imports are not used by the company,
besides the bank statements.

Till today no business partner has asked for sending of an invoice in XML format.

Besides the analysis of accounting system it is necessary to discuss also effects of the
Industry 4.0 on the work of book-keepers.

Vacek (2016) thinks over competencies, knowledge and skills that will be necessary for
working with smart technologies. He notes that today the computers still do not manage
to perform a simple work with people. The division of work, based on substitutability of
people by machines, includes four groups:

e Work that can be done by people but robots can do it better (weaving machines,
autopilot, mortgage pricing, tax declarations, evaluation of x-ray images),

e Work that the people cannot do but the robots can (serial processing, computer
chips, web browsers)

¢ New works that can be done by robots (robotic surgery, remote control, computer
games)

e Work that can be done only by people (personal services — taking care, education,
doctors, art, athletics)
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Brynjolfsson and McAfee (2014) state that the technological progress will bring, with
advantages, also the loss of jobs based on performance of routine tasks, not only manual
but also cognitive ones.

The question what jobs will be most endangered by the automatization is answered by
Carl. B. Frey and Michal A. Osborne in their study “The Future of Employment" (2013) and
they have concluded that during next 20 years about 47 % of jobs will be endangered,
whereas the most secure, i.e. not endangered, are those that are hardly automatized and
require developed cognitive knowledge, creativity, social and emotional intelligence.

There is a study that presents the methodology for estimation of job loss endangered by
the automatization (Batten Institute, 2015).

Chmelar (2015) has performed the similar study in the Czech Republic. The general
dministrative workers, index of endangering by digitalisation 0,08, other officers 0,96,
cashiers 0,93. On the contrary, the managing workers are endangered much less.

It result from the above stated that the routine work of book-keepers is much endangered.

Vacek (2016) note that the best way how to keep the job is to equip people with correct
knowledge and skills.

Hennies and Raudjarv (2015) write that the employees shall accept other way of thinking
and learn the integration in modern processes.

The role of book-keepers will change more and more quickly than in other professions.

In the future, the book-keepers shall have such knowledge and competencies to be able
to manage and program new events. Their job will include not data insertion but data
administration.

4 Conclusions

It was found that the monitored company does not reach nor the first level of readiness to
the Industry 4.0 and that it has automatized its operation recently and thus launched its
third industrial revolution.

It results from the above stated analysis of accounting system that the monitored company
is conservative and passive to changes and that the largest move forward is made there
where it is required by legislative conditions.

Within the performed analysis and outputs of other empiric studies this trend can be
generalised for most of micro and small companies

As soon as the legislative requirements will change or under the pressure of large business
partners it is probable that the work of book-keepers would change. The documents will
be automatically loaded into the accounting system and thus the routine work of book-
keepers will change in a highly professional and qualified work.
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Abstract: This article has the objective to examine the impact of the financial crisis on the
banking sector, especially in terms of whether the change in approach to the regulation of
banks contributed to the reduction of cyclical developments of the European banking
sector. We analyzed the banking sectors of Germany, France and the Central and Eastern
European banks for the period 2000-2013 (72 banks from Germany and France and 39
banks of Central and Eastern European countries). We have examined capital formation
and pretax profit as a prerequisite for capital formation through panel regression. We used
data from BankScope. We have come to the conclusion that there were different trends in
capital formation in the countries of Western Europe on the one hand and in CEE countries
on the other hand during the financial crisis.

Keywords: financial crisis, bank capital
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1 Introduction

Globalization and the strong interconnectedness of economies and financial systems have
caused that local crises and inequalities have the potential to trigger a global crisis. These
are signals that point to the need to use regulatory mechanisms that can respond quickly
to stimuli of the real economy and financial markets, anticipate further developments in
time and prevent the negative consequences of such developments.

Regulatory issues are at the forefront of financial theory and practice in the context of the
financial crisis. In this context, the issue of banking regulation represented by Basel III, its
interaction with the banking sector, the financial market and the real economy is also
particularly relevant. Use citation continuously in the text.

The role of regulation and supervision of the financial system is mainly to limit risks in
financial intermediation and in financial services.

The primary task of regulation and supervision of banks is to ensure stability in terms of
the stability of the banking system or the internal stability of individual banks. Ensuring
the stability of the banking system requires the fulfillment of a number of conditions in
macroeconomic and microeconomic approaches, in setting up the business environment of
financial institutions in a way that promotes sustainable economic growth and the stability
of financial institutions.

The relationship of the individual authors of the regulation is varied. In some opinions, the
view is that the problem of banks is caused by insufficient regulation; in others, on the
other hand, it is stated that over-regulation can be a problem.

There are unequal attitudes to valuation. There are supporters of valuation at market
prices, seeking to realistic representation of risk; on the other hand, there are opinions
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that suggest that market prices are significantly influenced by cycles and further
exacerbate pro-cyclicality.

Many views take into account partial issues, but a comprehensive view of the problem is
to take account of several aspects of the solution, and seek a healthy degree of regulation
that should support the stability and sustainable profitability in the banking sector.

For example, Stiglitz, J. (Stiglitz, 2010) states that "regulation can greatly contribute to
the prevention of negative phenomena, but it may also be that an inadequate form, scope
or method of regulation is a source of new crises."

The interdependence of the development between the real economy and the financial
sector needs to be analyzed from a number of perspectives. Individual regulatory acts have
different specific objectives, but most regulatory measures are motivated by creating
conditions for greater financial and banking stability and the elimination of moral hazard.

Especially important is the look at the pro-cyclicality of regulation and the relationship
between the economic cycle and the financial crisis, especially the influence of regulation
on the cyclicality of developments in the banking sector and the real economy. There are
many models that focus on predicting financial crises or leading indicators. We are told
that financial crises can be predicted, but they cannot be avoided; just mitigate their
impacts or timely regulatory measures. Significant leading indicators include, for example,
composite leading indicators that can predict in the short term the potential negative
development of the economy (Jakubikova, Tkacova, Banciova, 2014).

According to Van Hoose (Van Hoose, 2007), the primary effect of any system of capital
requirements is to change the leverage effect of the bank's portfolio, the ratio between
capital and assets. It is clear that the result will be a change in the asset portfolio of the
financial institution.

Van Hoose states that the authors Koehn and Santomero (Koehn, Santomero, 1980)
pointed out that banks that were not risk averse had higher capital requirements but also
a higher probability of bankruptcy. It is not possible to effectively reduce the risk by
regulation as subject to regulation is not the composition of assets.

Van Hoose finally raises the question of whether risk-based capital regulation really makes
individual banks and the banking system as a whole "safer". Relative growth of "capital
cushion" can quickly dissipate if the banks do not respond by not holding the portfolios of
risky asset classes or will not generate sufficient measures to evaluate the adverse
selection or moral hazard. Author defends the idea that banks are portfolio managers, and
that this approach gives qualified support for capital regulation.

We have also been inspired by research that addressed the relationship between capital
and risk decision, behavior of banks, because this is a key link in the regulation of capital
(Tanda, 2015). The author points out the differences in behavior of banks according to the
selected characters. Its benefit is mainly in comparison to several studies and methods
used in them.

The positive impact on capital may be found when the asymmetry of information (Gropp,
Heider, 2010) suggests that large banks hold higher capital buffers to offset their increased
complexity. The author reports recent studies confirming that banks could hold liquidity as
a shock insurance and use it as a bumper, which limits the need for additional capital
(Jokipii and Milne, 2011), while other banks (such as small banks) capital to compensate
for the lack of liquidity (Distinguin et al., 2013).

2 Methodology and Data

We compiled models that would allow determining the relationship between capital, loans
and bank profits. Panel regression combines cross-sectional data over time. The
informative value of it is higher compared to linear regression. The data structure is
compiled to capture each bank (i) at all times (t). The cross-sectional dimension is
expressed as i, which takes values from 1 to N, in our case the number of banks (72 banks
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from Germany and France and 39 banks of Central and Eastern European countries). We
have had observations for the period 2000-2013. The advantages of panel regression are
that we can get a more accurate estimate of the parameters of the proposed model.

Model Specification (Other heading — not numbered, Verdana 10, bold)

Our data was "balanced panel", meaning we had data for the same time period for each of
the same banks without missing values.

The basic model for panel regression is a linear model in shape

yit = ait + Bit’ *Xit + Uit (1)
where:
i=1,..., N = cross-sectional index,
t=1,....T = time index,
Uit = random error.

Component ajt contains omitted observations, such as some bank characteristics that are
not part of explanatory variables.

In practice, two models are used: Fixed Effects Model and Random Effects Model. For the
purpose of deciding which model is significant, we will use the Hausman test.

3 Results and Discussion

Research is focused on the analysis of the largest banking sectors, in Germany and France,
because we consider these banking sectors to be crucial to the stability of the Eurozone
and the economies of Germany and France are the most powerful economies of Western
European countries.

The panel regression was done in several alternatives. The first was the analysis of the
German and French banks within one set for the period 2000-2013. We then divided the
banks by country, on the German banks and on the French banks into separate files.

We then analyzed the time-sharing data, German banks from 2000 to 2013, and German
banks for the period from 2008-2013, in order to find out the differences in the period of
financial crisis.

Table 1 The Results of the Panel Regression on a Set of all Banks (Germany, France and
CEE countries) for the Time Period 2000-2013

Type of Panel Pooling Fixed Random
Regression Model

Model 1: Common_Equity ~ Gross_Loans + Pretax_Profit + Total_Assets+
Fixed_Assets + Personnel_Expenses

(Intercept) 686.029 *** 687.887 ***
Gross_Loans 0,0758 **x 0,042 * 0.0490 *
Pretax_Profit -0,063 * -0.052 . -0.052
Total_Assets 0.069 *x 0.044 . 0.044
Fixed_Assets -0.0386 -0.018 -0.022
Personnel_Expenses -0.067 * -0.015 -0.029

Model 2: Common_Equity ~ Gross_Loans + Pretax_Profit + Total_Assets +
Fixed_Assets

(Intercept) 645.565 **x* 670.230 *x*x*
Gross_Loans 0,073 *xx 0,041 * 0,048 *
Pretax_Profit -0.064 * -0.050 . -0.054
Total_Assets 0.066 ** 0.038 0.044
Fixed_Assets -0.035 -0.019 -0.022

Model 3: Common_Equity ~ Pretax_Profit + Total_Assets

(Intercept) 692.084 *rxk 701.12  *x*x*
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Pretax_Profit -0.054 -0.045 -0.047
Total_Assets 0.049 * 0.029 0.033
Model 4: Pretax_Profit ~ Total_Assets + Bank_Deposits + Customer_
Deposits + Net_Loans

(Intercept) 553.654 **x 511.035 **x
Total_Assets -0.017 0.042 * 0.029
Bank_Deposits -0.041 * -0.018 -0.023
Customer_Deposits 0.051 *x 0.035 * 0.038 *
Net_Loans 0.069 *x 0.070 *x 0.070 kxox

Source: Data from BanScope, own processing

As first we analyzed the complex of all banks (Western European and Eastern European
banks).

Common equity creation supported gross loans and total assets. Pretax profit has a
negative relationship with the creation of common equity. It points to the fact that the pro-
cyclicality of banks in dataset for the period 2000-2013 was not overcome. Net profit and
customer deposits supported the creation of pretax profit. In all 1-4 models, Hausman's
test recommended a fixed-effect model.

Table 2 The Results of the Panel Regression on a Set of Banks of Germany and France
2000-2013

Fixed

Type of Panel Random
Regression Model
Model 1: Common_Equity ~ Gross_Loans + Pretax_Profit + Total_Assets+

Fixed_Assets + Personnel_Expenses

Pooling

(Intercept) 462.4057 *** 465.869 ***
Gross_Loans -0.022185 -0.0547 * -0.0490 *
Pretax_Profit -0.016511 -0.0138 -0.0148
Total_Assets 0.098646 *** 0.05191 0.0597 *
Fixed_Assets -0.019975 -0.0124 -0.0117
Personnel_Expenses -0.069995 * 0.02827 -0.0012

Model 2: Common_Equity ~ Gross_Loans + Pretax_Profit + Total_Assets +
Fixed_Assets

(Intercept) 430.565 *** 465.41 *x*
Gross_Loans -0.02516 -0.0540 **x* -0.0491 *
Pretax_Profit -0.01283 -0.0136 -0.0148
Total_Assets 0.098055 *** 0.0506 0.0596 *
Fixed_Assets -0.014588 -0.0110 -0.0117
Model 3: Common_Equity ~ Pretax_Profit + Total_Assets

(Intercept) 414.812 439.064 ***
Pretax_Profit -0.015862 -0.0224 -0.0226
Total_Assets 0.093326 0.0450 0.0544 *

Model 4: Pretax_Profit ~ Total_Assets + Bank_Deposits + Customer_
Deposits + Net_Loans

(Intercept) 303.394 *x** 274.294 ***
Total_Assets -0.0337 0.0331 0.0162
Bank_Deposits -0.0331 -0.0193 -0.0236
Customer_Depo 0.0281 0.0233 0.0242
Net_Loans 0.0954 **x* 0.0894 **x* 0.0910 **x*

Source: Data from BanScope, own processing

In the observed banks of Germany and France, the gross loans growth did not lead to
capital growth, which may mean that loans were low-risk or that other items of balance
(for example securities) were growing more. Capital growth is accompanied by a fall in
profit. It points to the fact that the pro-cyclicality of the banks in this dataset for the period
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2000-2013 was not overcome. Growth of assets contributed to capital growth from 0.02
to 0.059 per unit of capital growth. The fourth model shows that assets contributed to
profit making and that customer deposits supported the bank’s profit creation. In all 1-4
models, Hausman's test recommended a fixed-effect model.

Table 3 The Results of the Panel Regression on a Set of Banks of Germany 2000-2013

Type of Panel Pooling Fixed Random
Regression Model

Model 1: Common_Equity ~ Gross_Loans + Pretax_Profit + Total_Assets+
Fixed_Assets + Personnel_Expenses

(Intercept) 1.5743e+05 * 1.7708e+05 *

Gross_Loans -8.3173e-03 * -0.052443 ***  -1.8117e-02 ***
Pretax_Profit 1.0528e+00 *** 0.9160364 ***  1.0199e+00 ***
Total_Assets 7.8964e-03 *** 0.01161073*** 8,8705e-03 ***
Fixed_Assets 2.7751e+00 **x* -0.10846301 2.6265e+00 ***

Personnel_Expenses 2.7902e+00 **x* 2.21013379***  3,1522e+00 ***
Model 2: Common_Equity ~ Gross_Loans + Pretax_Profit + Total_Assets +
Fixed_Assets

(Intercept) 1.4478e+05 1.7478e+05*
Gross_Loans 1.4646e-02*** -0.044119 ***  6,6787e-03***
Pretax_Profit 1.1232e+00 *** 0.9410463*** 1.1076e+00***
Total_Assets 1.1793e-02 *** 0.0116712*%*x* 1.3154e-02***
Fixed_Assets 5.3427e+00*** 0.15231367 5.6720e+00***
Modle 3: Common_Equity ~ Pretax_Profit + Total_Assets

(Intercept) 3.6526e+05*** 7.9228e+05**
Pretax_Profit 1.0516e+00*** 0.7292069*** 7.9112e-01***
Total_Assets 1.9271e-02*** 0.0073521%*x* 1.0397e-02***

Model 4: Pretax_Profit ~ Total_Assets + Bank_Deposits + Customer_
Deposits + Net_Loans

(Intercept) 8.2294e+03 -0.001342*** 2.6190e-03 ***
Total_Assets -1.0539e-03 ** 0.0424408*** 1.1271e-02 ***
Bank_Deposits 1.5060e-02 *** 0.00248213 -3.4823e-02 ***
Customer_Deposi -1.0685e-02 *** -0.01663 *** 1.5966e-02 ***
Net_Loans 3.2428e-03 -0.001342%** 2.6190e-03 ***

Source: Data from BanScope, own processing

In the observed German banks, capital growth and profit growth are positively correlated.
Growth of assets most prominently contributed to capital growth (from 1.03% to 8.8% per
unit of capital growth). On this basis, it is possible to assume that other groups of assets
contributed to the risk of the banking sector, which was subsequently taken into account
in capital formation.

In the observed German banks, capital growth was not accompanied by credit growth,
which shows, as in the previous set (Germany and France), in the better case, that the
loan was similarly low risk, or worse, pro-cyclicality in these banking sectors was present.

Loans have contributed to profit growth, which can be considered as positive, because
loans are the most yielding asset. Customer’s deposits are in negative terms with the
profit. We could also see that banks could not make money on deposits during the period
of general decline in interest rates.

4 Conclusions

As first we analyzed the complex of all banks (Western European and Eastern European
banks).

Common equity creation supported gross loans and total assets. Pretax profit has a
negative relationship with the creation of common equity. It points to the fact that the pro-
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cyclicality of banks in dataset for the period 2000-2013 was not overcome. Net profit and
customer deposits supported the creation of pretax profit.

In the set of banks of Germany and France, the gross loans growth did not lead to capital
growth and capital growth is accompanied by a fall in profit. Growth of assets contributed
to capital growth. The used model shows that assets and customer deposits contributed to
profit creation.

In the observed German banks, capital growth and profit growth are positively correlated.
Growth of assets most contributed to capital growth, capital growth was not accompanied
by credit growth. Loans have contributed to profit growth, which can be considered as
positive, because loans are the most yielding asset. Customer’s deposits are in negative
terms with the profit. We could also see that banks could not make money on deposits
during the period of general decline in interest rates.

It points to the fact that the pro-cyclicality of the banks in this dataset for the period 2000-
2013 was not overcome and that support for anti-cyclicality in regulation is the right way.
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Abstract: The objective of this article is to examine the efficiency of Slovak banks in the
time period 2000-2013. Slovak banking system faced serious problems connected with the
process of transformation of the Slovak economy. They were manifested by difficulties in
obtaining of long-term resources, with keeping of capital adequacy requirements and with
the rapid growth of the non-performing loans. Transformation and privatization of large
banks led to improvement of financial stability and efficiency of banking sector. As first we
used a combination of fixed assets and staff costs as input and net interest margin as
output in terms of CCR and BCC-I models. In the next analysis we used the combination
of three factors - fixed assets and loan-loss provisions as inputs and volume of credits as
output in terms of CCR and BCC-I models. Both cases show that the banks in Slovakia
have too many fixed assets and high personnel costs with respect to the measured outputs;
to the loans and to the net interest margins.

Keywords: technical efficiency of banks, data envelope analysis
JEL codes: G01, G21

1 Introduction

Slovak banking system has undergone a major change and faced serious problems
connected with the process of transformation of the Slovak economy. The three largest
banks were VUB, SLSP and IRB. The deposits were concentrated in SLSP; the loans were
concentrated in the VUB. IRB was specialized in the credits for cooperative housing.

The problems were manifested by difficulties in obtaining of long-term resources, with
keeping of capital adequacy requirements and with the rapid growth of the non-performing
loans. Money market instability was connected with the problem of high interest rates.

With regard to the extent of funds required to cover losses in the Slovak banking sector as
an appropriate solution was the restructuring and subsequent sale of state-owned banks.

The role of pre-privatization restructuring of banks was to get banks into such a condition
as to reach the required capital adequacy ratio and decreasing of the proportion of
classified loans.

The bank as a business unit realizes economies of scale. These are resulting from
economies of fixed costs. Fixed costs motivate debtors and creditors to form the coalitions
in order to buy or sell together and so to reduce fixed costs per unit of transactions.
Economies of scale are changing with the size of the banks.

DEA analysis belongs to the non-parametric methods of measuring efficiency. The
disadvantage is the fact that it is impossible to separate the effect of random errors and
errors in the measurement of inefficiency. DEA measures the relative efficiency of
production units in the examined group of units.

Technical efficiency refers to the ability of banks to obtain the maximum amount of output
from a given volume of inputs and indicates the minimum necessary input to produce a
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given volume of output. In contrast, allocative efficiency takes into account the size of the
bank as a production unit.

The efficient production units are located on the efficient frontier. Efficiency frontier
indicates the maximum possible output for a given input using a given technology.

It is also necessary to take into account whether the production units operate in conditions
of constant (CRS) or variable (VRS) returns to scale.

To the development of the theory and practice of using DEA models in the Czech Republic
contributed authors such as Jablonsky, J. and Dlouhy, M., Novosadova, 1. (2004),

With the application of DEA Analysis deal for example Repkova, I. (2012).
In Slovakia, we can mention the works of Halicka, M. (2014) and Vincova, K. (2006).

DEA model is used to assess the efficiency of the various production units - banks,
universities, hospitals and others where we compare the inputs and outputs. For example,
the work of authors Asanduluia, L., Roman, M., Fatulescua, P. (2014) deal with the
efficiency of EU health system. The efficiency of investments to information technologies
evaluates the paper of authors Yao Chena, Liang Liangb, Feng Yangb, Joe Zhuc (2006).

In the article, the analysis of technical efficiency of Slovak banks uses the data of
BankScope and National Bank of Slovakia. The analysis uses the standard tools of
descriptive and analytical statistics and statistical program IBM SPSS. Statistical program
MaxDEA is used for the DEA (Data Envelopment Analysis) applied to the example of the
Slovak banks. Our aim was to examine whether the banks, which underwent a process
restructuring and privatization have become more efficient after privatization.

2 Methodology and Data

For evaluation of Slovak banks efficiency was chosen the data envelope analysis (DEA)
models. The DEA models are divided into two main groups: model with constant returns
to scale - CCR model, and model based on variable returns to scale - BCC model. The
models are further subdivided into input and output oriented models.

DEA analysis shows the relative efficiency. The theoretical nature of the DEA requires that
subjects observed in the group of decision making units (DMU) have to be banks with
similar focus.

Therefore, we omitted specialized banks (housing saving banks and state development and
guarantee banks). The number of production unit has an impact on the number of analyzed
factors in efficiency measurement.

Respecting the rules of DEA, the number of analyzed inputs and outputs was no more than
one third of analyzed production units. It was analyzed 9 banks and the number of inputs
and outputs was no more than 3.

Therefore, the analysis was conducted in combinations of several inputs and outputs.
Model Specification (Other heading — not numbered, Verdana 10, bold)

CCR-I (Charnes-Cooper-Rhodes-Input) model can be written in the (Jablonsky, Dlouhy,
2004):

m
maxz = Z Ui * Yig €y
i=1

Under the conditions:

m r
Zul*quszvj*_x]k' k=1,2,.....n
i=1 j=1
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m r

Zui*ym_zvj*xjk <0 k=12,....n
i=1 ]:1

m

v.

]*xjk =1

j=1
u;=20,i=12,.....m
vj >0,i=1,2,....r

BCC-I (Banker-Charnes-Cooper-Input) model can be written (Jablonsky, Dlouhy, 2004):

m
maxz=Zui*yiq+u 2)
i=1
Under the conditions:

m T
Zui*yiq+y SZvj*xjk‘. k=12,....n
i=1 j=1
m
v *xj =1
j=1

u=>0,i=12,....m
'Uj > O,l = 1,2, e I
Parameter p reflects the conditions of convexity of the BCC-I model.

Figure 1 Efficiency Frontier at Constant Returns to Scale and Variable Returns to Scale
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Source: Jablonsky, J., Dlouhy, M.: Modely hodnoceni efektivnosti produkénich jednotek. Praha:
Professional Publishing, 2004

Where:

DRS = Decreasing Return to Scale
CRS = Constant Returns to Scale

IRS = Increasing Return to Scale
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The efficiency frontier expresses the maximum possible output for a given input using a
given technology. The efficient units are located on the CRS or VRS frontier. On the frontier
CRS are efficient units U1, U2, U3 and U4, which operate under constant returns to scale.
It means, if increase the input, the output will be increased in the same range. Units U11,
U5, U2, U3, U8 and U9 are efficient at the efficiency frontier VRS. Increasing input is
reflected by increasing or decreasing output growth (DRS = Decreasing Return to Scale,
IRS = Increasing Return to Scale). Units U12, U6, U7 and U10 are inefficient. In order to
become efficient, they should increase the output to reach to the frontier of efficiency. For
example, unit U7 can get to the border VRS on the position of U8, or to efficiency frontier
CRS on the position U4.

Figure 2 The Relationship Between Technical and Allocative Efficiency of Input Oriented
Model

Xoly

!

(4

2 Xily

Source: Jablonsky, J., Dlouhy, M.: Modely hodnoceni efektivnosti produkcnich jednotek. Praha:
Professional Publishing, 2004

On the chart, the efficient frontier is on Isoquant CC! Production unit P is technically
inefficient because it does not lie on CCL. The rate of technical inefficiency is reflected by
the distance to the CCL Production unit at Q produces the same amount of output as a unit
P, but Q uses only part of inputs equal to 0Q/0P.

Technical efficiency is therefore expressed as the ratio 0Q/0P. The line AAI is the isocost,
its slope is determined by the ratio of input prices. Allocative efficiency will be expressed
as the ratio OR/0Q. The total efficiency is expressed as the product of technical and
allocative efficiency, on the basis of which we obtain that the total efficiency is equal to the
ratio OR/OP.

3 Results and Discussion

The restructuring of the banking sector in Slovakia was an important factor for of
establishing macroeconomic equilibrium, and further privatization of banks. Foreign capital
entered into the privatized banks. Into VUB entered Italian banking group Intesa BCI, into
SLSP entered Austrian Erste Bank and into IRB - Hungarian OTP Bank. The aim of
privatization was to create and maintain a stable banking system, banking system
comparable to developed countries, as well as its involvement in the European financial
structures (Chudjak, F., Hallon, L:, Lekova, A, 2016).

The privatization of the largest Slovak banks has brought pluses in form of standard
professional banks managements. These changes have contributed to improving the
functioning of banks and to increase their efficiency and stability. The analysis assesses
the efficiency of banks studying the relationship of inputs to the selected outputs indicators.

183



DEA analysis of selected Slovak banks

In the next section we will discuss the issue of efficiency banks that were included in the
process of state restructuring and subsequent privatization.

To set the analyzed banks were included commercial banks; specialized banks, state
guarantee bank and housing-saving banks we have excluded. It remained in the file 9-12
banks, so we had to use a combination of inputs and outputs in the total number of three
indicators.

As first was used a combination of fixed assets (F), staff costs (C) as input and net interest
margin (M) as output, which further will be referred to as a combination of inputs and
outputs "FCM”. The results in terms of CCR and BCC-I Models are in following Table 1.

Several cases of inefficiency banks indicate that Slovak banks persist at a high level of
fixed assets and personnel costs. The privatized banks had to reduce staff costs, which
contributed to their effectiveness. Net interest margin as output assumes that banks fulfil
a mediating function in standard conditions. Reducing interest rates on deposits is not a
sufficient condition for growth of the interest margin; a very significant is the volume of
credits.

The values in the table can be represented graphically clearer and points out that the banks
that were included in the restructuring and privatization were more efficiently above
average in the coming periods after 2001.0ur analysis also showed that Bank 6 and Bank
9 during the reporting period were according to the criteria highly efficient. In case of Bank
9, has confirmed the high efficiency even at other combination of inputs and outputs.

In the next analysis was used the combination of three factors: fixed Assets (A), loan-loss
provisions (P) as inputs and volume of credits (L) as output. In the next text will bet his
combination signed as ,FPL". The results in terms of CCR and BCC-I Models are in the Table
2.

Taking into account fixed assets and loan-loss provisions as the inputs and credits as an
output; the highest efficiency reaches the Bank 9, which was efficient by the BCC-I Model
for all the observed period.

From the privatized banks the best level of efficiency has had Bank 1, and Bank 2; both
banks were privatized by foreign banks. Weaker results reached Bank 3.

Graphical values can be expressed in the Figure 2 and Figure 2.

In this case, the input (FPM) fixed assets (F) and personnel costs (P) and the output, the
net interest margin (M).
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Table 1 The Coefficients of Efficiency in Terms of CCR and BCC-I Model for the Combination of Inputs and Outputs “FCM”

S S 8 = 38 =3 S =1 =3 = = o e b )
& g & S = =3 = =] =3 ] ] Y ] ] z®

Year
Bank1
CR 1 0,99 0,73 0,79 1 0,99 0,32 0,95 0,94 0,9 0,77 0,91 1 0,86 0,867
Bank1
BCC 1 1 0,77 1 1 1 0,32 1 1 1 1 1 1 1 0,935
Bank2 0,9
CCR 1 0,93 1 0,74 0,89 0,94 1 1 1 1 1 0,99 1 0,96 0,954
Bank?2 0,9
BCC ] 1 1 0,94 0,89 1 1 1 1 1 1 1 1 1 0,981
Bank3 0,7 1 0,55 0,51 0,77 0,75 0,28 0,67 0,67 0,65 0,55 0,63 0,81 0,85
CCR I I I 4 I I 4 I 4 I I 4 I 0,670
Bank3 0,8
BCC 8 1 1 0,56 0,8 0,76 0,31 0,71 0,77 0,72 0,59 1 1 1 0,792
Bank4
CCR 0 0 0 0 0,8 0,72 0,26 0,67 0,79 0,72 0,59 0,58 0,77 0,67 0,469
Bank4
BCC 0 0 0 0 0,8 0,76 0,27 0,68 0,82 0,74 0,59 0,58 0,82 0,74 0,485
Bank5
CCR 0 1 1 0,5 0,5 0,85 0,37 0,93 0,64 0,57 0,55 0,55 0,86 0,71 0,645
Bank5 0 1 1 0,5 0,56 0,85 0,38 0,94 0,65 0,59 0,56 0,69 0,87 0,76
Bcc 4 4 I I 4 I 4 I I 4 I 0,667
Bank6 0,6
CCR 9 0,84 0,1 1 0,79 0,87 1 1 1 1 1 1 1 1 0,877
Bank6
BCC 1 1 1 1 0,83 0,89 1 1 1 1 1 1 1 1 0,98
Bank?7
CCR 0 0 0 0,78 0,89 1 0,33 0,77 0,5 0,53 0,36 0,52 0,35 1 0,502
Bank?7
BCC 0 0 0 0,78 0,95 1 0,33 0,79 0,55 0,58 0,39 0,92 1 1 0,592
Banks 0 0 0 0,81 0,86 0,83 0,26 0,69 0,52 0,62 0,48 0,5 0,61 0,55
CCR ’ ’ ’ ’ ’ ’ ’ ’ ’ 7 ’ 0,480
Bank8
BCC 0 0 0 0,81 0,96 0,85 0,31 0,73 0,6 0,69 0,52 1 1 0,83 0,592
Bank9 0,5
CCR ] 1 0,96 1 0,9 0,88 0,53 0,8 0,7 0,64 0,55 0,58 0,72 0,76 0,752
Bank9
BCC 1 1 1 1 1 1 0,54 1 1 1 0,98 0,84 0,72 0,86 0,921
Average 0,4

8 0,653 0,562 0,707 0,849 0,886 0,484 0,851 0,786 0,77 0,693 0,793 0,862 0,863

Source: Data from BankScope, own processing



Table 1 The Coefficients of Efficiency in Terms of CCR and BCC-I Model for the Combination of Inputs and Outputs “FCM”

s g 8 2 8 8 5 8 2 = T o o 3 g g
& 8 Q Q Q S Q S S Q S S Q S ER

Year

2;“"1 1 0,43 1 0,31 0,32 0,24 0,19 0,5 0,58 0,57 0,12 0,66 0,83 1 0,553
ggg"l 1 043 1 1 1 0,93 0,58 1 1 1 1 1 0,83 1 0,912
22;"2 1 0,02 0,3 1 0,38 0,3 0,14 0,34 0,33 0,26 0,11 0,34 1 0,75 0,447
gggkz 1 0,23 0,39 1 0,88 1 0,46 0,45 0,33 0,34 0,34 0,78 1 1 0,657
22;“ 9’5 0,21 1 0,3 0,6 0,47 0,29 0,62 0,58 0,52 0,09 0,56 0,74 0,59 0,51
222"3 09 0,41 1 0,44 0,83 1 0,6 0,66 0,61 0,57 0,41 1 1 1 0,745
22;k4 0 0 0 0 1 1 0,25 0,37 0,52 0,48 0,34 0,63 0,81 1 0,457
:22k4 0 0 0 0 1 1 0,54 0,44 0,52 0,59 0,69 1 0,89 1 0,547
22;“5 0 1 0,34 0,33 0,46 0,28 0,45 1 1 0,84 0,28 1 1 0,91 0,635
ggg"s 0 1 1 0,51 0,54 0,71 1 1 1 09 1 1 1 ! 0,832
22;“5 2'5 0,19 0,23 0,17 0,14 0,02 0 0,35 0,55 0,55 0,07 0,66 0,48 1 0,353
gzng 1 1 1 0,21 0,16 0,07 0 0,4 0,56 0,62 0,5 0,8 1 1 0,594
gg;w 0 0 0 1 1 0,38 0,3 0,29 0,94 1 0,1 0,65 0,37 0,79 0,487
gzgw 0 0 0 1 1 0,85 0,97 0,7 0,95 1 0,6 0,99 1 1 0,718
322"8 0 0 0 1 0,48 0,27 0,23 0,56 0,66 0,71 0,06 0,96 0,38 0,79 0,435
gzgks 0 0 0 1 0,48 0,52 0,48 0,56 0,67 0,77 0,73 1 0,96 0,92 0,577
22'.1"9 ! 1 0,89 0,66 0,67 0,49 0,41 0,82 1 0,92 0,49 0,77 1 1 0,794
g?:'::kg 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
Average 0,5

0 0,384 0,508 0,607 0,663 0,585 0,438 0,614 0,711 0,70 0,440 0,822 0,849 0,930

Source: Data from BankScope, own processing
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4 Conclusions

As first we used a combination of fixed assets (F), staff costs (C) as input and net interest
margin (M) as output, which further will be referred to as a combination of inputs and
outputs signed as “FCM”. We than combined three factors: fixed assets (A), loan-loss
provisions (P) as the inputs and volume of credits (L) as an output. This combination was
signed as ,FPL".

In both cases it appears that the banks in Slovakia identified as inefficient have too many
fixed assets and high personnel costs with respect to the measured outputs, i.e., to the
loans and to the net interest margins.

DEA analysis clearly shows by a several criteria examined by the banks in Slovakia that
were privatized banks from Western Europe. These banks are long-term stable and more
efficient than other banks in Slovakia. A comparable result gave Bank 9, which was from
its start owned by the Reiffesen Zentralbank.

Figure 3 and figure 4 show that the restructured and privatized banks 1-3 have overcome
the crisis with greater efficiency. DEA analysis provides interesting results because it
highlights the efficiency as the ratio between inputs and outputs, as a view on performance.
This is not identical with profitability.

From the privatized banks the best level of efficiency has had Bank 1 and Bank 2.

Restructuring and privatization of banks in Slovakia so fulfills its historic role, as banks
privatized by Western European banks are efficient and investors are strategic because
they hold their investments to present.
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Abstract: The use of low interest rates by the European Central Bank as an instrument to
counteract the effects of the financial crisis in 2008 seemed to create favorable conditions
for a significant increase in demand from non-financial corporations for loans granted by
monetary financial institutions. Indeed, the demand for loans in individual euro area
countries reported by non-financial corporations is shaped by both conditions common for
the entire euro area and numerous factors reflecting the specificity of a given national
economy. The aim of the article is to assess the impact of key macroeconomic factors on
the size of lending to non-financial enterprises by monetary financial institutions in the
euro area countries. The macroeconomic factors examined include GDP growth rate,
unemployment rate, wage growth, inflation and the long-term interest rate according to
the Maastricht criterion. The survey covers the euro area countries in 2008-2015, without
Estonia and Latvia due to incomplete data for these countries for the above period. The
data comes from the databases of the European Central Bank and Eurostat. For the purpose
of assessing the above-mentioned factors, an econometric model based on panel data will
be created.

Keywords: loans, credit, monetary financial institutions, non-financial corporations, panel
data model

JEL codes: C23, E51, F45, G21

1 Introduction

Geographically, the conducted research involved 17 out of 19 Eurozone countries. Only
Estonia and Latvia were excluded due to lack of complete data from the studied period.
When analyzing the potential factors which shaped the nominal value of loans granted by
monetary financial institutions (MFI) to non-financial corporations (NFC) in Eurozone
countries one should bear in mind the specificity of the 2008-2015 period under
investigation. It was the beginning of a serious economic crisis leading to a breakdown in
the total economic situation, which after a temporary improvement in 2011 suffered
another, yet not so serious decline in years 2012-2013 (Dajcman 2016, p. 129). Years
2014-2015 brought a halt to this negative trend, but the improvement was still rather
insignificant and meant only partial rebound after the losses suffered during the crisis. It
influenced both the shape of macroeconomic independent variables, as well as the ones
related to companies’ financial results (Deutsche Bank 2017, p. 54).
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Figure 1 Schematic Presentation of Supply and Demand-side Factors that Influence Loan
Developments

Supplv-side (bank- related)

Demand-side (borrower related)

Banks’ Banks’ Loan Banks’ risk Borrowers’ Alternative Macro-
funding capital market perception/ balance sources of economic
and position competition valuation sheets external determi-
liquidity funds nants
position
> Quantities Prices (spreads) [«

Source: ECB (2011). Recent developments in loans to the private sector, ECB Monthly Bulletin, p.
65

The following sections will outline the potential mechanisms of impact exerted by
independent variables on the value of loans granted by MFI to NFC (hereinafter referred to
as MFI/NFC loans), which according to the used model proved to be statistically significant.
As regards the macroeconomic indicators, they are real GDP growth rate, total
unemployment rate and inflation rate. From the group of data related to companies’
economic performance, the ones selected include production value, value added at factor
cost (both output related) and gross investment in tangible goods (capital input related).

2 Methodology and Data

In order to identify the factors influencing the value of loans granted to NFCs by MFIs in
the Eurozone, an econometric model for panel data has been created.

The dependent variables in the study were selected macroeconomic variables in particular
Eurozone countries in the years 2008-2015. In the set of dependent variables there were:
real GDP growth rate, total unemployment rate and inflation rate. The dependent variables,
on the other hand, were also data concerning the results of company operation, such as
production value, value added at factor cost (both output related) and gross investment in
tangible goods (capital input related).

Model Specification

The model has the following form:

Loan;; = ag + a;GDP_grj; + ayUnempj; + azInfj + a,Prod;, +
asVal_add i+ agGross_Investj; + vj; (1)

Vit = e +Uj + &y (2)

Table 1 presents the description of individual variables. The source of data was the Eurostat
database.
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Table 1 Variables Used in Empirical Investigation

Variables Variables description

Loans vis-a-vis euro area NFC reported by MFI excluding ESCB in

Loan;t the euro area (stock EUR min)

Explanatory variables

GDP_grit Real GDP growth rate, percentage change on previous year,
Unempijt Total unemployment rate (%)
LCI _wagit Wages and salaries (total), percentage change on previous period

Labour costs other than wages and salaries, percentage change on

LCI otherjt : ;
previous period

Infl; HICP - inflation rate, Annual average rate of change

EMU convergence criterion bond yields (%); EMU convergence

Bonds;t - :
criterion series - annual data
Prodjt Production value (min EUR)
Surit Gross operating surplus - SBS (mln EUR)
Total_purchit Total purchases of goods and services (min EUR)
Val_addit Value added at factor costs (%)

Gross_Invest Gross investment in tangible goods (min EUR)

The random error in the object j, in the time period t, which
consists of the following components:

e: — impulses affecting all observations in the time period ¢,

uj — impulses affecting all the observations in the object j,

gt — impulses affecting only observations in the object j, in the time
period t.

Vit

Source: elaborated by the authors

3 Results and Discussion

In this study, for the purpose of describing the dependencies between macroeconomic
variables and the value of loans granted by MFI to NFC in the Eurozone countries, a panel
model defined by Formula (1) was used. The data was collected for 17 Eurozone counties.
They concern an 8-year period (annual data for 2008-2015).

The panel data model (1) was estimated using GRETL (GNU Regression Econometrics Time-
Series Library) software. The choice of estimation method was made based on the decision-
making procedure proposed by subject literature in econometrics (Baltagi 2001). First, the
estimation of a simple panel model was made using a classical least squares method
(without individual effects), and the model’s diagnostic tests were conducted. The following
values of test statistics were obtained: Wald test (F=50,7397; p-valuex0,0000), Breusch-
Pagan test (LM=249,124; p-valuex0,0000) and Hausman test (H=27,3913; p-
value=0,00225757).

When analyzing the Wald test results it can be concluded that the appropriate model
describing the dependencies between macroeconomic variables and the value of loans
granted by MFI to NFC in the Eurozone is a fixed effects one (FEM). The results of Breusch-
Pagan point to a random effects model (REM) as a more reliable one. Finally, the results
of Hausman test allow to conclude at the risk of error at the level of 0,05 (a=0,05) that
the best model for describing the studied relationship the best tool will be fixed effects
model (FEM). Further analysis of the model’s properties, however, has confirmed the
present of heteroscedasticity of the random component. In order to eliminate this flaw, for
the purpose of estimating the model’s parameters weighted least squares (WLS) method
was used.

Table 2 presents the results of estimation for the above model.

191



Table 2 The Results of Estimation of the Model Describing the Determinants of Loans
Granted by MFI to NFC in the Eurozone Countries

Dependent variable LOAN;:

Independen Coefficie Std. . p- Signific
- t-ratio
t variables nt Error value ance?)
—-217819 38094,9 -5,71 <0,00 ok
Constant 8 01
—_ —_ X %k
GDP_grit 1713,32 693,088 22,47 0,0147
4157,04 995,310 4,177 <0,00 ok
Unempijt 01
Infj: 3676,36 1707,40 2,153 0,0332 *x
0,210133 0,024300 8,647 <0,00 *xok
Prodij: 9 01
Xk kK
Val_addj: 5011,94 863,832 5,802 Sf,oo
Gross_Inves 2,08509 0,328226 6,353 <0,00 Aok
tje 01
Observations 136
Standard error of residuals 0,771125
R2 0,979654
Adjusted R? 0,978708
F(6,129) = 1035,221 p-value for test F< 0,00001

a)*** The statistically significant variable at the level of 1%; ** The statistically significant variable
at the level of 5%.
Source: the author’s own calculations

The estimated model is correct in statistical terms. Among eleven potential independent
variables six turned out to be statistically significant. All the obtained signs of the
evaluations of structural parameters of independent variables are in accordance with the
theoretical predictions.

The obtained results allow to conclude that five independent variables have a positive
influence on the dependent one (i.e. the value of loans granted by MFI to NFC). Among
those variables there are: total unemployment rate (Unempj:) inflation rate (Infj),
production value (Prodit), value added at factor cost (both output related) (Val_addj) and
gross investment in tangible goods (capital input related) (Gross_Investijt). Interpretation
of parameter estimation in the cases of particular variables is relatively simple. For
example, a parameter estimation for the Unempj: variable (4157,01) should be interpreted
as follows: if the unemployment rate grows by one percentage point, then the value of
loans granted by MFI to NFC in the surveyed group of countries will as a result grow by
approximately EUR 4157.01 mln, assuming the stability of other variables.

The research findings confirm that the factor which has a strong, and at the same time
negative, influence on the shape of dependent variable is the real GDP growth rate
(GDP_grit).

In the estimated model, the variables which turned out to be statistically insignificant were:
labour cost index - wages and salaries (LCI_wagit), labour costs other than wages and
salaries (LCI_otherjt), EMU convergence criterion bond yields (Bondsit), gross operating
surplus (Surjt) and total purchases of goods and services. (Total_purchijt).

The econometric model for panel data used in the study does not take into account time
shifts as a reaction of dependent variable to the shape of independent variable. It means
that the model’s results do not determine the possibility of observing the results of the
impact of dependent variables on the stock of MFI/NFC loans in the subsequent period or
periods (Louri and Migiakis 2016, p. 40).
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Regardless of the above, the clearly negative impact of real GDP growth rate on stock of
MFI/NFC loans revealed by the model within a given time unit (year) has a logical
explanation, confirmed by other observations. In the periods when the total economic
situation improves companies have better possibilities of funding their activities from
current revenues. However, if the improvement is not strong enough to encourage
companies to radically expand the range of their activities, including funding their turnover-
related needs or investments by means of loans from MFI, then the demand for such funds
may decrease in relation to periods of worse economic situation (ECB 2009, p. 19). Itis a
phenomenon also known from the studies of the channels of transmission of the impulses
of the central bank’s monetary policy. It proves that in countries that are inflation-stable
the factor of greater influence on banks’ loan-related activities than loan availability to
enterprises (including the costs of loans reflected in interest rates), is companies’ optimism
concerning adequately large increase in the market's power of absorption of their
production at the prices which are satisfactory for them (Mishkin 1996, p. 3 and 10). This
results in a broader assumption which is crucial for this model and any elaborations based
on it, according to which the stock of MFI/NFC loans is shaped to a much greater extent
by the described significant variables than the other way round.

As noted above, due to the outcomes of the financial crisis, at the beginning of the studied
period the real GDP growth rate in the Eurozone experienced a breakdown, and its later
increase was related to the reconstruction of the size of economic activity to the level from
before the crisis, which was uneven in the course of time. One should also consider other
factors, such as the increase in the attractiveness of financing large companies’ needs by
emission of securities on the capital market (both shares and bonds), which typically
accompanies improvements in the total economic situation (Covas and den Haan 2006, p.
30).

The impact of the rising unemployment rate shown by the model on the growth of the
stock of MFI/NFC loans should also be associated with the specific economic situation in
connection with the financial crisis. Companies make more people redundant in the periods
of economic downturn, when they become more dependent on sustaining their financial
condition with loans. At the same time, a radically growing unemployment rate is evidence
of increased size of a low-income social group, which reduces the society’s consumption
potential, influencing companies’ financial results (PwC 2010, p. 22). State-funded
unemployment benefits may to a certain extent reduce the decline, but not eliminate it.
The process of companies’ adapting to the new circumstances is neither immediate nor
complete (Verick and Islam 2010, p. 36). In terms of increased unemployment, the
financial crisis from 2008 created an especially difficult situation for countries from
southern Europe, such as Greece, Portugal, Spain, Italy, as well as Ireland.

The impact of inflation on the stock of MFI/NFC loans (expressed in millions of EUR) seems
obvious due to the very essence of inflation as a common increase in prices (and salaries)
and its impact on the values expressed nominally in money. The results of the calculations,
however, have confirmed that the impact was at a lower level of significance than in the
case of unemployment. The article deliberately makes use of the HICP measure of inflation
and not the industrial producer price index, which has a very direct impact on the stock of
loans granted to enterprises. A separate analysis would be required for the potential
influence on the results exerted by the inflation (and interest rates) level which is close to
zero, or even by deflation (and negative real interest rates) in the Eurozone countries in
the studied period (Plasil et al. 2013, p. 129).

Production value (millions of EUR) measured as the amount actually produced by the unit,
based on sales, including changes in stocks and the resale of goods and services
demonstrates a significant influence on the stock of MFI/NFC loans. It can be treated as
evidence that an increase in the production value contributed to increased optimism by
NFCs in the Eurozone regarding the profitability of further expansion with the use of loans
from MFI. The loans taken may, of course, have a reciprocal influence on the increase in
the production value (Martinez and Landesberger 2010, p. 12).
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Also, the value added at factor costs (in %), which is the gross income from operating
activities after adjusting for operating subsidies and indirect taxes, according to the used
model, has significant influence on the stock of MFI/NFC loans. Due to its nature, the
mechanism of influence described at the production value should be even more visible in
relation to gross income from operating activities (Cesaroni et al. 2016, p. 4). An increase
in the production value does not always translate into an increase in the gross income, for
instance due to falling profit margins or growing costs of production and prices, which
means that an increase in the production value may be accomplished even with the same
profit margin and smaller amount of product sold.

According to the definition by Eurostat, gross investment in tangible goods (expressed in
millions of euro) is defined as investment during the reference period in all tangible goods.
Included are new and existing tangible capital goods, whether bought from third parties or
produced for own use, having a useful life of more than one year. However, the measure
also includes non-produced tangible goods such as land, but investments in intangible and
financial assets are excluded from it (EIB, p. 31). When analyzing the significant influence
of investments on the stock of MFI/NFC loans, one should thus bear in mind that what is
meant here is a special type of investments in relations to loans in general, which include
both investment loans, as well as working capital loans and others. Essentially, an increase
in the investment in tangible goods, apart from causing an increase in demand for
investment loans, should at least partially increase the demand for working capital loans,
and even other types of loans.

4 Conclusions

Interest in factors which influence the value of loans granted by MFI to NFC gained a new
dimension when from September 2016 the Bank for International Settlements (BIS)
started publishing time series on the credit-to-GDP gap for more than 40 economies.
According to BIS, the credit-to-GDP gap is defined as the difference between the credit-to-
GDP ratio and its long-run trend, and captures the build-up of excessive creditin a reduced-
form fashion. It has been found to be a reliable early warning indicator of impending
financial crises for a broad array of countries and a long time span that includes the most
recent crisis. According to ECB data, the value of loans granted by MFI to NFC reacted to
the 2008 crisis with greater downturns than the value of household loans (ECB 2011, p.
63).

Analyses conducted in the course of research indicate that the shaping of the value of loans
granted by MFI to NFC in the Eurozone is influenced not only by selected macroeconomic
factors, but also values related to the results of companies’ economic activity. As regards
the macroeconomic indicators, they are real GDP growth rate (GDP_gri), total
unemployment rate (Unempit) and inflation rate (Inflation;t). From the group of data related
to companies’ economic performance, the ones selected include production value (Prodit),
value added at factor cost (Val_addjt) - both output related - and gross investment in
tangible goods (Gross_Investjt — capital input related). An important one, whose influence
is negative, is real GDP growth rate. A positive impact of macroeconomic indicators on the
value of MFI/NFC loans in the Eurozone was discovered in the case of the total
unemployment rate and inflation rate. All indicators of the results of the economic activity
of enterprises that turned out to be statistically significant, that is production value, value
added at factor cost and gross investment in tangible goods, have a clearly positive impact
on the value of loans granted. The tendencies shown by all the factors which determine
the value of MFI/NFC loans in the Eurozone countries have turned out to be in line with the
theoretical assumptions.
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Abstract: The aim of this paper is to analyse the influence of the European Union accession
and financial crisis to convergence and integration of the bond yields and bond markets.
The results show the deepening of bond market convergence after the European Union
accession and the integration has continued until the end of the observed period. The
chosen indicators are monthly mid-term bond yields (10-year bond yields). The period of
1/2000 to 12/2017 was chosen in order to show the impacts of the changes. The time
period was divided into periods 1/2000 - 4/2004 (before the European Union accession),
5/2004 - 7/2007 (after the accession and before financial crisis), 8/2007 - 3/2009 (period
of the deepest financial crisis), 4/2009 - 12/2016 (period after the financial crisis). Used
methods are 1) spread between the 10-year bond yields of countries of Estonia, Latvia,
Lithuania and German 10-year bond yield, 2) analysis of alignment, 3) B-convergence.
These findings can be beneficial for the financial market observers.

Keywords: B-convergence, bond yields, integration of bond markets
JEL codes: E43, E44, E47, GO1

1 Introduction

The financial turmoil during 2007-2009 affected the euro area financial sector in ways that
differ considerably across market segments and countries. A consequence was a temporary
reduction of market activity within national borders. The impact was felt most strongly in
the money markets, and relatively less in bond activities. However, economic growth
stopped and still many countries are not able to follow Maastricht Convergence Criteria.

On one hand, the integrated financial markets and the common currency may help protect
the countries from the negative impacts of a financial crisis, because the countries are part
of a large, stable economic unit. On the other hand - financial instability may spread easily
from country to country, since barriers to the capital movements have been reduced.

Across the economic literature, there is a range of acceptable definition of financial
integration. In a broader sense, it is possible to achieve financial integration when all the
conditions necessary for the continuous implementation of financial transactions and
market functioning are met.

Commonly-used definition of financial integration is expressed by (Baele et al., 2004). The
market for a given set of financial instruments and services is fully integrated if all potential
market participants with the same relevant characteristics (1) face a single set of rules
when they decide to deal with those financial instruments and services; (2) have equal
access to the above-mentioned set of financial instruments and services; and (3) are
treated equally when they are active in the market.

Financial markets are integrated when the law of one price holds (Adam et al., 2002). This
states that assets generating identical cash flows command the same return, regardless of
the domicile of the issuer and of the asset holder. Given this definition, financial market
integration can be measured by comparing the returns of assets that are issued in different
countries and generate identical cash flows.

(Czech National Bank, 2012) states that it is possible to speak about the achievement of
full integration of financial markets only if financial assets with comparable risk factors and
yields are evaluated by the markets in the same way, regardless of the country where the
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assets are traded. Fully integrated markets without any barriers permit to use an
arbitration opportunities which lover the importance of local factors characteristic for given
countries and enable direct comparison of the prices of financial assets in individual
markets.

The aim of this paper is to analyse the influence of the EU accession and financial crisis to
convergence and integration of the bond yields and bond markets.

2 Theoretical Concepts

In general, the convergence of government bond yields to a stable level with reduced risk
aids the overall economy, by allowing cheaper access to debt financing with less
uncertainty regarding the value of such funds over time. This, in turn, stimulates
investment and output within converging countries.

The methods described below are used for measuring of bond market integration.
Spread between Yield on a Local Asset and a Well-Chosen Benchmark Asset

Germany is the biggest and most solid economy within the EU. For that reason it can be
chosen as the benchmark asset for the countries of European Union. The smaller the spread
is the bigger the integration is.

Formally we can write the convergence in time t and t+1 as:

[y = V2l > [Yiee1 — Vaeeal (1)
where y1,t and y2,t are relevant economic variables of two countries in time t.

The case with opposite sign is called divergence. This is a situation when the countries in
terms of economic maturity are moving away.

Analysis of Alignment

Analysis of alignment is the first step of the concept of financial integration. It is based on
the correlation analysis in standard or rollover form. This analysis indicates the strength of
a linear relationship between two variables. Its value may not be sufficient for the
evaluation of this relationship, particularly in those cases where the assumption of
normality is incorrect. The correlation coefficients, being aggregated statistics, cannot
substitute for individual evaluation of the data (Babecky et al., 2007).

Concept of B-convergence

B-convergence (2) is used to determine the approximation rate of asset returns in financial
markets. It was first used by (Adam et al., 2002). In order to quantify B-convergence, it
is possible to apply regression according to the following formula:

ARjr = aj + BRit—1 + Xiz; ViR g + & (2)

where Ri,t represents the distribution rate of specific assets between a country i in time t
with respect to the reference territory, A is the reference operator, ai is a specific constant
for the given country, é&i,t is a white noise disturbance. Lag length L is based on Schwarz
Criterion, maximal length is set to 1, because monthly data are applied and financial
market memory is relatively short. B-coefficient is a direct criterion of the rate of global
market convergence.

The concept of beta-convergence enables identification of the speed with which eliminated
differences in yields on individual financial markets. If the beta coefficient is negative, then
signals the existence of convergence and the amount of beta coefficient expresses the
convergence rate, i.e. the rate of elimination of shocks to the yield differential pricing of
individual assets to the weuro area. The closer beta coefficient is to
-1, the greater the speed of convergence is.
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3 Methodology and Data
The selected countries are Estonia, Latvia and Lithuania.

As a measure of the yield was used 10-year government bond yield in all countries
mentioned above and Germany (monthly basis). Germany is the biggest and most solid
economy within the EU. For that reason it can be chosen as the benchmark asset for the
chosen countries (and whole European Union). The data of 10-year sovereign bonds of the
selected countries were taken from Bloomberg database (2018, [4]). The sample period
starts from 1/2000 and ends on 12/2017. This time range covers the period before the
accession of the countries to European Union (1/2000 - 4/2004), after the accession
(5/2004 - 7/2007), period of financial crisis (8/2007 - 3/2009) and period after financial
crisis (4/2009 - 12/2017). The beginning of the pre-crisis period (or the period of
spectacular growth) coincides with an accession of the countries studied to the European
Union. We decided to start the crisis period with a different date than that of the Lehman
Brothers bankruptcy and major panic in the markets. We wanted to capture an earlier
market, which was when the 2007 banking crisis changed from high expectations to the
fear of a looming sovereign debt crisis. The pre-crisis period depicts a long run-up in prices
followed by a significant price drop during the crisis period.

The used methods are: spread between the yield on a local asset and a benchmark asset,
analysis of alignment and concept of B-convergence.

4 Results and Discussion
We used the methods described above to measure the bond markets integration.

Spread between Yield on a Local Asset and a Well-Chosen Benchmark Asset

Figure 1 Spread of Estonia, Latvia and Lithuania
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As we mentioned above, the benchmark asset is German 10-year government bond yield.
The spreads between Estonia and Germany, Latvia and Germany, Lithuania and Germany
are possible to see in Figure 1.

The closer the spread is to zero the bigger the convergence is. It is clearly visible that
regarding to the Estonia and Latvia the spreads are the closest to zero between the years
2002 and 2007. The biggest spreads has Lithuania - in 2008 and 2013 the spreads are
bigger than 2.5 %. The financial crisis and later on debt crisis had the biggest impact on
Lithuania (because of the highest spreads), however we can see that the spreads were
quite similar in all countries.
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It is possible to say that according to this criterion, the most integrated country is the
Estonia (because of the lowest spread).

Analysis of Alignment

Simple period average correlations of 10-year bond yields, shown in Table 1, show that
Estonian, Latvian and Lithuanian markets are strongly linked (in whole period) among
themselves (correlations between 0.68 and 0.89), on the other hand with the Germany as
well (correlations between 0.65 and 0.88). Bold numbers indicate strong and significant
correlation coefficients.

Table 1 Correlations during 1/2000 -12/2017

1/00-12/17 EST LAT LIT GER
EST 1
LAT 0.897542 1
LIT 0.689547 0.75958 1
GER 0.884586 0.84783 0.654875 1

Source: author’s calculations

Table 2 Correlations during 8/2007 - 3/2009

8/07-3/09 EST LAT LIT GER
EST 1
LAT 0.32033 1
LIT 0.36646 0.123614 1
GER 0.16006 0.220882 -0.2907 1

Source: author’s calculations

Table 2 shows the time period with the lowest correlation coefficient. It is the period of
financial crisis. In this case it is possible to see that countries are not correlated at all
among themselves. No country is correlated to Germany. Table 3 shows the best results -
time period from April 2009 to December 2017. It is the period after financial crisis and it
was expected that the government bond yields should show the highest correlations.

Table 3 Correlations during 4/2009 - 12/2016

4/09-12/17 EST LAT LIT GER
EST 1
LAT 0.95859 1
LIT 0.815875 0.92458 1
GER 0.82535 0.764582 0.795685 1

Source: author’s calculations

Concept of B-convergence

The results of B-convergence are in Table 4. All the values in the table are negative. It
means that there is a convergence in the bond markets of the selected countries. The p-
values are mainly less than chosen significance level of a=0.01, therefore we can
contribute the models as significant.
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Table 4 3 Coefficients
1/00 -4/04 5/04-7/07 8/07-3/09 4/09-12/17

Coeff. P-value Coeff. P-value Coeff. vapl:le Coeff. P-value
1.11e-

EST -0.758 gif 0.842 07 #ex 0.586 0866 15 13 wes

LAT -0.359 124‘55- 0.742 0155722; 0.765 09308 4515 056412-*

LT 0895 045 "ot 01020 | [ oD%

exs 0.824 . 2 0.832

Source: author’s calculations

The only exception is in all selected countries (Estonia, Latvia and Lithuania) in the period
of financial crisis (8/07-3/09).

Relatively high values of B coefficient indicate that individual financial markets of observed
economics integrated relatively easily with the German market. The B coefficient was
relatively low in Lithuania during the financial crisis. It means that Lithuania started to
diverge and in the period after financial crisis started quickly converge to benchmark. The
divergence may be caused by increased nervousness of financial market participants and
the associated increase in the volatility of market assets. Both investors and investment
services providers in fear of their liquidity position restricted their market activities,
including cross-border activities and integration process more or less weakened.

The absolute values of the B coefficients are close to one for all the countries in the period
after financial crisis. It means that the levelling of newly arising differences between the
chosen country and the Germany is fast.

The tests of normality and homoscedasticity are shown in the Table 5. For the evaluation
of the normality test is probably the easiest to observe the result from graph of the
assumed normal distribution in comparison to the actual distribution of residues and
analyse p-values of Chi-square test. We test the hypothesis HO: Residuals are normally
distributed, against the hypothesis H1l: Residuals are not normally distributed, the
significance level of a was chosen as 0.01. If the p-value is greater than a then we cannot
reject the HO, therefore the residuals are normally distributed.

For the testing of heteroscedasticity we chose the White's test. We test the hypothesis HO:
Constant variances of residuals — homoscedasticity, against H1: Heteroscedasticity. The
significance level of a was chosen as 0.01. If the p-value is greater than a then we cannot
reject HO, therefore it contributes homoscedasticity.

Table 5 Tests of Normality and Homoscedasticity

1/00-4/04 5/04-7/07 8/07-3/09 4/09-12/17
P-  p_value p- P-value p- P-value p- P-value
value value value value
heteros. heteros. heteros. heteros.
norm. norm. norm. norm.

Cz 0.378 0.277 0.150 0.633 0.178 0. 475 0.225 0.345
SK 0.827 0.597 0.592 0.258 0.267 0.526 0.268 0.236

PL 0.0204 0.157 0.448 0.270 0.367 0.873 0.194 0.275
Source: author’s calculations

5 Conclusions

In this paper we have discussed the selected aspects of bond integration of Estonia, Latvia
and Lithuania. The aim of this paper was to analyse the influence of the EU accession and
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financial crisis to convergence and integration of the bond yields and bond markets of
selected countries.

Are the bond markets of the selected countries group convergent? Answering this question
requires a surprising amount of preliminary work. According to all used methods the
markets converge more after the financial crisis then before, however they converge for
the whole observed period of time. Surprisingly all methods showed and confirmed lower
pace of integration in Lithuania in the period of financial crisis, which rose in the period
after the financial crisis. The divergence in the period of financial crisis may be caused by
increased nervousness of financial market participants and the associated increase in the
volatility of market assets.

Future research could be extended to a wider examination of integration of the stock
markets. It would be interesting to test if there would be a change in results when using
data of EU15 as an average of the oldest members of European Union instead of Germany
as the most stable economy.
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Abstract: This paper provides an evidence that age diversity in managing and supervisory
boards among Czech joint-stock companies has impact on firm s performance indicators.
Age diversity is becoming widely discussed topic due to population ageing, which is
reflected in corporate governance area as well. Age diversity can influence decision-making
process, risk attitude or structure of assets, that 's why it has impact on overall profitability
of businesses. The main goal of our paper is to test possible relationship between age
composition of supervisory and executive board members in Czech stock companies and
firm performance. The initial sample included 364 companies with Czech domicile operating
in manufacturing industry, especially in IT industry. Randomly chosen sample is composed
of 70 Czech companies from IT industry. For this sample we gained basic data describing
the number of board members, their age, gender as well as current key performance
indicators published financial statements (ROA, ROS, liquidity, indebtedness). We use
these indicators to assess the relation between age diversity and profitability through basic
statistic and mathematic methods.

Keywords: age diversity, gender diversity, Key Performance Indicators (KPI), ROA, ROS
JEL codes: M14, M21, M12, L25, |22

1 Introduction and literature review

With an increasing rate of globalization, a growing public interest and increasing
competitive pressure, an interest in the efficiency and functioning of corporate governance
is increasing. Although it's been decades since Eastern European markets opened their
boarders for free trade and transited from a centrally-planned to a market economy, there
are still considerable differences between the operation of businesses in Western and post-
communist countries. The sale of assets to private hands did not ensure its effective
management. Administrative functions should focus on setting targets and corresponding
policies to fulfilling the interests of owners.

Currently, the most widely used system in Central Europe is the continental-European
model, including the existence of three bodies: the General Meeting, the Supervisory Board
and Board of Directors. This model was recently the only possible in the Czech Republic.
From the above it is clear that the a way how the business will prosper (ie. to achieve the
desired financial performance) depends on the decisions of firm s organs that are made
up of groups of people of different ages, nationalities, gender and having different ways of
professional development, other education and experience . This heterogeneity in the
group is called diversity, Pelled (1999) distinguishes demographic diversity (= degree to
which the organization is heterogeneous with respect to demographic attributes) and
functional diversity of backgrounds (= degree of heterogeneity in education and
experience).

The corporate governance is rather new term, and the number of studies is rising in these
days. A topic of corporate governance is very broad and consists of legal setting of the
companies in a country and, in many cases, the free-will setting of a company management
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and corporate governance rules. In the Czech Republic, there is no strict or mandatory
script for corporate governance. When thinking of the connection between corporate
governance and the performance, the numbers of scientific papers is rather low. This article
is new contribution to this topic from the very actual point of view of age diversity and age
in the company - effectively connecting two actual topics - corporate governance and the
age management in the ageing environment of the European Union as well as an area of
gender issue among board members.

The problem in the research, and this is proven in many studies setting and researching
often very different factors, is to set the proper variables. Those, that influence the
performance most significantly. In our paper, we have focused on the age and gender
diversity among the managing and supervisory boards in the companies as bearer of the
strategic management in the companies and thus one of the factors of the corporate
governance. Our contribution is to research on the sample of the Czech companies,
whether the age and gender diversity in the company’s bodies have an effect on the key
performance indicators.

Performance measurement

The word performance is widely used in all fields of business management. Nevertheless,
performance as a term is not precisely explained. Dictionary explanation of the term varies
and is frequently defined from the concrete point of view. One of many definitions (Neely
et al., 2003), (Wholey et al., 1996) of performance is the one of Richard and Devinney
(2009):

Organizational performance encompasses three specific areas of firm outcomes:
(a) financial performance (profits, return on assets, return on investment, etc.);
(b) product market performance (sales, market share, etc.);

(c) shareholder return (total shareholder return, economic value added, etc.).

In the Czech Republic, the financial performance is the most suitable, as the financial data
are believed to be most precise, although there are some limitations - tax policies of
company etc. The product market performance is hard to observe, as we have chosen the
general IT companies in the Czech Republic market and the sales or market share are not
part of the financial statements, those are base of our research. Shareholder return is not
usable in the Czech Republic because most of the companies in the sample are not publicly
traded and there is no evidence of sharing the profit.

Financial performance of the company is usually depicted using key performance
indicators. In this paper there will be consistency with most used traditional indicators
mentioned by Hult (2008) ROA, ROE, ROS. In addition, there will be used liquidity ratios
and indebtedness as an indicator of financial responsibility and stability.

Construction of the performance indicators is standardized, using EBIT in both ROA and
ROS. For the liquidity ratio, the sum of short term liabilities with short term loans and
financial aids will be used. For the indebtedness, there are two ratios, general indebtedness
and the investor’s risk. We will use only general indebtedness is rate of equity another
sources as a measure for the stability of the company.

Table 1 Key Performance Indicators Overview

KPI Target Characteristics

ROA maximization performance

ROS maximization performance

Liquidity (current ratio) Optimization towards Carefulness approach - insurance

optimum (adequate) against market risk
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General indebtedness  Optimization towards Carefulness approach - risk of control
optimum (adequate) loss

Source: own creation based on literature mentioned above

Corporate governance and performance

State or find a concrete factor, that has an important or key impact on performance of the
companies is not trivial. General problem of humanities is the number of factors influencing
the operations of the company. Many studies proof relation of corporate governance and
the performance of the companies expressed by financial indicators. This linkage was
declared specifically in Bebczuk’s (2005) research of Argentinian companies and
Gruszczynski’s (2006) research in Poland. More generally the impact of good corporate
governance is expressed in Gompers'’s, Ishii’'s and Metrick’s (2003) research paper, Bhagat
and Bolton’s (2008) study and predominantly Milstein report of good corporate governance
in general. In all studies it is declared, that the good corporate governance, regardless the
meaning of adjective good, doesn't mean higher performance, but bad corporate
governance means undoubtedly lower performance. In these studies, authors were using
the EVA or Tobin g. In the study of Ooihi a Lecomt (2013), the principle of the stock market
valuation was used. These approaches are not feasible in the Czech Republic, due to low
number of companies being publicly traded on stock market - the financial data will be
used instead.

Corporate governance as an operation - good managing of the company includes also
taking managerial risk, decision making process and in this area predominantly targeting
of the KPI in the company. This process might be influenced by the nature and the
composition of management boards in the companies - the bearers of the “strategic”
corporate government. In this paper we focus mainly on age and gender composition of
the boards in the selected Czech companies.

Gender and Age diversity

Discussion about importance of demographic characteristics of board members is coming
to the researchers’ attention. A Ratio of women participating at the labour markets has
been getting bigger since Second World War. So, gender diversity is not only the current
topic in the management area, but also in overall society. Heidrick and Struggles (2007)
proved in their report that women proportion at the European labour markets are
increasing in the last years, from 5% in 2001 to 8.4% in 2007. But we are still not at the
same level as American companies and big differences among European countries exist.
The Scandinavian countries are widely known for their progressive approach in involving
older people and women into the working process at higher positions. However, in the
central-European context, gender and age diversity is out of the primal research focus of
most researchers. There are some studies aiming at gender diversity, because it is easer
for statistical study rather than age diversity, which is hard to define. An interest in gender
diversity is also supported by European policy, which is trying to introduce women quotas
for executive and supervisory bodies of companies at the level of 20%. (Matsa, Miller,
2013). Campbell (2008) provides us two reasons, why women should be included among
members of companies” bodies more often. At first, there are ethical arguments. Excluding
women from executive and supervisory bodies only because of gender can be considered
as discrimination. And no firm wants to build up an image of low Corporate Social
Responsibility. Secondly, economic arguments are related to the assumption that every
company should choose for each job position the most suitable candidates, who reflected
all requirements for that position. If you exclude women, your financial performance can
decline, since you didn’t have to choose the best candidate. So the higher diversity can
bring a competitive advantage for a company.

Age diversity is getting more popular with ageing tsunami topic. According to the higher
percentage of older people (above 50 years) at the labour markets, employment, inter-
generation teams operation or their engagement in organizational culture is becoming
interesting for researchers. Robinson (1997) presents that company’s costumers are
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diverse as well, so more diverse working teams can understand needs of your target groups
easier. As a result you can provide more customize products and penetrate additional
markets. Second, it is argued that diversity increases creativity, innovation and new
approaches for problem solving. In addition, a process of knowledge creation and sharing
is encouraged by members” diversity, which is extremely important in a case of original,
not repeated tasks requiring high level of creativity for solving. (Van Knippenberg and
Schippers, 2007). At third, it is argued that diversity can support problem-solving process
as the variety of perspectives and opinions are emerging from more diverse board
members bring more alternatives for evaluation. An understanding of high complex
system, which undoubtedly business environment is, can improve decision making process.
Decision will be right with higher probability. It may also lead to improvement of firm’s
image as well as benefits from customer behaviour. (Smith et al., 2006)

Based on literature overview provided in previous text, we propose these hypothesis and
research questions:

1) Firm s performance is diminishing with increasing age among members of the company
bodies.

2) Firm s performance is diminishing with higher ratio of women among members of the
company bodies.

3) Firm “s security is stronger with higher ratio of women among members of the company
bodies.

4) Firm 's security is stronger with higher age among members of the company bodies.

2 Methodology

Our initial sample included 364 companies with Czech domicile operating in manufacturing
industry, especially in IT industry. Randomly chosen sample is composed of 71 Czech joint-
stock companies from IT industry. Two of examined companies had no data in evidence,
thus the final number of researched firms is 69. For this sample we gained basic data
describing the number of supervisory and managing board members, their age, gender as
well as current key performance indicators (ROA, ROS, liquidity, indebtedness) for selected
fiscal year 2012. We have chosen this year after first data scan, in 2012 there is the highest
completeness of required data. All data had to be obtained manually from public business
register, since in the Czech Republic there is no central database, where everybody can
download mentioned data automatically (as it is in American business environment).
That 's also the main reason, why we need to handle with lower sample than it is usual in
American research literature.

Gender diversity is calculated as the proportion of women to the total number of members
on the supervisory and managing board. Age diversity is problematic for statistic testing
since there is no clearly defined way how to measure it. So, we decided to make an average
age from all managing and supervisory board members for each examined company. To
asses firm performance we used various Key Performance Indicators - return on assets
(ROA), return on sales (ROS), current ratio (CURRAT), indebtedness (DEBT). For testing
the relationship between age and gender diversity and firm performance, we used Kendall
tau. All calculation were accomplished by software IBM SPSS, version 23.

3 Results and Discussion

In the table 2 we can find the basic characteristics of our research sample. Return of assets
is around 7.4%, which is slightly higher than average rate in the Czech Republic. Return
of sales is 6.5% that number doesn 't deviate from common range. Average age among
managing and supervisory boards’ members is around 50. This number is lower than in
German companies (JanosSova et al., 2016), since German promotion system is based on
senior principle, it means you build your career in one company, over time you are
promoted according your experiences. Women share in Czech boards around 23 % falls
into extremely high figure, typical more for Scandinavian countries rather than central
European.
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Table 2 Basic Sample Description

Sample Statistics

Std. Error
N Mean Std. Deviation Mean
ROA 69 ,0743 ,42572 ,05125
ROS 69 ,0654 ,36887 ,04441
CURRAT 69 22,6951 77,04534 9,27517
DEBT 69 2,9738 23,14120 2,78587
Avrage 69 50,0329 5,58147 ,67193
Womenshare 69 ,2309 ,21710 ,02614

Source: own computation

For the hypothesis testing, we have chosen the Kendall tau, which is suitable for testing of
association of interval and ordinal variables. The results are provided in the table 3.

Table 3 Kendall Tau Test

Women Avr.
ROA ROS CURRAT DEBT share age

ROA Correlation 1,000 ,734™ 0,011 0,126 0,052 0,049

Coefficient

Sig. (2-tailed) 0,000 0,897 0,127 0,564 0,555

N 69 69 69 69 69 69
ROS Correlation , 734" 1,000 0,008 0,125 0,087 0,000

Coefficient

Sig. (2-tailed) 0,000 0,926 0,130 0,336 0,996

N 69 69 69 69 69 69
CURRAT Correlation 0,011 0,008 1,000 - ,204* -0,063

Coefficient ,251*"

Sig. (2-tailed) 0,897 0,926 0,002 0,023 0,446

N 69 69 69 69 69 69
DEBT Correlation 0,126 0,125 -,251™ 1,000 -,309"" -0,017

Coefficient

Sig. (2-tailed) 0,127 0,130 0,002 0,001 0,840

N 69 69 69 69 69 69
Women Correlation 0,052 0,087 ,204" - 1,000 -0,004
share Coefficient ,309""

Sig. (2-tailed) 0,564 0,336 0,023 0,001 0,966

N 69 69 69 69 69 69
Avr. age Correlation 0,049 0,000 -0,063 -0,017 -0,004 1,000

Coefficient

Sig. (2-tailed) 0,555 0,996 0,446 0,840 0,966

N 69 69 69 69 69 69

**_Correlation is significant at the 0.01 level (2-tailed).
*. Correlation is significant at the 0.05 level (2-tailed).
Source: own computing

Of the association, the awaited association is between ROA and ROS. These two key
performance indicators are functionally connected. The same logical connection is among
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the current ratio and indebtedness. When talking about the aim of the article, it must be
assumed, that average age has no connection to any of observed dependent variables. The
second, share of women in the bodies of the companies has significant correlation
coefficient to current ratio and indebtedness, which means that higher percentage of
women between board members will result in lower level of firm indebtedness. Similar
score can be found for a relationship between women share and current ratio. With raising
women share, current share is also heightening. Both of the key performance indicators
are part of the firm security.

4 Discussion and Conclusion

Age diversity and gender diversity were studied in the way as researched by Byrnes and
Miller (1999), ea. in the connection to risk-taking tendencies. The meta-analysis resulted
in support of the idea, that male participants are less risky avoidant than females and the
variety also fluctuated according to respondents’ age. On the contrary, Bonem (2015)
states, that the older people see more danger in ethical and health problems, but in the
social area they can accept more risk. The social area can be connected to the decision-
making process through negotiating and propagation of own opinion on problems in the
company and finding solution. In our research, age diversity among the average age of the
bodies” members in the Czech IT companies showed no significant results. Average age of
the members was around 50 years, what might be surprised in IT sector. The question is,
what is the nature of these people being in such innovative sector and if holding the position
in bodies of the company means also furthering and strengthening the corporate
governance principle of transparency - the owners are also managers in the company and
have control.

Rolison (2003) states that “Financial risk taking reduced steeply in later life for men but
not for women”. As there are not direct studies of connection between managerial style
and gender/age, this study can be approximation of financial risk of the company
management. The older the managers are, the more conservative the managerial decision
should be, unless there are women at power in the board of director.

The main purpose of this research study was to present age and gender diversity topic in
connection with key performance indicators. The initial research sample comprised from
Czech joint-stock companies operating in IT industry, with Czech headquarters. Average
and gender diversity was chosen as a topic based on theoretical studies mentioned in
literature review, which consider these types of diversity as possible factor of firm’s
competitive advantage. Age and gender structure was can potentially have influence on
corporate performance, in case of this article measured using ROA, ROS, indebtedness and
current ratio. Because we primarily proceeded from more general theories, which provide
evidences about the positive effects of diverse teams (irrespective of the specific diversity
type), demonstrating themselves in an increased level of innovation, creative environment
and knowledge sharing, our research interest did not limit on age diversity, but also that
of gender.

Our findings are restricted by the size and selectivity of research sample, which do not
allow us to analyse data by more advanced statistical methods used in western literature.
Most of Czech joint-stock companies are not publicly traded, so the number of possible
tests is limited. Furthermore, the key performance indicators used are only some kind of
the possible analysis instruments and by its very nature may be distorted by unexpected
external or internal circumstances.

Within the sample of IT companies operating in the Czech Republic examined here, we can
conclude that gender has significant impact on firm s indebtedness and current ration.
Lower indebtedness and higher current ration contribute to better security of company,
which may be a competitive advantage within crisis time, but too expensive in boom years,
since that firm policy binds financial resources. Concerning age diversity, we cannot prove
any significant results. So, we could not prove any bias between board members” age and
key performance indicators. For future researches, it will be necessary to include other
industries or pick out bigger sample from IT industry. It’'s also possible, that IT area
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demonstrates slightly different results than other fields from manufacturing industry,
because of greatly unstable and creative environment. Therefore, we should conduct
research in a few areas to compare results and prove trend.
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1 Introduction

Agricultural insurance dates back several hundred years. In Europe it started as early as
the end of the 17% century, when mutual insurance against hail was introduced; in the 19t
century it was offered in several European countries and in the USA (Mahul and Stutley,
2010). In the past few decades, development of this type of insurance measured according
to the volume of gross written premium and the range and scope of insurance products
has intensified, which is connected with growing state activity in this market sector (Smith
and Glauber, 2012).

In the USA the first state-subsidised crop insurance scheme was implemented in 1938. In
the following years it was modified, which resulted in the growing commitment of the state
(Goodwin and Smith, 2013). In 1939 governments introduced subsidised crop insurance
in Japan and Brazil, in 1943 in Jamaica (UNCTAD 1994), and in 1959 in Canada. European
countries began running similar programmes as of the 50’s, e.g. in Austria in 1955, in Italy
in 1970, in Spain in 1980 and in France as late as 2005 (from 1965 France ran a state-
sponsored insurance programme called the National Guarantee Fund for Farming
Calamities (FNGCA)), and in Poland in 2006 (Enjolras, Capitanio, and Adinolfi, 2012;
Enjolras and Sentis, 2011; Kaczata and Wisniewska, 2015; Mahul and Stutley, 2010;
OECD, 2011).

The subject literature points at the three types of reasons for government intervention with
regard to agricultural insurance, i.e. market failures, disparity in the availability of private
insurance between regions and crops and reporting damage more promptly. Market failures
result from three phenomena, generally present in the insurance market and in agricultural
insurance in particular: moral hazard (Coble et al., 1997), Goodwin, 2001), adverse
selection problems (Skees and Reed, 1986; Just, Calvin, and Quiggin, 1999) and systemic
risk (Kleindorfer and Klein, 2003).

State intervention in the crop insurance market may take various forms, i.e. premium
subsidy, reassurance backing for insurance companies, covering administrative or
operating costs or providing support with reference to infrastructure needed for data
collection connected with risk assessment. Several forms of support are likely to be used
simultaneously within the framework of the same programme. WTO guidelines determine
acceptability of a given form of intervention, along with CAP regulations for the EU
members as well as local legislations.

The main aim of this study is to identify the relationship between the crop insurance uptake
and various forms of government intervention on the Polish market.
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2 Methodology and Data

To solve the problem, a legal and functional point of view will be applied. In order to identify
intervention mechanisms one must analyse local legislation as well as superior regulations
(WTO and the EU). Due to the fact that both of these superior regulations are well known
and described in the subject literature, and Poland has been obliged, since its accession to
the European Union, to conform to the legal regulations in force in the EU, and the EU
members must comply with standards set by the WTO as for state intervention on the
agricultural market - the present analysis focuses on local regulations. The description is
complete with the analysis of the available data, which has been obtained from the Ministry
of Agriculture and Rural Development (MARD), the Central Statistical Office of Poland
(GUS) and state budget implementation reports. Application of advanced methods of
statistical analysis is quite limited, due to a brief period of analysis determined by data
accessibility and a high level of data aggregation. Auxiliary calculations have been
conducted by means of Excel and Gretl. The measure of crop insurance uptake is the
amount of insured arable land.

3 Results and Discussion - Main instruments of government support on
the agricultural insurance market in Poland

Historical overview until 2005

State intervention has been seen on the agricultural insurance market for a very long time.
It had two forms: establishing or very tight control of insurance companies which would
offer this type of insurance and introduction of obligatory insurance.

The beginnings of the agricultural quasi-insurance funds in the form of brotherhoods date
back to the 17% century, when representatives of several villages located on the island
between the rivers of Vistula and Nogat along with people from towns near Elblag and
Gdansk, set up a brotherhood which guaranteed a payment of cash as a compensation for
flood or fire depending on the amount of cultivated farmland (Szczesniak, 2006). During
the partitions period, i.e. from 1772 to 1918, three independent insurance systems were
established, in the Prussian, Russian and Austrian partition respectively. Agricultural
insurance was offered in each, at different time and in various scopes, and all of them were
tightly controlled by the respective state authorities. Hence, in the Prussian partition in
1785 the Kwidzyn Society introduced obligatory insurance against fire which encompassed
rural property (only the property of the gentry was exempt from it); in 1790 a Gentry and
Landowners’ Fire Society was founded, in 1804 a fire society for villages in South Prussia,
followed by further establishments in Prussia (Szczesniak, 2006a). Starting from 1873 it
was possible to insure crops, and obligatory insurance against hail became available in the
beginning of the 20™ century. During the period of the Duchy of Warsaw (1807-1815) the
Prussian organisations were dismissed and in 1807 the Fire Society for Towns and Villages
came into being, introducing obligatory insurance against fire for villages (gentry property
was exempt) (Szczesniak, 2006b).

In the Kingdom of Poland (also known as Congress Poland, being the Russian partition
from 1815) the above society was closed down and replaced by a new one, which imposed
the duty of insuring all land property against fire (except for inherited property) and in
1833 it was made possible (through another society) to insure farming machines, loss of
shipped goods, mill and oil press machinery, crops and farm animals. In 1843 the insured
risks also included hail and cattle plague (Szczesniak, 2008). In the Austrian partition
insurance against fire existed from 1860, against hail from 1864 and cattle plague was first
insured in 1906 (Szczesniak, 2009).

When Poland regained independence (1918), in 1921 obligatory insurance against fire was
introduces for farm buildings, and starting from 1929 in particular voivodships it was
possible to insure crops against hail and animals against plague. (Stroinski, 1989).

After the Second World War and the change in the economic system it was assumed as a
rule that the whole farm property should be insured. Gradually, from 1947, obligatory crop
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insurance was introduced for rye, barley, wheat and oats, and with time the scope
encompassing crops was broadened to include maize, potatoes, buckwheat, fodder plants,
meadows and pastures. Insurance against hail and flood was obligatory (from 1972)
although voluntary insurance also covered damage done by spring frost, winterkill,
hurricane or drought (only in 1957-58). The terms of crop insurance assumed full cover of
the loss, considering a 10% integrated deductible. Later, if the crop was entirely damaged
in the early stages of growth, the level of loss was established according to the level of
insurance amount. Apart from crops, the farmer also had an obligation to insure buildings
against fire, movable property (livestock and inventory, household movables, reserves)
and farm animals against plague. In the 1970’s obligatory third-party liability insurance for
farm owners was introduced, which transfers onto the insurance company financial liability
for unintentional damage caused by the farmer while performing vocational activities.
Obligatory insurance types (eventually, there were nine) were contractless, (concluded by
ex lege) and the premium was included in the tax. Until 1984 the obligation only
encompassed private farms with the farmland exceeding 0.5 ha, (which was an important
exclusion, as PGR-s (state-owned collective farms) accounted for 10% of the land in 1950
and 20% in 1989). After 1984 the scope of obligatory crop insurance shrunk, as industrial,
seed and horticultural plants were excluded from the obligation, and were covered by
voluntary insurance. From that year, too, as a result of legal changes which allowed more
insurance companies to be set up in Poland, the number of entities offering agricultural
insurance grew from one to three.

After the collapse of communism in 1989 obligatory agricultural insurance was abolished,
all except two types: firstly, insurance of farm buildings against fire or any other random
incidents which oblige the insurance company to cover the costs of rebuilding or
refurbishment of the damaged premises and secondly, third-party liability insurance for
farmers. Therefore, the number of crop and animal insurance contracts fell dramatically
(table 1).

Table 1 Number of Insurance Contracts Before and After the System Transformation

Insurance of Property Crop Livestock
Years farm buildings insurance insurance insurance
(thousands) (thousands) (thousands) (thousands)
1985 3 098 3 098 3098 20 273
1986 2 966 2 966 2 966 22 936
1987 2901 2901 2901 21 139
1988 2 886 2 886 2 886 22 155
1997 1 486 354 75 202
1998 1 449 373 61 187
2001 1 357 393 45 98

Source: Rojewski 2012

The period from 2006 to 2017

Introduction in September 2005 of the act on subsidised crop and animal insurance under
the rule of which sales started in 2006, made it possible to initiate several government
intervention instruments on the market, such as: premium subsidies (level of subsidy,
maximum tariff levels which entitle farmers to a subsidy) introduction of obligatory crop
insurance, a possibility to insure crops against one risk or a whole package of risks, defining
the subjective scope of subsidised insurance (type of crop), defining the entities eligible
for a subsidy, defining the maximum insurance amount, subsidies for insurance companies
in the case of excessive damage caused by drought and support for drought monitoring in
Poland. All of these actions have significantly increased the scope of insurance cover.
Initially, only 3% of all crops were covered by subsidised insurance, while eleven years
later it was as much as 31% (data from Ministry of Agriculture and Rural Development).

212



Figure 1 Amount of Farmland Covered by Subsidised Crop Insurance in 2006-2017
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Source: MARD and CSO data for the years 2006-2017

Firstly, subsidies were offered with reference to premiums paid by the farmer for one policy
annually. Over the first three seasons, i.e. until 3 June 2007 subsidies amounted to 40%
for cereals, maize, rapeseed, turnip rape, potatoes, and sugar beets and 35% for potatoes
or sugar beets; next, until 2016 it was 50% for all insured crops, and from 2016 onward
65% for all crops. Subsidy was allocated on condition that the tariff did not exceed the
established limit. In this way a limit was set for the price which entitled the farmers to the
subsidy. It was connected with limiting the state budget spending as well as prevented
insurance companies from raising the prices because of the subsidies. In 2006 the upper
limit of tariff accounted for 3.5% of the insurance amount, and if it should be exceeded,
the subsidy was not granted. From April 2007 the limit was raised to 5% of the insurance
amount for certain crops, such as winter rapeseed, outdoor grown vegetables, hops,
tobacco, fruit trees and shrubs, strawberries or legumes, while for other crops (cereals,
maize, spring rapeseed, turnip rape, potatoes or sugar beets) it remained at 3.5%. If a
farmer exceeded the maximum tariff by less than 1 percentage point, they received a
subsidy up to the maximum tariff, and if it was more than 6% of the insurance amount,
they received no subsidy at all. This regulation was abolished in July 2015 for outdoor
vegetables and fruit trees and shrubs. In 2017 new maximum tariffs were introduced - 9%
of the insurance amount, and in the case of crops grown on poor quality soils 12% (class
5) or 15% (class 6). Initially, exceeding this limit caused the subsidy to be withdrawn. Four
months later, however (i.e. before the spring season began) the regulation was changed.
When the tariffs were exceeded, (calculated both for the whole package of ten possible
risks and for the collective tariffs for selected risks) subsidies were reduced according to
the percentage of tariff increase, with exclusion of tariffs for drought and winterkill. The
above rule was slightly modified for fruit trees, shrubs and strawberries, in the case of
which exceeding of the tariff entailed a subsidy according to maximum rates. The
correlation between the insured area and the average amount of subsidy (in percentage)
is moderately positive (r-pearson=0.57, p-value=0.025).

It is not statistically relevant (p-value >0.1) for cereals, rapeseed, fruit trees and shrubs,
tobacco, strawberries and hops. It is moderately positive for maize (r-pearson=0.62, p-
value=0.03), legumes (r-pearson=0.66, p-value=0.03), outdoor vegetables (r-
pearson=0.61, p-value=0.04) and it is strong and positive for sugar beets (r-
pearson=0.75, p-value=0.01) The correlation between the insured area and the average
maximum tariff is weak and positive (r-pearson=0.40, p-value=0.1). It is statistically
relevant and rather positive for maize (r-pearson=0.52, p-value=0.06), sugar beets (r-
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pearson=0.65, p-value=0.02), legumes (r-pearson=0.61, p-value=0.04), and outdoor
vegetables (r-pearson=0.61, p-value=0.04).

The value of annual premium subsidies and average subsidy per 1 ha can be seen in table
2. Although since 2011 premium subsidies have exceeded the planned annual limits, it was
only in 2016 that sales were reduced significantly due to lack of financing from the budget
(the subsidy pool dried out virtually a few days after the beginning of the autumn season
as a result of increase in tariffs after the experiences connected with 2015 winterkill). This
justifies the lack of correlation between the volume of planned subsidies and the insured
area (p-value=0.15). The level of actual subsidies is in turn moderately positively
correlated with the size of the insured area (r-pearson=0.67, p-value=0.01). A statistically
relevant, positive and moderate correlation can be observed for cereals (r-pearson=0.48,
p-value=0.08), maize (r-pearson=0.64, p-value=0.02), rapeseed (r-pearson=0.58, p-
value=0.04), legumes (r-pearson=0.54, p-value=0.07), outdoor vegetables (r-
pearson=0.56, p-value=0.06), and a very strong one for sugar beets (r-pearson=0.75, p-
value=0.01).

Table 2 State Budget Subsidy for Crop and Animal Insurance System

Subsidies for insurance

Crop and animal insurance Aver?ge companies for excessive
subsidies (millions of PLN) f‘:b(sl;ﬂn)per 1 damage caused by
drought (millions of PLN)

actual planned actual planned

2006 9,861 55 31,6 - -

2007 39,348 59,902 68,4 209,902 210

2008 97,596 168,472 53,3 545 545

2009 131,139 150 46,7 150 150

2010 96,679 108,47 34,0 193,147 300

2011 126,141 100 41,6 100 100

2012 162,412 103,8 59,0 68,641 100

2013 164,407 103,8 48,4 80 80

2014 161,363 100,717 49,3 99,5 100

2015 173,177 100,717 61,3 100 100

2016 207,03 100,717 88,5 100 100

2017 397,9 725 121,6 n.d. 100

Source: Budget implementation report for the years 2006-2017

The connection between the volume of subsidies and the amount of insured arable land is
clear and dependent on the subsidy level.

Another instrument was the introduction of obligatory insurance for farmers who had
obtained direct subsidies for arable land in the previous year. The obligation refers at least
to half of the area sown with crops which can be covered by state-subsidised insurance
and must apply to at least one of the five occurrences: drought, flood, hail, winterkill or
spring frost. Introduction of this requirement was directly enforced by the European
Commission decree (1857/2009) which pointed at the connection between meeting the
insurance requirement and the possible ad hoc assistance offered by the state. This
instrument, although initially intended for a different purpose, appeared to be very
effective in boosting popularity of crop insurance. Considering that there were no other
relevant changes in the regulations at that time, introduction of obligatory insurance can
be treated as the main cause of more than twofold growth in the amount of insured land.
It must be stated, though, that farmers fulfilled this new obligation by purchasing insurance
against the cheapest type of risk, namely hail.
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The element which exerts an immediate influence on the price of crop insurance and, in
presence of maximum tariffs, on accessibility and level of subsidies, is the possibility of
insuring against single risks. Initially, subsidised crop insurance encompassed whole
packages of risks, such as: hurricane, flood, torrential rain, hail, lightning, landslide,
avalanche, drought, winterkill and spring frost (at the very start, during the first season,
the list also included fire and explosion). In April 2007, however, a choice of a single risk
to be insured against was enabled. Also, several times during the term of the act being in
force definitions of some occurrences (drought, spring frost and winterkill, among others)
were altered. This certainly resulted in an increase in access to insurance, although one
has to remember that the 84%-growth in crop-insured area was also connected with the
rise in the level of premium subsidy.

A few times, especially at the start of the subsidy system, the range of crops which could
be subsidised, was broadened. Initially, subsidies were granted for insurance of cereals,
maize, rapeseed, turnip rape, potatoes, or sugar beets i.e. essential/basic crops. From the
beginning of 2007 subsidsed insurance could be used for hops, vegetables, fruit trees and
shrubs and in April 2007 the list was complemented with tobacco, strawberries and
legumes. Nevertheless, broadening the range of crops did not contribute to increasing the
amount of insured land. The six initial crops accounted for at least 95% of the insured area
throughout the analysed period. It must be said, however, that the structure of the insured
crops changed despite the stable structure of sown plants. For instance, in 2006 the area
of insured rapeseed made up 60% of the whole insured land, while in the years 2009-2017
30% on the average (MARD, 2006-2017). The drop in this crop insurance is particularly
visible in 2015-16, when the winter package tariffs grew significantly. Cereals, despite the
initial 39%, constituted an average 56% from 2009 to 2017.

Obtaining a crop insurance subsidy depends on assuming the insurance amount which does
not exceed the maximum insurance amount per 1 hectare of a given crop which is
regulated annually by the appropriate minister of agriculture. Maximum insurance
amounts, which depend on the changes in market prices of a given crop (in the case of
fruit trees and shrubs it is connected with the increase in the value of plantings) were
introduced from 2008 and underwent changes in the analysed time period of up to 100%,
the average change referring to a given crop from 3% to 17% (respective decrees by the
MARD, 2007-2017). Their introduction was supposed to prevent overestimating insurance
amounts by insurance companies. Reaching this goal, however, affected adversely the size
of the insured area for cereals (r-pearson=-0.5, p-value=0.07) and maize (r-pearson=-
0.6, p-value=0.03), which can be understood in the context of subsidy limits set for
insurance companies. Interestingly, an increase in maximum insurance amount turned out
to be very strongly correlated for legumes (r-pearson=0.94, p-value=0.00). This has
probably allowed in the recent years to adapt the insurance amount to the actual market
value of a given crop and thus has made this insurance more attractive.

The state has also defined the subjective scope of subsidy beneficiaries - initially the
eligible farms were larger than 1 ha. However, in April 2007 this regulation changes and
subsidies were available only up to 300 ha belonging to one agricultural producer. The
regulation was abolished in August 2008. The definition of an agricultural producer was
also changed several times. In April 2007 the subsidy was limited to entities which
maintained the status of a small or medium-sized enterprise? which excluded from the
subsidy system a whole range of enterprises, including strategic ones (e.g. owned by the
Agency of Rural Property). Finally, after negotiations with the European Commission,
starting from July 2015 larger farms were also admitted into the system, after they had
met certain requirements. The impact of the above changes on the amount of the insured
area is difficult to assess due to the lack of available data on the structure of the insured
entities.

2 As understood in the attachment | to the Commission decree (EU) 70/2001 of 12 January 2001 r. on application
of art. 87 and 88 EU Treaty with reference to government aid for SME (Dz.Urz. WE L 10 z 13.01.2001, p. 33,
with amendments.; Dz.Urz. UE Polskie wydanie specjalne, ch. 8, vol. 2, p. 141).
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We also have to remember that the state can affect the supply side of the market. The
only insurance companies which are allowed to offer subsdised insurance are the ones
which have signed an agreement with the appropriate minister of agriculture and who meet
statutory requirements. In reality, this tool did not serve as a means to limit the number
of entities. When subsidised insurance was introduced onto the Polish market, there were
only three insurance companies offering crop insurance and they all were admitted into the
system. In the 2011/2012 season another insurer offered crop insurance, but it soon
abandoned the market. In 2017 the number of companies grew to five entities. The small
number of insurance companies involved constitutes a serious problem in subsidised
insurance development.

Another instrument used by the state is a specific subsidy for insurance companies in the
case of excessive damage caused by drought (table 1). The subsidy amounts to 60% of
the difference between the total sum of compensation paid within a single calendar year
for damage caused by drought and the amount which accounts for 90% of the total
premiums paid in a single calendar year with respect to compulsory or subsidised crop
insurance contracts (calculated in total with the subsidy). The solution, which was intended
to encourage insurance companies to cover the risk of drought after risk “packages” had
been abolished, came to nothing. In fact, there is no data referring to the amount of land
insured against drought, but it may suffice to look at the figure concerning the number of
signed insurance policies which include this risk. It decreased systematically from over
13.5 K in 2006 to a meagre 90 contracts in 2015 (the most recent available data from the
Ministry of Agriculture and Rural Development, justification of the bill, 2015).

4 Conclusions

Intervention instruments applied on the agricultural insurance market come in a large
variety: premium subsidies (level of subsidy, maximum tariff levels which entitle farmers
to a subsidy) obligatoriness of crop insurance, a possibility to insure crops against a single
risk or a whole package of risks, defining the objective scope of subsidised insurance (type
of crop), defining the entities eligible for a subsidy, defining the maximum insurance
amount, subsidies for insurance companies in the case of excessive damage caused by
drought and support for drought monitoring in Poland.

Until 1989 the only explicitly used instrument was obligatory insurance. Nonetheless, we
must not forget that the whole insurance system at that time was financed, managed and
controlled by the state. Obligation was reintroduced in 2008, after approximately 15 years,
under completely different market conditions. This clearly affected the amount of insured
land, albeit well below the expected levels. This is due to the relatively weak sanctions
which usually were not executed.

After the introduction of premium subsidies, i.e. from 2006, a systematic growth in the
amount of insured land could be seen, although the correlation between these figures is
rather moderate (r-pearson=0.67, p-value=0.01). Importance of the subsidy level in the
context of increasing the amount of insured land was contingent on the type of crop. It
mostly affected insurance of sugar beet sowings, and, to a slightly smaller extent, maize,
legumes and outdoor vegetables. For the same crops, raising the upper premium limits,
which were not exceeded, also had a stimulating effect.

The possibility of insuring crops against a single risk (abolition of risk packages) was at
least partly responsible for the 84%-growth of insured area in 2007. Unfortunately, precise
assessment of this influence is impossible due to lack of data. For the same reasons, it is
also difficult to calculate the implications of admission of large enterprises into the system
of subsidies. However, it is possible to state that increasing the objective scope of
subsidised insurance (the types of insurable crops) resulted in only a slight increase in the
amount of insured sowings.

The maximum level of insurance amounts, regulated by the government was relevant to
the amount of insured cereal, maize, and legume sown land; in the first two cases it had
a de-stimulating effect, while in the latter one it increased the insurance levels. One may
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presume, however, that the negative correlation in the case of cereals and maize may
become more feeble in the near future because the premium subsidy levels have been
raised a few times; hence, accepting larger insurance amounts will not have to imply
limiting the amount of insured land.

The specific subsidy for insurance companies which has been aimed at covering excessive
costs of drought impact, and thus was to encourage insurance companies to offer cover
for this risk turned out to be a complete failure.

The above analysis of the efficiency of government intervention instruments on the
insurance market should be extended - as the next step — to encompass the effectiveness
analysis. Such an analysis would look at the aspects (effectiveness for whom?), and would
call for identification of the purpose of using certain instruments (what for?). One of such
aims is, as one can suppose, the problem analyzed here, i.e. the extent of crop insurance
which could achieve an assumed level (how high and why this high?). Such considerations
on effectiveness would also have to refer to the fact that application of the presented
instruments may lead to (and indeed it does) a different impact than the intended one and
in various areas (sowings structure, environmental impact, capacity to reestablish
production potential etc.).
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Abstract: The share prices behaviour on the financial market is subject of numerous
researches. Technical and fundamental analyses as well as theory of behavioural finance
are attempting to demonstrate certain patterns in the share price behaviour of enterprises
guoted on the stock exchange. The aim of this work is to evaluate the behavioural
heterogeneity of rates of return on shares in selected sectors in the American market
(NYSE). The research hypothesis of this work is the claim that share price behaviour, and
rates of return on shares are sectors specific rather than global share market specific.
Therefore, it is vital that we should conduct the analysis of the homogeneity of rates of
return on shares of enterprises from diverse industries. The research is based on an
enterprises representing four selected sectors from the American market (energy, trade,
finance, health) has been instrumental in pursuing that goal. Detailed analyses have been
conducted with the use of data mining methodology. The work has demonstrated the
existence of behavioural heterogeneity of rates of return on shares in selected industries.
The future research in this domain ought to concentrate on conducting a thorough analysis
of homogeneity structure in selected industries so as to determine some regularities in the
behaviour share prices in the particular industries. ).

Keywords: rate of return, market behaviour, stock market, NYSE
JEL codes: G100, G140, G150, G170, G190

1 Introduction

The behaviour of share prices on the market is subject to continual research. Technical and
fundamental analyses as well as theory of behavioural finance are attempting to
demonstrate certain patterns in the share price behaviour of enterprises quoted on the
stock exchange.

Diverse models of functioning of the market endowed with a forecast potential are the
outcome of such analyses.

The aim of this work is to evaluate the behavioural heterogeneity of rates of return on
shares in selected sectors (industries) in the American market (NYSE).

The research hypothesis of this work is the claim that share price behaviour, and rates of
return on shares are industry specific rather than global share market specific. Therefore,
it is vital that we should conduct the analysis of the homogeneity of rates of return on
shares of enterprises from diverse industries.

The research into enterprises representing four selected industries from the American
market (energy, trade, finance, health) has been instrumental in pursuing that goal.
Synthetic price indexes for particular sectors and representative enterprises have been
created so as to carry out reliable research. Detailed analyses have been conducted with
the use of data mining methodology.

The problem of functioning of financial markets is the subject of continuous research in
economic sciences. Numerous theoretical and empirical studies tend to explain the
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operation mechanisms on the markets, their place in the global market, the determinants
of development at national and international level. Numerous theoretical models describing
the functioning of financial markets are formulated. A special place in economics occupies
classical financial theory, which assumes the rationality of investors in making investment
decisions. Investors - according to this theory - make decisions that maximize their
benefits, provided the information is properly interpreted.

Investors' investment decisions are inseparable connected with exposure to risk.
Determining investor preferences and evaluating investment options are the starting point
for any traditional equity valuation model.

The risk problem occurs in portfolio theory. It has become one of the basic theories of
making rational investment decisions in the stock market under uncertainty. The decisions
are made there due to two criteria: income and risk. H. Markowitz, Nobel Laureate is the
creator of classic portfolio theory. He presented his concept for the first time in 1952
(Markowitz, 1952). The market where investors use Markowitz's portfolio theory as a tool
for selecting an investment is described by the Capital Asset Pricing Model (CAPM). Itis a
continuation of Markovitz's theory. The CAPM model can be considered as a valuation
model as it determines what is the level of return rate on the sustainable market. The
CAPM theory was created in the mid-1960s. Its creators were: W. Sharpe (Sharpe, 1964),
J. Lintner (Lintner, 1965), J. Mossin (Mossin, 1966) and J. Treynor (Treynor, 1961). W.
Sharpe, for the CAPM was awarded the Nobel Prize in Economics in 1990. The Capital Asset
Pricing Model was repeatedly criticized because it is impossible to identify in reality the
market portfolio underlying the CAPM model (Fama, French, 1992), (Fama, French, 1996),
(Roll, 1973). As a consequence, CAPM modifications and new pricing models for financial
instruments using different valuation principles were introduced in subsequent years. An
example of a capital market model that differs from the CAPM model is the Arbitrage Pricing
Theory (APT). This pricing model was announced in 1976 by S. Ross (Ross, 1976). The
APT model assumes the existence of law of one price on the financial markets and thus the
functioning of the arbitration mechanism.

The different reasons for price changes on the stock market is described in the financial
markets information efficiency theory. The determinant of investor behavior in the financial
market is, according to this theory, information. The beginning of efficient market theory
can be seen in 1965, when P. Samuelson argued that stock price volatility was
unpredictable when all market participants had full access to information and where the
information was reflected in prices (Samuelson, 1965). However, the creator of the market
efficiency theory in the modern form is E. Fama. According to this author, an efficient
market is a market where prices always fully reflect the information available (  (Fama,
1970). Market information efficiency is an important element in evaluating these markets.
It allows, by analyzing price behaviour, to evaluate the behaviour of investors in stock
markets. It also makes it possible to assess the adequacy of valuation of shares on the
market based on fundamental data.

2 Methodology and Data

The subject of the analysis are daily share prices at closing in the group of companies of
the industry under consideration. Four sectors have been selected for the analysis: energy,
trade, financial and health. Four companies have been selected in every industry. The
energy industry is represented by Exxon Mobil Corporation (XOM), General Electric
Company (GE), Chevron Corporation (CVX), Petro China Company Limited (PTR). From the
trade industry Anheuser-Busch Inber (BUD), Coca-Cola Company (KO), Pepsico (PEP),
Phillip Morris International Inc. (PM), has been selected. Financial industry is represented
by JP Morgan Chase & Co. (JPM), Wells Fargo & Company (WFC), Bank of America
Corporation (BAC), HSBC Holdings (HSBC) and the health industry by Johnson & Johnson
(JNJ), Pfizer Inc. (PFE), Novartis (NVS), Merck & Company (MRK). The data comes from
NYSE in the period from 2005-02-25 to 2016-11-02. The quotes for the two companies
commenced at a later period. PM is quoted from 2008-03-17 and BUD from 2009-07-01.
Within this period, 2944 of daily quotes were obtained for the 16 analyzed companies. As
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share prices are too diversified in terms of nominal value, the research has been based on
return rates expressed in per cent

Pricey,,, — Pricey,
Riy1 =

00, k=0,,..,2943. (1)

Pricegy1

The construction of the scaled return rate within the group of companies in the
industry

The scaled return rate for the industry is based on the return rates for the selected
companies within the industry and has the form of a weighted value of the rates. For the
needs of this article this indicator will be called industry index (I2). The analytical form of
the indicator of the daily combined return rate for the industry (I2) is as follows:

P
Z a; R

o (2)
where p is the number of companies in the industry, R® is the return rate for the index
i(i=1,..,p) at the specific day and the coefficients a are nonnegative and sum to unity. In
case of the analyzed industries the number of companies in every industry amounts to
four, thus always p = 4. If for example we assume equal weights (i.e. a; = %for i=1234),

than the weighted index will be the mean value of return rates for the industry. The weights
may be selected arbitrarily but usually are conditioned by the importance of the industry
itself and additionally by the structure delineating the significance of each and every of the
companies for the industry. The industry index, which is one-dimension transformation of
the return rates in the industry, should be independent of the impact of those factors and
take into consideration solely the internal structure of the return rates. In the analyses
presented, the index construction for the industry should consider the long observation
period and should be comparable across the industries. The proposed procedure of
construction for the scaled return rate is based on the assumption that the distance
measure between the daily return rates for the companies in the industry fits their one-
dimensional counterparts.

It is assumed that each daily observations of return rates in the industry is the p
dimensional vector. The data is presented in the geometrical form as a cloud of 2943 points
in the four dimensional Euclidean space. At the subsequent stage, the measure of distance
between the points in R? is given by the following formula (Euclidean distance)

14

i )42 3

dr,s= Z(Rr(“)_Ré)) ’ ( )
i=1

where the indicators r,s = 1,...,2943 are the indicators of the daily observations and R’ and

R® are the empirical return rates of the i index in the days of r and s indexes. In the
procedure of multidimensional scaling, we strive to find the linear transformation a:R? -
R! meeting the optimality conditions of differences in distance between the points in R?
and R!. The daily return rates for the r index day for the entire industry will be approached

as a vector and the marking R, = (Rﬁ”,...,Rip))t, will be adopted where the operation "t"

means the transposition of the vector. The linear transformation a yields the vector of
return rates R, into the number afo R,, where the operation "" signifies the scalar product
of vectors. Thus, the name of the transformation has been identified with the vector
determining this transformation. Additionally, let us introduce the symbol for the distance
of linear transformation a for the return rate vectors in the days of the r and s indexes

(4)

d.s=lato R, — ato Ryl.
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Formally the values d, ; are distances between return rates in the industry on different days
and d, are distances between return rate in one-dimensional sub-space of RP. The idea of
multi-dimensional scaling consists in finding such linear transformation a so that the value

Z Z(d - &) )

r=1 s=

is the minimal. This means selection of an appropriate transformation (coefficient vector «a
for i = 1,2,3,4) so that the distances between return rates in the industry on different days
could possibly be precisely approximated by one-dimensional distances. The vector
determining optimizing linear transformation is obtained from the empirical covariance
matrix of return rates for the companies R\, =1,...,2943) of indexes i = 1,...,p, which is
marked ). The covariance matrix Y. (of the px p dimension) has the real and non-negative
eigenvalues. Then making use of spectral decomposition of the matrix we discover that
one - dimensional sub-space determining the scaled return rates is generated by the
eigenvector of the maximal. Thus

min val Z Z(d — d? }— vy,
a ERP {r 4 & (6)
where vector v, is the eigenvector of the covariance matrix ), thatis } v; = 1; where 4, is
the maximal eigenvalue of the covariance matrix Y. Additionally, the eigenvector has been
selected in such a way so that it is normalized to unity and the project vector of the return
rates on one-dimensional space generated on this vector has the positive covariance with
each and every vector of empirical return rates for the companies within the industry.

Finally, the vector R,ov; (r=1,..,2943)is the vector of the scaled return rates (industry
indexes). Let us observe that the index form is given by formula (1) where weight vector
a; for i=1,234 is v,;, vector, that is the eigenvector of the covariance matrix
Y. corresponding the maximal eigenvalue. The construction of the industry index is based
on the vector of return rate observations of the companies within the industry and generally
the index values change as raw data changes for example by the increase in the amount
of data.

The multidimensional scaling procedure is well known and frequently applied, but for tasks
of a different nature. It is one of the basic procedures comprising data mining methods
and is aimed at dimensionality reduction or cluster analysis. Technically, the
multidimensional scaling procedure is analogical to Hotelling’s Principal Component
Analysis (1934). Proofs of the quoted values can be found in numerous monographs
(Krzanowski, 2000), (Krzanowski, Marriott, 2010), (Mardia, Kent, Bibby, 1979), (Ripley,
1996).

3 Results and Discussion

Considering the industry indexes in the entire analysed period of observation we have
noticed a minute dispersion level of the industry indexes (see table 1).

Table 1 Descriptive Statistics of the Industry Indexes

Industry N Mean SD Min Q05 Q50 Q95 Max
index

Energy 2939 0.060 3.202 -23.939 -4.855 0.108 4.561 24.887
Trade 1848 0.117 1.827 -9.030 -2.883 0.128 3.096 10.352
Finance 2942 0.076  5.003 -45.336 -6.397 0.037 6.211 51.369
Health 2942 0.058 2.180 -15.747 -3.276 0.089 3.303 21.853

Source: own research
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The calculations indicate that regardless of the differences in the maximal values of indexes
their extreme quantiles (order 5% and 95%) do not exceed 6,5%.

The aim of the research analysis is recreation of changes of the industry indexes in the
observation period. It means the researchers are striving to find moments in time in which
behavioural changes in the industry indexes are conspicuous.

The regression analysis is the first analysis aimed at evaluating return rates’ behaviour. It
has been observed that the regression line is a straight line almost identical to the abscissa
in each of the industries (equation y =0). As shown in table 2 the slope and intercept
coefficients in all industries are insignificantly different than nought. However, quantiles of
5% and 95% order for residuals do not exceed 2%.

Table 2 Statistical Characteristics of Industry Regression Lines

Industry Min QO05 Q50 Q95 Max Slope Intercept
index

Energy -24.02  -1.47 0.06 1.54 24.81 0.473 -0.000028
Trade -9.18 -1.08 0.01 1.12 10.18 1.025 -0.000058
Finance -45.40 -1.62 -0.04 1.47 51.30 -0.171 0.000016
Health -15.79 -1.02 0.02 1.08 21.81 -0.271 0.000022

Source: own research

Applying simple regression analysis (CDA - confirmatory data analysis) it may seem that
the industry indexes are insignificant. It is not the case, however, and indexes are endowed
with structural changeability resulting from fluctuations in stock market. This changeability
is relatively minor in comparison with the aggregate of observation containing
approximately 2.5 K. pieces of information. Analytical tools which hinge on parametrical
procedures are not precise enough to detect minute dependencies.

The detailed industry index analysis is to be carried out with the application of the basic
methods belonging to the set of exploratory data analysis (EDA) tools, frequently referred
to as data mining. Tree-base method adopted for our research appear in the literature on
the subject matter. First formal algorithms were presented in 1963 (Chambers, Hastie,
1993). Main outcomes are to be found in Brieman’s monographs of 1984 (Breiman,
Friedman, Stone, Olshen, 1984).

The method of recreating the structure of changes in the industry index is, in theory, based
on the so called quantization process. At the first stage, we pinpoint a moment (date)
separating observations into an earlier and a later one in relation to a given date. A moment
in time is selected in a way which enables minimising the sum of variance of observations
in two analysed aggregates. The same mode of operations is performed at subsequent
stages. The process may be conducted until final single measurements are obtained.
However, the image of results obtained would be illegible. For this reason it is imperative
that we should introduce a selection of parameters allowing for termination of the process.
Two conditions have to be adopted in the applied procedure. It has been assumed that
each group at each stage of division includes at least seven days of observations.
Additionally, it has been agreed that 180-day periods are indivisible. The standard division-
stopping procedure based on the relative variance in division related to the variance before
and after division has not been applied.

Please consider the following point graphs of variability in the industry indexes. Average
index values in selected time periods have been attached to the industry indexes.
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Figure 1 Changeability of the Energy Industry Index (EI2)
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Figure 2 Changeability of the Trade Industry Index (TI2)
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Figure 3 Changeability of the Finance Industry Index (FI2)
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Figure 4 Changeability of the Health Industry Index (HI2)
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Figure 5 The Structure of Behavioural Homogeneity of Return Rates' Indexes in
Researched Industries
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Figure 5 presents the structure of changes in industry indexes (12) in the entire observation
period. The conducted research leads to the conclusion that the changeability structure of
industry indexes is heterogeneous in the time in the analysed industries. The energy
industry is first to manifest the industry index instability. The middle ground belongs to the
health and finance industries. Evidently, the trade industry is last to demonstrate the
instability phenomenon. The final comparative analysis of instability requires rescaling of
changes in industry indexes to achieve the same scale. The detailed pictures of changes in
industry indexes is presented in figures from 1 to 4.

4 Conclusions

This article attempted to evaluate the behavioural homogeneity of return rates on shares
based on American stock exchange (NYSE) and taking into account divers industries
represented particular enterprises.

The research carried out proves that:

1. There appears to be behavioural homogeneity of industry indexes (at the level of
regression analysis).

2. Behavioural heterogeneity in selected industries has been discovered owing to the
application of the analysis incorporating data mining tools.
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3. The energy industry has been first to reveal behavioural instability. Subsequently, it has
appeared in the health, finance and trade industries.

4. Despite the lengthy research period the instability of industry indexes appeared at a
similar time in all industries (2007-2010). Please note that this time period overlaps with
the global recession in financial markets.

5. In addition it is worth noticing that behavioural instability of trade and health industries
manifested itself at the end of the research time period (IX-X 2016). It justifies an increase
in risk related to the next phase of crisis in the financial market. It may be correlated with
the global political situation.

The work has demonstrated the existence of behavioural heterogeneity of rates of return
on shares in selected industries. The future research in this domain ought to concentrate
on conducting a thorough analysis of homogeneity structure in selected industries so as to
determine some regularities in the behaviour share prices in the particular industries.).
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Abstract: The paper is devoted to further description and analysis the selected stability
aspects of the Czech banking system (as a cybernetic system), with special focus to the
influence of the managed or controlled system (commercial banks).The objective of the
paper is to clarify the implications of the parameters of the regulator (Czech central bank)
to behavior the managed/controlled system (Czech commercial banks). The paper draws
on data published by the Czech National Bank (CNB, http://www.cnb.cz) as well as on data
from literature and from previous studies of the author.Methodology of the paper is
principally based on the economic cybernetics utilization in terms of study the stability of
the Czech banking system as a cybernetic one. The usual description, literary research,
comparison and analytic-synthetic methods are used here as well. The main expected
results of the paper relate to the linkages between stability of the Czech banking system
as a whole and behavioral parameters (characteristics) of the controlled system
(commercial banks) - still not explored. Conclusions of the paper in a significant way
redefine the options of the central bank in general (this means not only Czech central bank)
concerning the stability control of the banking system.

Key words: banking system, controller, stability, controlled system
JEL codes: C62, D22, E43, G21, G38

1 Introduction

The stability of the cybernetic system in general is result of interaction of the controlled
system/plant and controller.

Their standard interconection in form of the simplest block diagram is a closed-loop (or
feedback) control system with negative feedback (see Figure 1).

In our case we are specifically monitoring stability of the Czech banking system. The
controlled system (plant) is system of Czech commercial banks (hereinafter Czech
commercial banks). As the controller performs Czech National Bank (hereinafter CNB),
Czech Central Bank.

We examine the stability of the Czech bankin system through relationships between the
indicators (or variables) discount rate and commercial rate. The reason for choosing these
indicators is the CNB’'s view that commercial rate can be managed (with sufficient
precision) by a discount rate.

The formal independence of the CNB leads to significant modification of the standard block
diagram of a closed-loop or feedback control system (see Figure 2). The feedback control
system is preserved indeed but its ability of target behaviour is in the absence of command
variable w(t) - and implicitly also variable e(t) error - at least disputable.

The other consequences of the CNB s independence are here ignored.
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Figure 1 Block Diagram of a Closed-loop (feedback) Control System - Classic Form

Vx(t)
e(t)
u(t)
w(t) controlled
controller »| System >
(plant)
-yl(t)
Legend:
w(t) ... command variable
e(t) ... error
u(t) ... manipulated variable
Vx (E) ...... disturbance variables
y(t) ......... controlled variable
SP ... summing point (e(t) = w(t) - y(t))

Source: Adapted from Svarc et al. (2011, pp. 38, 341), Stefani, R.T. et al (2002, p. 75)

Figure 2 Block Diagram of a Closed-loop (feedback) Control System - Consequence of
CNB Independence

vx(t)
e(t)
u(t)
commercial
CNB »| banks >
(controller) (plant)
-y(t)
Legend:
w(t) .....command variable - unknown/missing signal/information, it cannot be
interpreted

e(t) ....... error - -

u(t) ....... manipulated variable

Vx (t).... disturbance variables

y(t) ...... controlled variable

SP ... summing point (e(t)=w(t)-y(t)) - unknown component, it cannot be defined

Source: Own construction of the author based on Svarc et al. (2011, pp. 38, 341), Stefani, R.T. et
al. (2002, p. 75)

The past results of identifying the parameters of commercial bank system (Balaté (2004),
Fikar, Mikle$ (1999), Kubik et al (1982), Svarc (2003) and Svarc et al (2011)) are relatively
convincing. The dynamic behaviour of this system is analyzed using the step function
response of the banking system h(t). The step function (or transient) response of
commercial bank system h(t), as it has been analyzed to date ((Kalouda (2014a), (2014b),
(2014c¢), (2015)), leads us to the partial conclusion that (from a dynamic point of view)
system of commercial banks can be considered as proportional (static) system element.
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Nevertheless, the available data does not rule out a tendency of this system to oscillations
with a potential risk of destabilizing the system ((Kalouda (2014a), (2014b)).

It is clear that the risks of the system oscillating into an unstable regime is too large to be
ignored. The step function response of the Czech banking system in its different periods
are, after all, not identical to each other (Kalouda, 2015), which evokes a risk that the
stability of the system may be lost.

This is why this paper is devoted to examining the dynamical behavior of the banking
system in the Czech Republic with special focus to its stability. In this context the objective
of the paper is to clarify the influence of controller s (CNB) parameters on behaviour of
the controlled system (Czech commercial banks, plant).

2 Methodology, Data and Model Specification

The limited extend of the paper makes impossible to provide a detailed presentation of all
methodological procedures that led to the results presented below. Therefore, we will limit
ourselves to the brief overview of the most important topics discussed, in connection with
the relevant sources.

Methodology

The key importance of the methodological input for this paper results first of all from the
interdisciplinary nature of the issues studied. On the other hand they are also relevant in
this context the researches previously carried out and the publications of the results
achieved, to which this paper is closely tied.

The methodical basis of the paper are the usual methodological procedures:

description,
analysis,
comparison, and
synthesis.

In addition, however, the specific topic and the objective of the paper virtually forced the
application of methodological tools which have been less frequently used in the given
context. These include, in particular:

e technical cybernetics, explaining the principles of automatic control in the form of
feedback systems represented by Baldté (2004), Fikar and Mikle$ (1999), Houpis and
Sheldon (2014), Kubik et al. (1982), Svarc (2003), Svarc et al. (2011),

e economic cybernetics, transforming the methodology of technical cybernetics into
the environment of economic systems, as discussed by Allen (1971), Sery (2010), Kalouda
and Svitil (2009), and Kisacanin and Agarval (2001) and

e financial business management in the form of applications of its access to economic
cybernetics, as illustrated by Kalouda (2015, 2016).

Data

This paper is primarily based on freely available data published by the Czech National Bank
(CNB) at http://www.cnb.cz/cs/financni_trhy/penezni_trh/pribor/rok_form.jsp, and at
http://www.cnb.cz/cnb/STAT.ARADY_PKG.STROM_DRILL?p_strid=0&p_lang=CS, to
which we link here. This data is taken from the period 31/01/2004 until 30/09/2013. The
values of the variable discount rate and commercial rate are monitored (see Figure 3
Commercial rate = f (discount rate)).
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Figure 3 Commercial Rate = f (discount rate)
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The above mentioned data are essentially unusable for the given purpose in their original
form. The necessary modifications are described and justified in Kalouda (2017).

Model Specification

In this case, the modelled object is the banking system of the Czech Republic. We model
the processes of managing cost of capital at the level of businesses (commercial rate) by
the CNB using the discount rate. The model of this system is the graphical representation
of the dependence of the commercial rate on the discount rate.

This relatively simple model is, in principle, based on the assumption that the requirement
for the linearity of the modelled system is met (Svarc et al., 2011). Therefore we only
consider the data that complies with the linearity condition, i.e. the reactions the
commercial rate response to a rise in the discount rate.

However, this model is able to describe the expected non-linearities that are typical for the
banking system with sufficient accuracy. The relative simplicity of the model used is thus
not an obstacle to its use for describing the situation and identifying the problems in order
to obtain the reference characteristics of the examined system (Fikar and Mikles, 1999).

3 Results and Discussion

As mentioned above, results of previous research lead to the conclusion that (from a
dynamic point of view) system of Czech commercial banks (or plant) can be considered as
proportional (static) system element. Its dynamic behaviour, however, can be very
different from the usual concept of stability.

Proportional (static) system element/plant - dynamics of behaviour

Behaviour of system elements (plant) can be described by using the step function response
h(t). Its shape determines the parameters of the system elements, in this case parameters
of the Czech commercial banks. Depending on these parameters, step function response
h(t) may take the form as shown in Figure 4.
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Figure 4 Variants of the Step Function Response h(t)
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Legend

ho ....... step response of an proportional element without inertia (an ideal proportional element)

hy....... step response of an first-order proportional element with inertia (aperiodic first-order
element)

h21 ....... step response of an second-order aperiodic element (criticaly damped)

has ....... step response of an second-order limit aperiodic element (over-damped)

has ... step response of an second-order oscilating element (under-damped)

ha4 ..... step response of an second-order conservative (lossless) element (on the threshold of

instability, un-damped)
Source: Adapted from Balaté, J. (2004, pp. 57-58, Figure 3.21), Poley, R. (2014, p.18, Table 1.10)

Behaviour of system element (plant) is criticaly significant to the stability control of the
system (in this case the CR banking system). It is defined by the nature of the system
element.

The dynamic behaviour of the Czech commercial banks testet previous research (Kalouda,
2015). We can be considered proven that this system is able (considering unit step
response h(t)) to respond by all above-mentioned ways.

Proportional (static) system element controller (as a technical system)

From the above, it is obvious that the nature of the system element (plant) is important
for the selection of the controller as well. , The choice of the structure or type of controller
is therefore largely determined by the nature of the system element (plant)." (Balate,
2004, p. 221).

The basic characteristics (parameters) theoreticaly applicable controllers (as technical
systems) are shown in Table 1.

Table 1 Theoretically Applicable Controllers (Overview)

controller e(t) quality stabilization
P controller stable good

I controller temporary good

PI controller 0 better then I controller
PD controller 0 better then P controller
PID controller 0 the best
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Legend:
P controller - proportional controller
I controller - integral controller
PI controller - proportional plus integral controller
PD controller - proportional plus derivative controler
PID controller — proportional plus integral plus derivative controller 5
Source: Adapted from Balaté, J. (2004). Automatické Ffizeni, Praha: BEN, pp. 155-156, Svarg, I.,
Matousek, R., Seda, M., Viteckova, M. (2011). Automatické fizeni, 2"? ed. Brno: CERM, pp. 97-100

The last step is assigning the controller to the Czech commercial banks system. Theory of
the technical cybernetics (automatic control) is in this case relatively unambiguous - only
higher type controllers (PI, PD a PID) are suitable for higher order systems (it means
second-order or higher) - see Table 2.

Table 2 The Order of the Controlled System (Plant) and Suitable Controller

plant /system element controller

I P PI PD PID
proportional element without inertia / / / / /
(zero-order ideal proportional
element)
aperiodic first-order element / / / / /
(proportional)
second-order aperiodic element / / /
(both proportional and integral)
second-order limit aperiodic element / / /
(both proportional and integral)
second-order oscilating element / / /
(both proportional and integral)
second-order conservative / / /

(lossless) element (on the threshold
of instability)

Source: Adapted from Balaté, J. (2004). Automatické fizeni, Praha: BEN, pp. 99,222, Svarg, 1.,
Matousek, R., Seda, M., Vite¢kova, M. (2011). Automatické fizeni, 2" ed. Brno: CERM, pp. 56-57

Proportional (static) system element/plant - CNB as a controler

It schould be considered that controller is in this case a group of human individuals
(Board of CNB). With all the advantages and disadvantages. The competence of the
Board members are exceptional and, on the other side of hand, the risk of erroneus
decisions is also exceptional.

It is obvious, that full analogy of technical and economic systems (with a strong human
aspects - i.e. behavioral) is not possible. Nevertheless Allen (1971, p. 270) emphasizes in
these terms unequivocal opinion: ,There is necessary only the formal similarity to
anticipate that the methods used in technics will be suitable for economic models too.™ In
this context we assume, that this condition is in this case met (with sufficient accuracy
off course).

This issue will be (among others) the subject of the further research activities.
4 Conclusions

Cybernetic modeling the behavior of the Czech banking system is a long term deal on the
finance department of the ESF MU - more systematically we are dedicated to the topic
during the last five years. In overwhelming majority, the results obtained are very
interesting and regularly break the myths about the CNB "s management potential.
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In this paper, we discuss the stability of the Czech banking system with regard to the
capital cost management processes.

The focus of our interest is the choice of controller, which would guarantee the stability of
the Czech banking system. Result of the research is as follows:

e system of Czech commercial banks acts as a proportional first/second-order system,

e this system faces potential instability due to inappropriate management intervention,

e the controller of this system should have the control potential of the entire range of
controllers (namely type I, P, PI, PD and PID controllers), preferably in the form of a
PID controller.

The subject of the further research will be:

e detailed description and analysis of the technical aspects of the matter (transmission
coefficient k, damping ratio &, time delay Tp etc.),

e transformation of the technical cybernetics approaches to stability management into
the approaches of the economic cybernetics in order the stability control of the Czech
banking system (with a strong human aspects), and

e objectivization of the need for CNB interventions, which is a particularly sensitive
issue, because off theoretical knowledge available on this subject (so far unique), are
truly alarming! For the proportional controlled system it is true that: “... after
deflection from the equilibrium state, they are able to theoretically always achieve a
new equilibrium state without any intervention (connection) of the controller.”
(Balate, 2004, p. 113).
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Abstract: In the literature, the conventional view argues that there is a positive
relationship between exchange rate and economic growth since an increase in exchange
rate stimulates the volume of net exports. However, Structuralist Economists show that
there may be an inverse relationship between exchange rate and economic growth.
Particularly in developing countries, the input structure of production depends on the
imported capital and intermediate goods, so an increase in the exchange rate negatively
affects the economic growth by making imported production inputs more expensive.
Turkey, leaving exchange rates free to fluctuate, have adopted Inflation Targeting (IT) as
a monetary regime since 2001 and thus exhibited a genuine experience to be analysed the
role of exchange rate in economic growth. Accordingly, using quarterly data from 2002 to
2017 and employing Johansen cointegration and Granger causality tests, the nexus
between exchange rate and economic growth has been investigated in this study. Empirical
findings indicate that, as argued by Structuralist Economists, there is a negative causal
relationship from exchange rates to economic growth. From the policy perspective, it can
be concluded that monetary policy applications in Turkey should provide both price and
exchange rate stability together under inflation targeting regime.

Keywords: exchange rate, economic growth, Time-Series Model
JEL codes: F31, F43, C22

1 Introduction

The economic effects created by exchange rate changes have been the subject of constant
debate in the literature. With the spread of the financial liberalization period, discussions
about the effects of the exchange rate on the macroeconomic variables have increased
even more. Recently, deep attention has been given to examination of the link between
exchange rate and economic growth. Thus, the effect of exchange rate changes on
economic growth is one of the important research issues in the literature today.

Conventional view argues a positive causality relationship from exchange rate to economic
growth. According to this approach, an increase in exchange rate stimulates economic
growth via enlarging the volume of net export. Rising exchange rate affects the relative
prices of domestic and foreign goods and hence increases exports and decreases imports.
In other words, depreciation of the local currency directs the demand for foreign
commodities to local products. As a result, when the exchange rate raises, it will enhance
economic growth by promoting net exports. Thus, devaluation can be used as an effective
policy tool to encourage economic growth.

However, the Structuralist Economists suggest that devaluation policy may have a
constrictive effect on the economies of developing countries in particular. The
manufacturing process of developing countries is largely based on imported inputs such as
machinery and intermediate goods. Thus, with the increases in the exchange rate, the
costs of imported input and accordingly the cost of production increase significantly. As a
result, increased production costs will slow production and in this case leads to a decrease
in total supply and economic growth. Therefore, in developing countries there is a negative
causality from exchange rate to economic growth.
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To sum up, the transmission mechanism between exchange rate and economic growth can
be examined in two respects. In other words, it is appropriate to determine the impact of
exchange rate on economic growth through two channels. According to the conventional
view, the exchange rate increase has a positive effect on the economic growth by
increasing the net export volume. Thus, there is a positive causality relation from exchange
rate to economic growth. On the contrary, the Structuralist Economists argue that the
exchange rate increase, especially in developing countries, has a negative effect on
economic growth since exchange rate increase reduces the imported production input
which is intensively used in the production process. For this reason, they assert that there
is an inverse relationship between exchange rate and economic growth.

The aim of this paper is to make a contribution to the debate in the literature indicated
above. Accordingly, the relationship between exchange rate and economic growth in
Turkey will be analysed using the Johansen cointegration and Granger causality tests for
the quarterly data between 2002 and 2017. Following the economic crisis in 2001, within
the framework of Inflation Targeting Regime, the exchange rate in Turkey was allowed to
float. Thus, Turkey provides a genuine experience to be analysed the role of exchange rate
in economic growth. The rest of paper is arranged as follows. Section 2 reviews the
empirical literature focusing on the relationship between exchange rate and economic
growth. Section 3 explains the data and methodology. Section 4 presents empirical results.
Final section concludes and makes some policy implications.

2 Literature Review

There are two different hypotheses in the literature about how exchange rate affects
economic growth. In other words, there are two different perspectives on the effect of
exchange rate on economic growth. Conventional approach asserts that rising exchange
rate positively affects economic growth while Structuralist view argues that rising exchange
rate brings about a contraction in the economy.

According to Conventional view, an increase in exchange rate creates a positive impact on
economic growth via enhancing the volume of net export. The main reason for the increase
in economic growth with net exports here is the change in the relative prices of domestic
and foreign goods after the increase in exchange rates. Namely, depreciation of local
currency decreases the prices of domestic goods while makes the prices of goods abroad
much more expensive. Thus, depreciation of exchange rate firstly increases the volume of
net export and then growth rate of economy. That means devaluation can be used as a
policy tool promoting economic growth. Accordingly, the positive impact of currency
depreciation on economic growth has been widely documented in the literature. Indeed,
mainstream studies have mostly produced the econometric results concerning with the
positive correlation from exchange rate increase to net export and economic growth.

Domag (1997), for the period 1960-1990, examined the relationship between exchange
rate and economic growth in Turkey. Using regression analysis, he found that unexpected
devaluations are a positive effect on output. Thus, he determined that the contractionary
devaluation hypothesis is not valid in Turkey. Narayan and Narayan (2007) investigated
the effects of devaluation for the Fiji economy between 1970-2000. They employed the co-
integration method and found that the devaluation in the short and long term led to
widening effect for the Fiji economy. They found that 10% devaluation increased the output
by 2.3% or 3.3%. Rodrik (2008) examined the relationship among economic growth and
real exchange rates using a data set from 188 countries between 1950 to 2004. Rodrik
found a systematic positive relationship between growth and depreciation in the real
exchange rate. However, the increase in the depreciation of the real exchange rate has
only caused to economic growth only in some developing countries. According to him, this
relationship does not apply to developed rich country economies.

Di Nino et al. (2011) analysed the connection between exchange rate and economic growth
in Italy. They concluded that there is a positive relationship between undervaluation and
economic growth for a dataset covering the period 1861-2011. In addition, the authors
also showed that undervaluation supported growth by increasing exports, especially in
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high-productivity sectors. Chen (2012) focused on the role of exchange rate in economic
growth and the convergence of growth rates in Chinese provinces. Data set between 1992
and 2008 for 28 provinces were tested with dynamic panel data estimation. He found that
real exchange rate increase has a positive effect on the economies of provinces. Aman et
al. (2013) investigated the relationship between exchange rate and economic growth in
Pakistan for the period 1976-2010 by employing two, three stage least square techniques.
They showed that exchange rate has a positive impact on economic growth through the
promoting export and import substitute industry. Habib et al. (2017) analysed the impact
of movements in the real exchange rate on economic growth based on five-year average
data for a panel of over 150 countries in the post Bretton Woods period. They determined
that a real depreciation raises annual real GDP growth. Thus, the results revealed the
broader economic effects of devaluation for developing countries.

As seen in the literature, many studies have found that the rising exchange rate ratio has
a positive impact on the economy and thus supported the devaluation policy for economic
growth. However, Structuralist economists have argued that the rising exchange rate has
a restrictive effect on economic growth, especially in developing countries. Therefore,
devaluation policy creates confining impact on the growth of developing economies (Bird
and Rajan 2004:143-144). The negative impact of increases in exchange rates on
economic growth arises from the restrictive effects on imported input. The production
structure of developing countries is mainly dependent on the imported input. Therefore,
the increases in the exchange rate create a negative impact on economic growth by
decreasing the imports of raw materials, intermediate goods and investment goods. That's
why the devaluation policy produces positive outcomes in some developed countries while
it results in negative consequence on economic growth in developing countries (Hallwood
and Macdonald, 2003:421).

Furthermore, it has been argued that import affects growth in developing countries by
transferring of new knowledge or technology from abroad. Thus, import affects economic
growth in developing countries by not only providing production input but also enhancing
the domestic technological capability. Imported machinery and intermediate goods
generates the channels for diffusion of new technology among countries. Therefore, it is
clear that import have the impact on developing countries’ growth by raising technological
capacity of economy through transferring new knowledge. The important role of imports
in technological diffusion has been extensively documented in the literature. (Lee 1995;
Mazumdar 2001; Keller 2004).

In conclusion, rising exchange rate which causes imports to be restricted decreases
economic growth by both reducing the availability of production input and technology
transfer. Accordingly, many studies in the literature have shown that depreciation of the
local currency caused to a contraction in the economies of developing countries. Bahmani-
Oskooee et al. (2002) examined the transfer mechanism from exchange rate to economic
growth in 5 Asian countries using the monthly data between 1976 and 1999. The empirical
results of Johansen cointegration and Granger causality tests indicated that depreciation
of local currencies have a negative impact on economic growth in Asian countries. Galindo
and Montero (2005) investigated the causality relationship from exchange rate to economic
growth by using panel data relating to 9 Latin American countries. Empirical results
indicated that rising exchange rate in the Latin American countries which have high foreign
debt ratio negatively affects economic growth. Yiheyis (2006) investigated the interaction
among the exchange rate and economic growth in 20 African countries for the term 1981-
1999. The results of unbalanced panel data analysis indicated that depreciation of local
currencies creates a shrinking effect on economic growth.

Blecker and Razmi (2008) examined the impact of devaluation on economic growth in 17
developing countries for the period 1983-2004. Results of dynamic panel data analysis
(Generalised Method of Moments) showed a negative relationship between exchange rate
and economic growth. As a result, the authors emphasize that contractionary effect of
devaluation for developing countries compared to industrialized countries. Vaz and Baer
(2014) employed a panel model using unbalanced panel data covering 1995-2008 for a
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sample of 39 countries. They showed that depreciation of currency in Latin American
countries causes a nominal cost increase in production process and hence decreases
economic growth rate rather than raises it. Celik et al. (2017) investigated transfer
mechanism from exchange rate to economic growth via panel data analysis using cross-
sectional data between 1995 and 2014 for 12 transition economies in Eastern Europe and
Middle Asia. The results of study showed that an increase in exchange rate result in
economic downturn. However, they also indicated that real exchange rate movements do
not turn out to be the major variable in explaining the economic growth.

3 Data and Methodology

The aim of the study is to examine the relationship between exchange rate and economic
growth using quarterly data between 2002-Q1 and 2017-Q4. The variables of exchange
rate (ER) and economic growth rate (EG) are sourced from Electronic Data Delivery System
in Central Bank of the Republic of the Turkey. Empirical analysis begins by checking the
stationary statute of data set by using Dickey and Fuller and Phillips-Perron Tests. Then,
the long run relationship between inflation and interest rate is analysed by using Johansen
(1988) Cointegration Test. Finally, we examine the causality relationship between inflation
and interest rate by operating Granger (1988) Causality Test based on Error Correction
Model.

The stationarity analyses of the variables were performed with the ADF (Augmented Dickey
Fuller-ADF) and PP (Philips Perron) unit root tests. The constant model used in the unit
root tests developed by Dickey and Fuller (1981) can be shown as equation 1. Test results
determined by estimation of these model are evaluated in terms of critical values of
MacKinnon and the null hypothesis (Hy,:a = 0) is tested against the alternative hypothesis
(H;:a #0). The null hypothesis indicates that the series is not stationary, while the
alternative hypothesis suggests that the series is stationary.

AYt = BO + O(Yt_l + 2{21 AYt—i + €t (1)

The unit root test developed by Phillips-Perron (1988) is based on the model determined
in Equation 2. In this equation T determines the number of observation while t indicates
time. Test results determined by estimation of these model are evaluated in terms of critical
values of MacKinnon. The null hypothesis (H,:A=10) is tested against the alternative
hypothesis (H;: 1 < 0). The null hypothesis states that the series contain unit root while the
alternative hypothesis states that the series do not contain unit root.

AYt = 80 + )th_l + 61 (t - T/Z) + Ug (2)

The cointegration test developed by Johansen and Juselius (1990) is suitable for examining
the long-term relationship between variables after determining that the data are stable at
the same level. This method makes an analysis of cointegration over the system of
simultaneous equations generated by using variables that become stable at the same time
when the difference is taken. In the framework of this methodology a VAR (Vector
Autoregressive) Model with p degree in Equation 4 is operated.

Yt = u + AYt—l + ane ens +Ap Yt—p + et (3)
Equation 3 can be rearranged as in equation 4 by taking the first difference.
AYy=p+ 1 Yoy + P AY +eg (4)

In Equation 4, M is the parameter indicating the long term relation. Thus, the cointegration
hypothesis is analyzed through the equation which is N = a B. So, a and B (pxr) represents
a two-dimensional matrix. The matrix a shows the rate of improvement of the deviations
from the long-run equilibrium of the variables while B denotes the cointegration vector
showing the long-term effects of the variables in the equilibrium relations. The number of
cointegration vectors is examined in the framework of Trace Statistics and Maximum-Eigen
Statistics. Thus, both tests investigate long term associations by determining how many
cointegrated vectors are among the variables.
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Trace Statistics can be calculated from the formula indicated in Equation 5. Here, the null
hypothesis (Hy:r <m — 1) is tested against the alternative hypothesis (Hy:r = m).

)\trace(r) =-T Z{L‘r+1 In (1- )\1) (5)

Max-Eigen Statistics can be calculated from the formula indicated in Equation 6. Here, the
null hypothesis (Hy:r <m — 1) is tested against the alternative hypothesis (H;:r = m).

Amax(r,r+1) = =T In(1-— )\r+1) (6)

If the cointegration relation is found between the variables used in the analysis, then the
VECM (Vector Error Correction Model) method should be used when the dynamic effects
are examined in the next stage. Accordingly, the models to be used in the causality test
developed by Granger (1988) are defined in Equation 7 and 8 below, including the error
correction term.

AYy = Bo + X2y i Ay + Xy B AXei + A ECTyy + uy (7)
AX¢ = Yo + X%, 4 AXij + Xitq 8 AYe + A ECTi_y + vy (8)

In equations, the coefficients of the error correction term (ECT) 4, and A, show the rotational
speed of X and Y variables to equilibrium relation. Error correction coefficients are expected
to be negative and statistically significant. In the framework of Granger causality test,
whether the a and & coefficients in the equations are meaningful is tested by the standard
F-test. Accordingly, by equation (7) Y Granger causes X if the null of either YL, By =
OorA; =0 is rejected. On the other hand, by equation (8), X Granger causes Y if A,is
significant and Yi-, 6; are jointly significant.

4 Results and Discussion

Before running the econometric analysis of the model, we test whether time series used in
the model are stationary or not. Accordingly, we check whether time series of economic
growth rate (EG) and exchange rate (ER) are stationary by using Augmented Dickey Fuller
(ADF) and Philips Peron (PP) tests. Table 1 presents the results of unit root tests. Findings
show that all variables are not stationary at level. However, by first differentiation all series
become stationary since the calculated test statistics exceed the critical values. In
conclusion, both economic growth (EG) and exchange rate (ER) series are integrated of
the same order at I (1).

Table 1. Results of Unit Root Tests

ADF PP
(Augmented Dickey Fuller) (Philips Peron)
Variables Level First Difference Level First Difference
EG -3,5311 -6,5466* -2,4321 -4,5675**
ER -2,8346 -5,4184* -1,8778 -3,1134%**

Not: * and ** indicate the significance level at 1 % and 5 %, respectively.
Maximum lag length is specified by considering Akaike Information Criterion (1).
Source: Author

After determining that both the series of exchange rate (ER) and economic growth (EG)
are integrated of the same order at I (1), we employ Johansen cointegration test in order
to investigate the long run relationship between the variables. The results of Johansen
Cointegration analysis are presented in Table 3. Results show that the computed value of
the both Trace Statistic and Max-Eigen statistic are more than the critical value at 5% level
of significance. Therefore, the null hypothesis that there is no co-integrating vector was
rejected. Thus, the results of both cointegration test implies that there is long run
relationship between exchange rate and economic growth in Turkey.
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Table 3 Johansen Cointegration Tests Results

Trace Statistics Maximum Eigenvalue Statistics
Null
Hypothesis Test % 5 Critical Test % 5 Critical
Statistic Value Statistic Value
r=20 26.8643 19.7432 20. 6784 16.3467
r<i 7.5431 8.7854 7.5431 8.7854

Source: Author

Given the long run relationship among the variables, Granger causality test based on the
VECM (Vector Error Correction Model) has been employed in order to detect the direction
of relation between the variables. The results of Granger causality test are presented in
Table-4. According to results, we reject the null hypothesis that exchange rate (ER) does
not Granger cause economic growth rate (EG). Thus, findings reveal that causality runs
from exchange rate (ER) to economic growth (EG) while the reverse causation is not
confirmed.

Table 4 Granger Causality Test

Null F- p- Decision
Hypothesis Statistic Value
ER does not Granger cause EG 3.1253%* 0.0180 Reject
EG does not Granger cause ER 0.9811 0.4831 Not Reject

Not: * indicates the significance level at 5 %. Maximum lag length is specified by Akaike
Information Criterion (1).
Source: Author

Finally, in order to show short-run dynamics between exchange rate and economic growth,
the results of VECM estimation are presented in Table 5. The coefficient of error correction
term is statistically significant and negative as we expected. Findings also indicated that
exchange rate affects economic growth negatively as confirmed by the sign of the related
coefficient (AER:.1).

Table 5 Estimation Results of Vector Error Correction Model

Variables Coefficient t Value Probability
Constant 0.134** 1.649 0,024
ECt1 -0.281* -3,195 0,001
AERt-1 -0.133** -2.078 0.031
AEGt-1 0.621* 3,841 0.000

Not: *, ** indicates the significance level at 1% and 5 %, respectively.
Diagnostic Tests: Adj. R2 = 0.312; F test = 4.502 =.025); D.W = 2.034
Source: Author

Overall, empirical results indicated that there is a unidirectional negative causality from
exchange rate to economic growth. These finding supports structuralist view asserting that
depreciation of local currency have a contractionary impact on economic growth. It seems
that depreciation of Turkish Lira restricts imports that create the appropriate conditions for
economic growth by providing machinery, equipment and raw materials needed as the
production inputs. In terms of policy implementation, empirical findings also give
significant insights for the effectiveness of Inflation Targeting Policy adopted in Turkey
since 2001. According to this, since the exchange rate is one of the significant determinants
of economic growth in Turkey, special importance should be given to exchange rate
management under Inflation Targeting Regime. In other words, Inflation Targeting Policy
in Turkey should fulfil a difficult task by successfully providing both price and exchange
rate stability in the same time.
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5 Conclusions

In the literature, there are two basic approach related to transfer mechanism between
exchange rate and economic growth. Conventional view argues that rising exchange rate
stimulates economic growth via enlarging the volume of net export. Contrarily,
Structuralist view claims that there is a negative relationship between exchange rate and
economic growth in developing countries in particular. After an increase in exchange rate,
in the developing countries that manufacture on the basis of external inputs, the cost of
production increases and consequently the economic growth is adversely affected. In the
line with the views indicated above, we examine the relationship between exchange rate
and economic growth in Turkey using Johansen co-integration and Granger causality tests
for the quarterly data from 2002 to 2017.

The findings of Johansen cointegration test show that exchange rate and income are
significantly cointegrated in the long run. Estimation results of Granger causality test and
Vector Error Correction Model indicated a negative causality relationship from exchange
rates to economic growth. Together all of these findings provide an econometric
confirmation for structuralist view arguing that the rise in the exchange rate causes a
contraction in economic activity. From the policy perspective, instead of completely
liberalizing the exchange rate in the framework of inflation targeting strategy adopted since
2011, policy makers in Turkey have to prevent the upside movements in the exchange rate
by taking into consideration its negative effect on economic growth.
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Abstract: Like another developing country, one of the most important problems in Turkish
economy is the large current account imbalance which continues permanently. Past
experiences in the Turkish economy indicated that persistent large current account
imbalances make financial system more fragile and cause serious currency crises.
Therefore, examining the determinants of current account deficit in Turkey becomes a
significant research topic. Accordingly, this study aims to analyse the impact of bank credit
expansion on current account balance in Turkey. Covering the quarterly data between 2004
and 2017 the relationship between bank credit and current account balance has been
investigated in the long run and the short run by ARDL Model. Empirical results show that
there is a causal relationship from credit growth to current account deficit. It seems that
credit expansion has been one of the leading reasons behind the growing current account
deficits in Turkey. Thus, the results indicate that policy-makers in Turkey should take into
account the credit expansion while keeping the current account balance as the primary
objective to provide financial system soundness and economic stability.

Keywords: bank credit, current account deficit, ARDL model
JEL codes: E51, F32, C22

1 Introduction

Along with the liberalization process of the 1980s, real and financial economic relations
among the countries have increased. In this process, the current account balance which
demonstrates domestic residents’ transactions with foreigners in the goods markets had
been critical for the developing economies from various aspects. Even if developing
countries have the opportunity to finance current account deficits by attracting foreign
capital flows from international financial markets, national economies with high levels of
current account deficits in the turbulent global market environment have become more
vulnerable to external economic conditions. For this reason, high level of current account
deficit has been accepted as an indicator that show the imbalance in the economy and
country's risk increase.

Thus, the fight against the current account deficit can be seen as one of the main policy
objectives for developing countries. In this context, studies aiming to determine the
dynamics of current account deficits have begun to take an important place in the
literature. Economists have identified many factors that cause the current account deficit
in developing countries. However, in recent years, economists have focused on the credit
expansion as the basic dynamic of current account deficit. Accordingly, expansion of bank
credit leads current account balance via increasing total consumption. Thus, total credit
volume in banking sector regarded as a driving force behind the growth of the current
account deficit. Therefore, economic policies towards controlling the volume of bank credit
have crucial importance for developing countries with high current account deficits.
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Turkey is also among the countries facing with the problem of current account deficit.
Indeed, the current account deficit for Turkish economy was a chronic macroeconomic
problem which had generated financial instability and economic crisis in the past.
Therefore, changes in the current account deficit and its determinants are on the top topics
of agenda in Turkish economy today. Accordingly, this study examined the dynamics
determining the current account balance focusing on the role of credit expansion in Turkey.
More specifically, the aim of our study is to explore the impact of credit expansion in Turkey
on current account balance during the period of 2004- 2017 by employing ARDL model.
The paper proceeds as follows: Section 2 discusses the related literature briefly. Section 3
presents the data, econometric methodology and results. Final section concludes and
makes some policy implications.

2 Literature

Looking at the literature, it seems that one of the most important macroeconomic problems
in developing countries is current account deficit. It also seems that credit volume has
been shown among the basic determinants of current account deficit by most of the
economists. It can be theoretically asserted that an increase in bank credit would have an
unbalancing effect on the current account deficit via stimulating import in developing
countries. Accordingly, bank credits increase total domestic consumption, which results in
increasing volume of imported consumption and investment goods.

Credit expansion or an increase in total domestic credit volume means that economic actors
within the country have an additional income and purchasing power. This additional
purchasing power is expected to increase both domestic demand and external demand
since it is almost impossible to assess all of the consumer demand within the country. The
increase in consumption demand for the foreign market directly increases the current
account deficit. The increase in demand for the domestic market also leads to a current
account deficit indirectly by increasing the imports of investment goods such as capital and
intermediary goods in developing countries. As is known, the production structure in
developing countries is overly dependent on the import of foreign intermediate and
machinery equipment. That means firms in developing countries produce on the basis of
imported inputs. For this reason, the increase in domestic demand due to the expansion
of bank credits and the start of additional production of companies cause the increase of
imported input production, which results in the increase of the current account deficit.

There are numerous empirical studies analysed whether there is a causal relationship
between bank credit and current account deficits. It seems that total credit volume in
banking sector is a driving force behind the growth of the current account deficit. Brissimis
et al. (2012) studied the main macroeconomic factors that shaped current account
development in Greece over the period from 1960 to 2007. They found that credit growth
was pivotal in explaining the fall of the private saving rate and thus a factor deteriorating
of the current account. Ekinci et al. (2015) analysed the determinants of the current
account balance for the annual dataset covering the period from 1991 to 2011 in 49
countries including industrial and developing ones. They employed generalized method of
moments (GMM) procedure in the framework of dynamic panel data analysis and reported
a significant deterioration in the current account balance in case of an increase in the credit
growth. The acceleration of loan growth has a deteriorating effect on current account
balance especially in emerging countries. Buyukkarabacak and Krause (2009) investigated
the impact of household and firm credit on current account deficit using data between 1990
and 2011 in 18 emerging economies. Employing panel data analysis, it was concluded that
household credit is negatively but firm credit is positively correlated with the trade balance.
In other words, consumer credit and producer credit have sharply different impacts on the
trade balance.

Concerning with the case of Turkey, Géger, I. (2013) investigated the relationship between
total domestic credit and current account deficit in Turkey. The results of cointegration test
with multiple structural breaks using quarterly data over the period 1992—2013
determined that an increase in the domestic credit volume is a factor in increasing the
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current account deficit. Demirhan (2014) analysed the effect of credit growth on current
account deficit using quarterly data ranging from 1998 to 2015. Empirical results of ARDL
model showed that credit growth have a significant impact on current account deficit in the
short run and the long run. Thus, it was concluded that credit growth is taken into
consideration as policy instruments improving current account balance in Turkey. Soydan
(2016) empirically analyzed the relationship between current account balances and
domestic credit dynamics in the case of Turkey. The results of ARDL bounds testing
methodology showed the causality between domestic credit and external balance.
Accordingly, he concluded that policymakers should designed a policy towards bring credit
growth down in order to reduction in current account deficit. Karahan and Uslu (2016)
investigated the relationship between credit by which commercial bank to private sector
and current account deficit covering the period of 2005-2015. Employing ARDL model, it is
asserted that credit volume is statistical significant and positively affects current account
deficit in the short and long run. Therefore policymakers in Turkey should slow down credit
volume in response to current account deficit in order to ensure financial stability.

Looking at the literature it seems that some studies decompose bank credit while
examining the impact on external balance in Turkey. Telatar (2011), using the quarterly
data between 2003 and 2010, examined the impact of different bank credit on current
account deficit. He found that there is no significant causality relation to the current
account from the total loans but there is a positive causality relation to the current account
from the consumer loans. In other words, he showed that consumer credits, rather than
total credits, contribute to current account deficit. Turgutlu (2014) also decomposed
consumer loans into sub-categories as real estate loans, vehicle loans and other loans to
investigate their individual effects on the current account balance of Turkey over the period
2000-2013. The results of ARDL model indicated that real estate loans and other loans
negatively affected the current account balance. Aliogullan et al. (2015) investigated the
relationship between consumer and commercial loan growths and current account deficit
in Turkey. Regression analysis using quarterly data between 2003 and 2015 revealed that
consumer loan growth negatively and statistically significantly affects current account
balance while commercial loan growth has no statistically significant effect. Finally, Dican
(2016) investigated the impact of the increase in consumer credit on current account deficit
using quarterly data covering the period between 2009 and 2015. Granger causality test
and impulse response analysis and variance decomposition based on the VAR model were
carried out. Empirical findings showed that the increase in consumer loans seems to be
quite high share in the expansion of current account deficit.

Contrary to studies indicated above, some studies found no relationship between bank
credit and externa balance in Turkey. For example, Gacaner and Saygilh (2014) used
quarterly data for the period of 1998-2013 to identify the determinants of the current
account deficit in Turkey. When the variables affecting the current account deficit are
evaluated together, they determined that the effects of variables representing monetary
aggregates like bank credit are weak. Thus, their results showed that the limitations on
the loans are not enough to reduce current account deficit problem. Akcayir and Albeni
(2016) examined the link between the volume of loans and the current account deficit in
Turkey. Conducting Toda-Yamamoto test and ARDL Model for quarterly data set covering
the period between 1992 and 2014, they found that the impact of bank credit on current
account deficit is very weak. Therefore, they argued that it is impossible to think of the
total domestic credit volume as the single most powerful cause of the current deficit in
Turkey. Thus, it is not anticipated that policies towards restriction of bank credit expansion
will be effective over the elements that increase current account deficit.

3 Data, Methodology and Empirical Results

The aim of this section is to empirically analyse the relationship between credit expansion
and the current account deficit in Turkey. We use quarterly data covering the period 2004 -
Q1 and 2017-Q4. The amount of bank credit consists of all kinds of loan given to firms and
household except credit cards. The current account deficit (CAD) and total bank credit (BC)
variables used in the model is obtained as ration of current account deficit and bank credit
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data to Gross Domestic Product (GDP). In addition, the logarithms of the series were taken
and each data are shown as LBK and LCAD. All of the data set is compiled from the
Electronic Data Distribution System (EDDS) in Central Bank of the Republic of Turkey
(CBRT).

Empirical analysis begins by conducting the unit root tests such as ADF and PP in order
check the stationary status of the variables. Later, the relationship between the series of
bank credit and current account balance has been examined by using the autoregressive
distributed lag (ARDL) model popularized by Pesaran, et al. (1996), Pesaran (1997) and
Pesaran and Shin (1999). ARDL model does not impose a restrictive assumption that all
the variables under study must be integrated of the same order. This model also allows us
to get consistent and robust results both for the long-run and short-run relationship among
the variables even if he sample size is small. In the framework of ARDL model we follow
three-step procedure.

Firstly, cointegration relationship between the series of bank credit and current account
balance has been examined by using Bond Test. In the framework of bounds test,
calculated F-statistics is compared with the critical value tabulated by Pesaran (1997) and
Pesaran et al. (2001). If F-statistics exceeds the upper critical value, the null hypothesis
of a no long-run relationship can be rejected. If the test statistic falls below a lower critical
value, the null hypothesis is not rejected. However, if the test statistic falls between these
two bounds, the result is inconclusive. When the order of integration of all the variables is
I (1), the decision is made based on the upper bound. If all the variables are I (0), then
the decision is made based on the lower bound.

In the second step, if there is evidence of a cointegration among the variables, the long-
run model indicated in Equation 1 is estimated. It is expected that coefficient of bank credit
(A) is positive and statistically significant.

LCAD, = &;+ S/, B, LCAD s+ SfL, A LBC,; +#& (1)

In the third step, based on the finding related to a long run relationship, error correction
model (ECM), which indicates the speed of adjustment back to long-run equilibrium after
a short-run disturbance is estimated. The standard ECM involves estimating the model
indicated in Equation 2. It is expected that coefficient of error correction term (ECT) is
negative and statistically significant

ALCAD; = Y;+ @,ECT,_; Xi-{ Uy ALCAD (_ij+ XiL; o ALBC_; + & (2)
Unit Root Test

Firstly, to determine the order of integration for each variable we use the Augmented
Dickey-Fuller (ADF) and Phillips Perron (PP) tests. The first step of the empirical
methodology is finding the order of integrations of the data. Accordingly, in order to
indicate the stationary statute of data set related to bank credit (LBC) and current account
deficit (LCAD) we perform Augmented Dickey Fuller (ADF) and Philips Peron (PP) unit root
tests. The results of the Augmented Dickey-Fuller and Phillip Perron tests are presented in
Table-1. Bank credit (LBC) is integrated to the order of one I (1), while the current account
deficit (LCAD) is also integrated to the order of one I (1). Findings show that all variables
are not stationary at level but both series become stationary after taking their first
difference. Thus, unit root test results show that all time series in the model have same
order I (1).
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Table 1 Results of Unit Root Tests

ADF PP
(Augmented Dickey Fuller) (Philips Peron)
Variables Level First Difference Level First Difference
LBC -1,274 -3,332%* -1,676 -2,679%
LCAD -2,159 -5,488*** -2,028 -2,242%*

Note: *, ** and *** denote statistical significance at the 10 %, 5 % and 1 % levels,
respectively. Maximum lag length is specified by considering Akaike Information Criterion (2).
Source: Authors

Cointegration Tests

In this section we employ cointegration tests which are the standard tools in order to
investigate the linear combination of time series variables. In the framework of ARDL
model, bounds test is applied to indicate whether bank credit (LBC) and current account
deficit (LCAD) have a long run relationship or not.

In the framework of bounds test for co-integration, we firstly determine lag order as 5
based on Akaike Information Criterion. Accordingly, bounds test is employed and the
results are shown in Table-2. As can be seen from the Table calculated F-statistic (6.333)
is higher than the upper bound critical value at a 5% level of significance (4.390) as
reported by Pesaran et al. (2001). This implies that the null hypothesis of no cointegration
is rejected at 5%. Therefore, there is a cointegrating relationship among the bank credit
and current account deficit. In other words, the result of the bounds test indicates that
there is a stable long-run relationship between the bank credit and current account
balance.

Table 2 ARDL Bound Test Results

F statistics Critical Values
(k=1, n=55) 1% 5% 10%
I(0) I(I) I(0) I(I) I(0) I(I)
4,90
! 3.143 3.670 3.790 4.190 5.377 6.047
R2 Adj. RZ2 LM Test BP JB Wald
D'a‘%:z:t'c 0.81 0.75 2.45 1.05 1.07

(0.10) (0.42) (0.58) 4.90
Note: k is the number of independent variables while N indicates the humber of observations.
Critical values are taken from Narayan (2005).
Source: Authors

Results of Long Run Estimation

After indicating the presence of cointegration among the variables, in this part of study we
estimated the coefficients indicated the long run relationship between bank credit and
current account deficit. The empirical results of the long-run model obtained by ARDL (6,5)
based on Akaike Information Criterion are presented in Table-3. The impact of the bank
credit on the current account deficit is positive and statistically significant. The results
indicate that the bank credit is an important determinant of current account deficit. Every
1% increase in bank credit yields average 0.231% deterioration in the current account
balance. Thus, the results confirm the theory asserting that a rise in bank credit increases
the total consumption and will therefore increase imported consumption and investment
goods and deteriorate the current account balance.

To ascertain the goodness of fit of the ARDL model, the results of diagnostic and stability
tests also have been presented in Table 3. Test results of LM, Breusch-Pagan and Jarque-
Bera indicate that there is no problem of the serial correlation, heteroscedasticity,
normality, associated with the model.
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Table 3 Estimated Long-Run Coefficients for ARDL (6,5)

Variables Coefficients Prob.
LCAD(-1) 1.955™ 0.000
LCAD(-2) -2.087" 0.000
LCAD(-3) 1.653""" 0.000
LCAD(-4) -1.179™ 0.010
LCAD(-5) 0.686"" 0.044
LCAD(-6) -0.196 0.191
LBC 0.231*" 0.038
LBC(-1) -0.634™ 0.039
LBC(-2) 1.085" 0.077
LBC(-3) -1.2137 0.086
LBC(-4) 1.083" 0.099
LBC(-5) -0.547™ 0.030
C

Long Term Coefficients

C 0.258™ 0.035
BC 0.231™ 0.040
Diagnostic Test

R2 0.95

Adj. R? 0.94

LM test 2.02 [0.16]

Breusch-Pagan 0.95[0.50]

Jarque-Bera 1.70 [0.42]

Note: *, ** and *** denote statistical significance at the 10 %, 5 % and 1 % levels,
respectively.
Source: Authors

Results of Short Run Estimation

The results of the ECM obtained by ARDL (5,6) based on Akaike Information Criterion are
presented in Table-4. Estimated coefficient of bank credit is positive and statistically
significant. Every 1% increase in bank credit yields average 0.212% deterioration in the
current account balance. It seems that the magnitude of positive impact of bank credit on
the current account deficit is smaller than that of the long-run impact (0.231%). This
finding indicates that the impact of change in bank credit on current account balance is
stronger in the long run compared to short run.

Error correction term (ECT-1) is one lagged value of the residuals from long-run ARDL model
and the coefficient of it is the speed of adjustment towards long term equilibrium path. The
coefficient of the lagged error term (ECT-1) is negative and highly statistically significant
as we expected. The significance of error correction term shows the causality in at least
one direction. The coefficient of -0.579 indicates the rate of convergence to equilibrium,
which implies that deviation from the long-term equilibrium is corrected by 57.90 % over
each quarter. We apply a number of diagnostic tests to ascertain the goodness of fit of the
error correction model. Findings of LM and Breusch-Pagan confirm that there is no serial
correlation and heteroskedasticity, respectively. The model also passes the Jarque-Bera
normality test which suggests that the errors are normally distributed.

Summing up the empirical results, it can be inferred that there is reasonable evidence
depicting both positive long-run and short-run relationship between the bank credit and
current account deficit in the case of Turkey. In other words, results of ARDL model indicate
that the credit volume of Turkish Economy is statistical significant and positively affects
current account deficit in the short and long run. The policy implication is that credit growth
is taken into consideration as policy instruments improving current account balance and
hence macroeconomic stability in Turkey. For example difficulties in the current account
balance can be corrected through monetary policies restricting the volume of bank credit.
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Table 4 Estimated Error Correction Model

Variables Coefficients Prob.
ALCAD(-1) 1.615™ 0.000
ALCAD(-2) -1.875™"" 0.000
ALCAD(-3) 1.453"" 0.000
ALCAD(-4) -1.294™ 0.000
ALCAD(-5) 0.795™"" 0.004
ALCAD(-6) -0.450™" 0.002
ALBC 0.212™ 0.038
ALBC(-1) -0.332™ 0.044
ALBC(-2) 0.652™" 0.029
ALBC(-3) 0.504™" 0.024
ALBC(-4) 0.414 0.107
ECT(-1) -0.579" 0.084
C -0.008 0.353
Diagnostic Test

R? 0.82

Adj. R? 0.76

LM Test 1.44 [0.25]

Breusch-Pagan 1.63 [0.12]

Jarque-Bera 1.32 [0.51]

Note: *, ** and *** denote statistical significance at the 10 %, 5 % and 1 % levels,
respectively.
Source: Authors

4 Conclusions

Continuity high current account deficit has been one of the crucial economic problems in
Turkey from past to now. Namely, an increase in current account deficit has been
considered as significant factor raising country risk and leading to economic crisis.
Therefore, it is crucial to indicate the dynamics of current account imbalance for Turkish
economic agenda. Accordingly, this article is an attempt to examine the short and long-
run relationship between the bank credit and current account balance in the case of Turkish
economy. The autoregressive distributed lag (ARDL) model is applied to quarterly data for
the period 2004 to 2017 in order to investigate whether a causal relationship exists
between the bank credit and current account balance.

The result of the bounds test indicates that there is a stable long-run relationship between
the bank credit and current account balance. The estimated coefficients in the short run
and long run ARDL models show that the volume of bank credit is positively related to the
current account deficit. Thus, the results provide an evidence that bank credit play a
stronger role in determining the behaviour of the current account deficit in Turkey. This
finding also shows that unbalancing impact of bank credit expansion on current account is
crucial factor determining macro-economic risks in Turkey. Thus, management of the
volume of bank credit is crucial for designing policies aimed at macroeconomic stability.
That means the monetary policy framework of Central Bank of the Republic of Turkey
(CBRT) should take into account the volume of bank credit while keeping the current
account balance and macroeconomic stability together.
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Abstract: The aim of the article was to analyze the relationship between the application
of IFRS by economic entities and financial and non-financial measures of enterprises in the
selected countries of Western Europe. 461 companies from Western European countries
were analyzed. The article discusses the issues of preparing financial statements according
to IFRS. The subject of the detailed analysis were correlations between the IFRS application
and profitability, liquidity ratio, assets turnover, investment intensity, total debt ratio,
company size, company growth, international activity, market share and industry
concentration. The higher level of risk, lower liquidity, lower turnover of assets, higher
capital intensity, higher company size, age of the business unit, broader international
operations and higher market shares in companies applying IFRS in selected countries of
Western Europe were verified empirically.

Keywords: IFRS adoption, European Union, financial ratios, non-financial ratio, accounting
harmonization
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1 Introduction

International Financial Reporting Standards have been globally recognized and accepted in
accounting. They should be considered as the most mature form of harmonization of local
accounting standards applied in particular countries, and they have been implemented in
over 120 countries. The scope of their application varies significantly, however they are
most commonly applied on stock exchanges. Within the area of the EU, all listed companies
preparing consolidated financial statements are obliged to comply with their standards. In
some countries, it is required to apply them in all entities, both listed and unlisted
(Bulgaria), whilst in other countries they are allowed, yet not mandatory for the financial
reports of unconsolidated listed companies (Great Britain), or finally in some other
countries their application for the mentioned above companies is prohibited (Hungary,
Sweden, Spain). Within the confines of the EU, voluntary use of standards in the countries
of Western Europe has been increasing, even though the dynamics of that increase has
somehow slowed down (Kedzior, 2015).

The application of IFRS is beneficial for many participants in the market. The standards
enhance the quality of financial reporting; it is more precise, submitted on time, it better
protects the interests of minority investors, largely eliminates disparities between local
accounting standards, lowers the cost of financial information for the investors (Ball, 2006).
Nonetheless, the application of IFRS proves to be costly for many entities as it requires
advanced training sessions, and numerous enterprises encounter problems in the practical
application of standards. In many cases, intensive investment in the area of IT is
prerequisite (Kim et al., 2012). Numerous research papers have shown the conducive
impact of IFRS on the cost of capital, risk (Daske, 2006; Daske et al., 2008), profitability,
liquidity (Persakis and Iatridis, 2017; Grabinski and Kedzior, 2006), minimizing earnings
management (André et al., 2012), and alike. This paper aims at analyzing the
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dependencies between IFRS application by the economic entities and the chosen financial
and non-financial company evaluation ratios in the selected countries of Western Europe.
The analysis will focus on the relationships between IFRS application and profitability,
liquidity ratio, assets turnover, investment intensity, total debt ratio, company size,
company growth, company age, international activity, market share and industry
concentration. The analysis of relationships between asset turnover, market share,
industry concentration and IFRS should be considered as a novelty in the literature on that
subject.

2 The application of IFRS versus financial and non-financial gauges
applied by economic entities

In literature, various dependencies between the application of IFRS and the selected
financial and non-financial factors were analyzed. Bessieux-Ollier and Walliser (2012)
considered the size of the company, book value of fixed assets versus total assets, or
sectorial affiliation. Bova and Pereira (2012) empirically verified indebtedness, company
size, ROE, the percentage of shares held by foreign investors, the number of companies in
the industry, book-to-market ratio, dividend yield. In turn, Gassen and Sellhorn (2006)
analyzed the dependencies between IFRS and international exposure, company size,
dispersion of ownership and recent IPOs. Renders and Gaermynck (2007) scrutinized
microeconomic factors and country level factors. This paper will focus on profitability,
liquidity ratio, assets turnover, investment intensity, total debt ratio, company size,
company growth, company age, international activity, market share and industry
concentration (compare: Gupta et al., 2017).

Apparently the companies that apply IFRS are characterized by higher profitability (Pichler
et al., 2018). Business entities that use IFRS should be considered as entities with lower
risk, a larger scope of accounting disclosures, hence also often a lower cost of capital
(Daske, 2006; Daske et al., 2008; Jaruga et al., 2007; compare: Cuijpers and Buijink,
2005). In most cases, the application of IFRS translates into higher quality of financial
reporting in comparison to the local standards. For that reason, the entities applying IFRS
can expect a better access to external financing (Kedzior, 2012; similarly, Grabinski et al,
2013). On the other hand, it should be noted that earnings smoothing is made more
difficult by the application of high quality reporting standards (IFRS). Consequently, it is
likely that companies demonstrating high, or consistently high profitability level will decide
to apply IFRS (André et al., 2012). In line with the theory of political costs, highly
profitable business entities should account for their high profitability by additional
disclosure and special transparency which is feasible with the application of IFRS.

Companies which show higher levels of risk will be more prone to apply IFRS. This is
primarily attributable to the necessity of lowering the corporate risk through the application
of high quality financial reporting. Higher quality of such reporting allows individual
investors to compete with the institutional investors on capital markets, particularly the
less informed investors. Financial reporting according to IFRS reduces the cost and risk of
information for investors, hence they may require lower rate of return on stock (Ball,
2006). The application of IFRS facilitates risk assessment for the investors (Fijatkowska
and Jaruga-Baranowska, 2007) and also conveys more information e.g. on the investment
risk (Adamik-Citak, 2011).

Low liquidity companies will strive for voluntary application of IFRS. Excessively low
liquidity ratios increase the risk for a company and they may even lead to bankruptcy
(Maslanka, 2012; Maslanka, Mazur-Maslanka, 2017). The application of high quality
accounting standards (IFRS) may become the way for lowering the risk. IFRS ensure better
information about company’s liquidity relative to local standards (Adamik-Citak, 2011). In
view of Grabinski and Kedzior (2007) those companies that apply IFRS show lower liquidity
level. They can afford it due to lower risk. However, in the opinion of the authors those
differences are negligible. Large companies showing excess liquidity do not mostly require
external capital, hence the application of global accounting standards is not for them of
major importance.
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Companies characterized by high operational efficiency will be less likely to apply IFRS.
The higher asset turnover, the more efficient use of assets which may translate into higher
profitability of an entity (Okwo et al., 2012). It seems that those companies which display
higher operational efficiency are more likely to obtain external financing at a lower cost.
By this token, they will not strive to implement IFRS at all cost. Companies characterized
by high asset turnover are mostly smaller entities which do not possess the resources
necessary for IFRS implementation (Chi and Padgett, 2006).

High capital intensity is to be found most often in those companies which practice local
accounting standards rather than global solutions such as IFRS (compare: Renders and
Gaeremynck, 2007). Capital intensity is to be understood as the share of fixed assets in
the balance sheet total. The companies with a high share of fixed assets are considered to
be relatively safe; their operation is predictable, and book value closer to the market value.
In most cases, fixed assets do not stand for higher disclosure since their value is relatively
stable and it does not involve “buying options on future” (Hope et al., 2006; Bessieux-
Ollier and Walliser, 2012). In addition, oversight of long term fixed assets is not as
important as a large share of current assets. Hence, the application of IFRS in these entities
is less likely (Dumontier and Raffournier, 1998; André et al., 2012).

Indebted companies are more likely to disclose financial and non-financial information.
Higher level of risk requires more disclosure to lessen the informative asymmetry between
people who are outside and inside the company. In this way it is possible to lower the cost
of additional oversight and agency costs to be borne by the owners. Higher cost of capital
for the indebted companies may be lowered by voluntary disclosure of additional
information (IFRS) (compare: Li, 2010). Economic entities encumbered with higher risk
(high indebtness) are more willing to implement IFRS to mitigate the cost of capital. High
quality accounting standards may be conducive for forming proper relations between the
owners and creditors. Credit terms are more likely to be complied with and less prone to
manipulation when high quality, rigorous accounting standards (IFRS) are being
implemented. By the same token, monitoring the company from the perspective of
creditors as well as the owners will be more efficient once high quality accounting standards
are up and running.

Large companies are more prone to apply IFRS since the costs of their implementation are
relatively lower for large entities (Bessieux-Ollier and Walliser, 2012). Large entities are
obliged to disclose more financial information, hence their clear preference for IFRS. The
cost of disclosing successive information is declining as that cost is spread over a bigger
amount of sold products or services (Cuijpers and Buijink, 2005). Operating in line with
the theory of political costs, large entities should disclose greater volume of financial
information. Large entities are often financed with external capital and that is why they are
concerned about securities exchanges reactions and they prefer the accounting standards
that are common there (IFRS). By disclosing more information large entities do not worry
about losing their competitive advantage. In conclusion, large entities, stable on the
market, should apply high quality (credible), generally accepted accounting standards
(compare: Gassen and Sellhorn, 2006).

Companies with a relatively high growth potential are more likely to apply IFRS. For obvious
reasons, those companies will be more dependent on the external capital to finance their
dynamic growth. One of the prerequisites for the acquisition of capital at lower cost will be
decreasing information asymmetry with the increased disclosure guaranteed by IFRS. IFRS
warrant high quality of financial reporting (Fito et al., 2012). The external investors will
become more interested in financing a company with a high growth potential once the risk
of financial reporting is mitigated, and information asymmetry contained (André et
al., 2012).

Again, the dependencies between the age of a company and application of IFRS are not
quite clear. Younger companies are, as a rule, more flexible, and they are characterized by
greater development potential or the management more open to changes. Greater
development potential translates into a greater demand for the external capital (Bassemir,
2012). It is necessary to show that the conducted activity and the financial performance
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are credible, hence the application of IFRS seems more likely. Nonetheless, the process of
their application is complex, costly and time consuming, and it calls for qualified manpower
and expertise. Quite often, advanced training courses allowing proper implementation of
IFRS are a must, and they are necessary for older companies. Such companies are, as a
rule, larger entities, well established on the market, and simply required to apply high
quality financial reporting (Senyigit, 2014). It seems natural that the above attitude will
prevail and older companies will more eager to apply IFRS.

The companies engaged in the international activity will be more likely to apply IFRS since
they are more accepted on capital markets. Quite frequently, the companies involved
internationally are required to produce financial reports for the local markets. Their cost
can be lowered with a uniform application of consistent, standardized accounting standards
(IFRS). By the same token, the cost of auditing financial reports may be also mitigated.
What is more, IFRS reports provide wider information on changing currency exchange rates
which are crucial for international companies (Adamik-Citak, 2011). International
operations mean that international investors can also invest in enterprises. It is also more
common to hire Board or Supervisory Board members from abroad. Due to their little
knowledge about local accounting standards they will prefer globally recognized, high
quality accounting standards represented by IFRS (Francis et al., 2008; Bova and Pereira,
2012).

The companies which have a large share in the market are called industry leaders in many
categories. This phenomenon concerns the competitive advantage related to operating,
financial and investment activities. The largest companies on the market are concerned
about their image in the eyes of many stakeholders, so they will be especially interested
in the application of widely recognized and reputable accounting standards (IFRS). The
companies which have a large share in the market are characterized by high innovation
and susceptibility to change in many areas (e.g. replacing local standards with IFRS)
(Goddard et al., 2005). As large economic entities they will be more likely to use IFRS. It
should also be noted that financial statements based on IFRS provide important information
on market risk, which is important for these entities (Adamik-Citak, 2011).

The concentration of shares in the industry usually means a very intense competitive
struggle between economic entities (Bennenbroek and Harris, 1995). Often, 4-5 of the
largest enterprises in the industry control a large part of the market. It means large barriers
to entry and exit from the market (Kotha and Nair, 1995). Competition between individual
entities is not limited only to operational activities, but also financial ones, including
competition for external sources of financing, in particular for share capital. The use of
IFRS is a way to gaining equity capital and authenticating your business and financial
reporting. Acquiring share capital at a lower cost may facilitate competitive struggle,
especially in industries with large capital expenditures.

For purposes of empirical analysis the following hypotheses have been developed:

Hi — ROE is higher in companies using IFRS

H> - level of risk is lower for economic entities using IFRS

Hs - liquidity ratio is higher in companies that adopted IFRS

H4 - assets turnover is lower for corporations using IFRS

Hs — investment intensity is lower in companies that implemented IFRS
Hs - total debt ratio is higher in companies using IFRS

H7 — bigger companies implement IFRS

Hs - company growth is higher in companies using IFRS

Ho — older companies use IFRS

Hio - international activity is greater in economic entities that introduced IFRS
Hi2 - industry concentration is higher in companies using IFRS

The definitions of particular variables included in the analysis are listed below:

e IFRS (1;0); when a company applies IFRS, the variable takes “1”, if it applies local
standards (local GAAP) then the variable takes "0”,
e ROE = 100%*net result/equity capital,
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liquidity = current liabilities/current assets,

capital intensity = fixed assets/total assets,

asset turnover = operating activity revenue/value of assets,

total debt ratio = value of short and long-term liabilities/ total liabilities,

risk = EBIT standard deviation for the last 4 years,

company size = In (revenue from operating activity)3,

company age = the number of years in business,

growth potential = annual increase of revenue from operating activity in %,
international activity = the number of branches abroad,

concentration of shares in the industry = the value of revenue from operating
activity of the four largest branches in the industry/ total revenue of operating
activity of all entities in the industry,

e market share = revenue from operating activity of a specified entity/total revenue
from operating activity of all entities in the industry.

3 Results and Discussion

The analysis included 461 listed companies from Germany, Great Britain, Finland, Italy and
France, and the empirical data were collected for 2012- 2016. In the test sample, p of
Shapiro-Wilk test was below 0.05, hence the analysis was conducted with the application
of Mann-Whitney test (Table 1 and 2). P values below 0.05 indicate those variables which
are significantly related with the accounting practice.

Table 1 The Dependencies Between IFRS Application by Economic Entities and Financial

Measures
. Accounting .
Variable practice Average SD Median Q1 Q3 )
ROE Local GAAP -6.73 62.37 5.39 -2.75 13.16 p=0.222
IFRS -3.21 63.27 6.55 -5.86 14.8
Local GAAP 39529 239726 1568 487.63 5336
Risk p<0.001
IFRS 7186 313698 4976 1584.29 19032
Liquidity Local GAAP 0.87 4.88 0.49 0.27 0.75 . 0.001
ratio IFRS 0.77 1.96 0.59 0.38 0.81
Assets Local GAAP 1.19 0.88 1.10 0.80 147 ,<0.001
turnover IFRS 1.02 0.63 0.93 0.64 1.23
Local GAAP 0.40 0.22 0.39 0.23 0.54
Investment p<0.001
IFRS 0.47 0.19 0.47 0.33 0.61
Total debt Local GAAP 0.78 3.25 0.53 0.37 0.66 0656
ratio IFRS 0.59 2.41 0.52 0.37 0.67

Source: Author’s own elaboration

In the analysis of IFRS application and the selected financial measures, it should be noted
that liquidity ratio values are significantly higher for those companies which apply local
accounting standards. Hence, the assumption is confirmed that companies with lesser
liquidity and higher risk will seek to reduce it through the use of IFRS. It was noted that
capital intensity was significantly higher among those companies which applied IFRS, hence
the increased demand for long term capital requires the application of IFRS. The
dependency of IFRS on profitability and indebtness turned out to be insignificant. In
addition, it was noted that companies encumbered with higher risk are more likely to apply
IFRS (IFRS reduce information cost for the investors). In turn, asset turnover ratio is

3 Company size can be also defined as, value of assets or number of employees.
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significantly higher for those companies which apply local accounting standards. High
operating efficiency lowers the risk of a company and the cost of its capital.

Table 2 presents the dependencies between the selected non-financial factors and IFRS
application. In terms of statistics, the age of companies applying IFRS is significantly
higher. This might be attributable to the fact that older companies have the resources
allowing application of IFRS. In turn, companies applying IFRS are substantially bigger
which possibly stems from the fact that such companies require more capital from the
external sources and need to remain accountable to the social and economic environment.
Companies applying IFRS have greater share in the market. Such entities, as business
leaders, are obliged to sustain the image of their company and the quality of financial
reporting. For this reason, they are more likely to apply IFRS. International operations are
conducted to a wider extent in entities applying IFRS, which are, for understandable
reasons, more accepted or even required for entities operating internationally (globally).
The relationship between IFRS and the concentration of market shares and growth
opportunities proved to be statistically insignificant.

Table 2 The Dependencies Between IFRS Application by Economic Entities and Selected
Non-financial Measures

Accounting

Variable practice Average SD Median Q1 Q3 P

Company Local GAAP 10.70 2.40 10.54 9.24 12.01 5<0.001
size IFRS 11.74 2.38 11.59 10.30  13.02

Company Local GAAP 14.35 73.92 5.24 -8.44 18.44 0=0.341
growth IFRS 18.52 349.53 4.96 -8.34  16.37

Company Local GAAP 4585 70.79 23.00 11.00 54.00 5<0.001
age IFRS 4425 41.68 30.00 14.00 58.00

International Local GAAP 1.70 1.47 1.39 0.69 2.56 5<0.001
activity IFRS 2.69 1.51 2.56 1.61 3.66
Local GAAP 3.66 10.76  0.19 0.04 2.18

Market share p<0.001
IFRS 6.29 12.97  0.92 0.16 4.69

Industry Local GAAP 84.05 11.01 86.6 78.11  92.73 0=0.478
concentration IFRS 84.19 9.92 84.8 78.22  91.38

Source: Author’s own elaboration

4 Conclusions

IFRS should be considered the most mature attempt to harmonize local accounting
standards. The introduction of IFRS has undoubtedly become the biggest revolution in
accounting history in over 120 countries. They affect many spheres of activity, such as,
among others, the cost of capital, risk, profitability, liquidity, the quality of financial
reporting, the phenomenon of profit management, etc. This paper focused on the
dependencies between IFRS application and the selected financial and non-financial
measures of economic entities’ performance such as profitability, liquidity ratio, assets
turnover, investment intensity, total debt ratio, company size, company growth, company
age, international activity, market share and industry concentration.

This paper has shown that the production sector of listed companies, operating in the
selected countries of Western Europe and applying IFRS, demonstrate higher risk, lower
liquidity, lower assets turnover, higher capital intensity, and they are relatively older and
larger entities more actively engaged in the international activity. In addition, they control
larger market share than those entities which do not apply IFRS. Therefore, the relationship
between IFRS and liquidity assets turnover, company ages, company, international activity
and market share should be verified positively. Thus, dependencies with non-financial
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variables are more predictable than with financial variables. The dependencies between
IFRS and risk and investment capacity have been verified negatively. A higher level of risk
was observed in companies using IFRS. Thus, in the surveyed company population,
reducing the total risk of a company by preparing the high quality of the financial
statements is not significant. Public manufacturing companies listed on the stock exchange
are not characterized by a large level of risk, hence the introduction of IFRS does not
significantly reduce the risk. In companies using IFRS, the capital intensity is higher. An
important factor for these companies may be valuation of fixed assets according to fair
value recommended by IFRS.
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Abstract: In this paper, we analyse two modern bankruptcy models on samples of selected
Slovak industrial enterprises. INO5 is a well-known model in Slovakia that gives a high
percentage of reliability in predicting the financial health of Slovak companies. The Gulka’s
model was created in 2016 and its popularity is rising. The aim of this paper is to compare
INO5 and Gulka’s models and determine which of them is more suitable for Slovak
enterprises. Analyses were based on real data from the latest available financial statements
of industrial enterprises for five industries typical of Slovakia: Automotive, Electricity,
Agriculture and Forestry, Construction, Mechanical Engineering. We have selected private
domestic companies with limited liability. In the case of companies in bankruptcy or
restructuring, we used the latest available financial statements before the date of
bankruptcy or, respectively, management of restructuring. Using contingency tables, we
compared the number of correct predictions for both models - the Gulka’s model, created
by the logistic regression method (LOGIT model) and the INO5 index created by the
Multidimensional Discrimination Analysis (MDA method). We predicted the correct forecast
when the company was actually in bankruptcy and the model rated it or if the company
was not bankrupt and the model ranked it as prosperous. Both models are very useful in
the conditions of the Slovak Republic. For Slovak industrial enterprises, the Gulka 's model
is more reliable. In general, the model's highest ability to leverage is in the country where
the model was created or for the industry for which it was created.

Keywords: Index INO5, Gulka’s model, corporate financial health forecast, credit and
bankruptcy models

JEL codes: C35, M10, G32

1 Introduction

Predictive ability of any bankruptcy model depends on time, location, industry for which it
was developed, and also on the used method. Our research focuses on modern bankruptcy
models that can estimate the financial situation of Slovak companies as accurately is
possible. In this paper, we focused on Slovak or Czech models because the economic
situation is similar in both countries (Dihenesc¢ikova and Hic¢ak, 2011).

There are several Slovak bankruptcy models. For example, Chrastinova’s CH-index
(Chrastinova, 1998) or Gurcik’s model (Gurcik, 2002) are aimed for agriculture. Binkert
(Binkert, 1999) developed bankruptcy model for joint stock companies, HurtoSova
(HurtoSova, 2008) created model for personal and legal entities accounting for double-
entry accounting and Gulka’s model (Gulka, 2016) was developed for Slovak trading
companies. Only Gulka’'s model could easily differentiate prosperous and unprosperous
businesses. In the study by (Durica and Zvarikova, 2017), models created for V4 countries
were compared, either through Multidimensional Discrimination Analysis (MDA) or logistic
regression (LOGIT models).
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Based on the above, we decided to look more closely at the perspective for future Gulka ‘s
model and to compare it with the frequently used the Czech index INO5 (Neumaierova and
Neumaier, 2005), which also proved to be successful in Slovakia (Bohdalovd and
Klempaiova, 2017). Our aim is to compare and analyse the predictive power of the INO5
model and Gulka’s model on samples of selected Slovak industrial enterprises and to
determine which of them is more suitable for Slovak companies.

The Gulka s model was obtained using a logistic regression method. The math entry is as
follows (Gulka, 2016):

e 0,0216—-0,6131+xX1—0,0068+X2—-0,0293*X3-0,0011+xX4+0,0240xX5+0,0317+xX6—1,0663+X7

p= 1+ e0,0216-0,6131+X1-0,0068+X2-0,0293*X3—-0,0011+X4+0,0240+X5+0,0317+X6-1,0663*X7 (1)

where

X1 - Quick Ratio - (Financial accounts / (Short-term liabilities + Short-term financial
borrowings + Current bank loans))

X2 - Working Capital Turnover = ((Revenue from sold goods + Manufacture) / Working
capital; while WC is Current assets - Short-term liabilities - Short-term financial
borrowings — Current bank loans)

X3 -Financial Accounts Ratio (in %) - (Financial accounts / Total Assets)
X4 - Self-financing Ratio (in %) - (Equity / Total Assets)

X5 - Credit load (in %) - ((Fixed Bank loans + Short-term financial accommodations) /
Total Assets)

X6 - Share of liabilities to state institutions (in %) - ((Payables from social insurance +
Tax liabilities and grants) / Total Assets)

X7 - Return on Assets from the perspective of EBITDA - (EBITDA / Total Assets; while
EBITDA = Profit from economic activity + Depreciation + Residual cost of the sold long-
term assets and material - Revenue from the sale of long-term assets and material)

p —probability the company will go bankrupt during the next 12 months
if 1 2 p = 0,50, an enterprise is heading to bankruptcy
and if 0,50 > p = 0, the enterprise is not heading to bankruptcy

Index INO5 was created by modifying Altman's methodology for the conditions of Czech
businesses using a multidimensional discriminatory analysis:

A EBIT EBIT VYN
INO5 = 0,13 *C—Z+0,04* 0 + 3,97 * I + 0,21 = + 0,09 = (2)

KZ + KBU

where

A — Assets respectively Liabilities

CZ - Foreign Sources

EBIT - Earnings before Interest and Taxes - (Profit before tax + Interest expense)
U - Interest Expense

VYN - Total Returns

OA - Current Assets

KZ - Short-term Liabilities

KBU - Short-term Bank Loans and Borrowings
If INO5 > 1.6, an enterprise creates worthiness with probability 67%.
The area enclosed by 0.9 < INO5 < 1.6 is an area of unmatched results (grey zone).

If INO5 < 0.9, an enterprise is at risk of bankruptcy with probability 86%.
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If interest rates in the EBIT / U indicator approach zero, a problem arises. The Neumaiers
recommend limiting the value of this indicator to 9 (Neumaierova and Neumaier, 2005).

2 Methodology and Data

To analyze Gulka s model and INO5 index, we have selected five sectors that make up a
significant part of GDP in Slovakia and are typical for Slovakia. These are privately owned
domestic limited liability companies in the automotive, electrical, agricultural and forestry
sectors, construction and machinery.

We have drawn the data from the databases of Finstat, L.t.d.(2018). After filtering the five
sectors according to Finstat 's classification, legal form and type of ownership, a database
with 31 431 enterprises was created. Of these, 380 companies were bankrupt with a known
bankruptcy date or authorization for restructuring.

We removed empty rows in the indicators needed to calculate p in Gulka s model. We also
removed rows with businesses missing the INO5 value, as the database contained already
calculated index values of INO5 and its indication. The database was also cleared from
companies where assets were not attributable to liabilities and/or were found to be
negative in assets, stocks, financial accounts, bank loans, sales, etc. Unlike Gulka,
however, we ignored extreme variability in the values of financial indicators. After these
adjustments, the number of businesses decreased to 661, of which 15 were in real failure.

We manually searched and added data from the last published financial statements before
the date declared as bankruptcy or restructuring authorization for businesses in
bankruptcy. We mostly used data from one to two calendar years before the date with
public known bankruptcy. Subsequently, companies with missing indicator values required
to calculate the value p in Gulka s model or with some of the above accounting anomalies
were removed again. Final database sample consisted of 649 businesses, out of which 10
were in real decline.

Subsequently, calculations and the new cut-off thresholds for the INO5 index include only
two areas in Gulka s model, in contrast to INO5 model, to determine the prosperity of the
business. We calculated the average from the upper (1.6) and the lower (0.9) limits for
INO5 model (1.25) to compute new cut-off thresholds similarly as Gulka used for the
Altman model (Gulka, 2016). For modified INO5 model, there was a cut-off threshold equal
to 1.25. If the calculated value was higher than 1.25, the company was prosperous, and
businesses with a value of less than or equal to 1.25 were non-prosperous. For Gulka’s
model, there was a cut-off threshold of 0.50.

We have calculated individual ratios (X1 - X7) for all companies according to equation (1)
and then we have calculated the probability p. There were situations when the denominator
was zero when we calculated the probability p. Therefore, we had to discard four more
companies from the database for which it was impossible to calculate their p values. The
final database contained 645 businesses, 10 of them were actually bankrupt. After checking
duplicity of data, we could proceed with the analysis of both models.

This database was used to find out how many businesses the model labelled as
"prosperous" in a group of truly prosperous businesses or non-prosperous in a group of
companies in real decline. Models can be compared based on the number of correct
answers individually in each group. Given an uneven number of prosperous and
unsustainable businesses in the database, we will not be able to determine whether the
model is more successful in predicting bankruptcy or predicting business prosperity
(whether the model has a tendency to include an enterprise rather to prosperous or non-
prosperous companies).

If we would like to determine the success or failure of the models based on a simple sum
of the total correctly evaluated companies or the total error rate (census of type I and type
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IT errors), we would have to use a sample with the same number of prosperous and non-
prosperous businesses. Otherwise, we could get a distorted conclusion. If the first model
was compared to the other model, it would have a higher tendency to classify businesses
as thriving, it would show a higher success rate than the second model in an uneven
database with more realistically prosperous businesses. In reality, however, the second
model could be more successful. Based on this fact, we used a database in which the
number of businesses in real decline (10) and the number of real prosperous
businesses (10) was the same. For each bankruptcy or restructuring of companies, we
assigned a truly prosperous company with the same SK-NACE business class rating and
approximately the same size category, with the main criteria being the number of
employees, after which other size criteria were compared.

The analysis was performed using MS Office Excel software.

3 Results and Discussion

We began analysis with the case when businesses were real prosperous (their count was
635) or bankrupt (their count was 10). Table 1 shows the humber of prosperous businesses
and businesses in bankruptcy or restructuring in total and in individual sectors. There are
no companies in the automotive and mechanical engineering sector among companies in
decline.

Table 1 Initial State

Bankruptcy and Number of % of %o of Superior
Restructuring enterprises Total row
Yes 10 1.55 1.55
Electricity 1 0.16 10.00
Agriculture and Forestry 3 0.47 30.00
Construction 6 0.93 60.00
No 635 98.45 98.45
Automotive 3 0.47 0.47
Electricity 19 2.95 2.99
Agriculture and Forestry 172 26.67 27.09
Construction 407 63.10 64.09
Mechanical Engineering 34 5.27 5.35
Total 645 100.00 100.00

Source: Own results processed based on data from www.finstat.sk

We found out which model predicted more business prosperity in a group of truly
prosperous businesses and bankruptcy in a group of truly non-prosperous businesses. The
results for INO5 model with the modified cut-off boundary and Gulka’s model are
summarized in Table 2.

In the group of truly prosperous businesses (635), INO5 model with a modified cut-off
threshold identified 397 (62.52% of 635) companies in bankruptcy or restructuring and
238 (37.48% of 635) companies as prosperous. Gulka ‘s model identified 322 companies
as non-prosperous and 313 as prosperous in this group. In this comparison, it had 75
correct predictions more than INO5 model. In the group of companies that were bankrupt
(10), both models agreed. They predicted bankruptcy to 9 businesses and 1 was identified
as prosperous, and it was for the same company.
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Table 2 Comparison of Prediction - INO5 Model with Cut-off Line 1.25 and Gulka "s Model

INO5 model with modified Gulka s model
cut-off line (1.25) (cut-off line 0.50)

Bankruptcy Number of % of % of Number of % of % of
and enterprises Total Superior enterprises Total Superior
Restructuring row row
Yes 10 1.55 1.55 10 1.55 1.55
Bankruptcy 9 1.40 90.00 9 1.40 90.00
Prosperity 1 0.16 10.00 1 0.16 10.00
No 635 98.45 98.45 635 98.45 98.45
Bankruptcy 397 61.55 62.52 322 49.92 50.71
Prosperity 238 36.90 37.48 313 48.53 49.29
Total 645 100.00 100.00 645 100.00 100.00

Source: Own results processed based on data from www.finstat.sk

From the 397 enterprises that INO5 model with a modified cut-off threshold identified as
bankrupted in a group of real prosperous companies, Gulka's model marked 254 as non-
prosperous and 143 as prosperous. From the 238 enterprises that the revised INO5 model
estimated as prosperous companies, both models agreed on 170 businesses. The others
(68) were classified by Gulka s model to be non-prosperous companies (Table 3).

Table 3 INO5 Model with Modified Cut-off line versus Gulka "s Model

Bankruptcy Number of % of % of
and enterprises Total Superior
Restructuring row
Yes 10 1.55 1.55
Bankruptcy 9 1.40 90.00
Bankruptcy 9 1.40 100.00
Prosperity 1 0.16 10.00
Prosperity 1 0.16 100.00
No 635 98.45 98.45
Bankruptcy 397 61.55 62.52
Bankruptcy 254 39.38 63.98
Prosperity 143 22.17 36.02
Prosperity 238 36.90 37.48
Bankruptcy 68 10.54 28.57
Prosperity 170 26.36 71.43
Total 645 100.00 100.00

Source: Own results processed based on data from www.finstat.sk

It means that from the 322 companies that Gulka "s model estimated as a non-prosperous
in a group of truly prosperous companies, INO5 model with a changed cut-off threshold
marked 68 companies as prosperous and 254 as non-prosperous. From the 313 enterprises
that Gulka s model identified as prosperous, 143 as non-prosperous and 170 prosperous
companies were determined by modified model INO5 (Table 4).

We also looked at whether the business was indeed prosperous or non-prosperous if the
model marked it so. The analysis has been done on a sample of 20 companies filtered from
the original database with 645 companies. 10 companies were bankrupt and 10 were not
bankrupt. The sample consisted mostly of the construction industry. It did not include
Automotive and Mechanical Engineering industries because there are no bankrupt
companies in the original database with 645 enterprises.
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Table 4 Gulka s Model versus INO5 Model with Modified Cut-off Line

Bankruptcy Number of % of % of
and enterprises Total Superior
Restructuring row
Yes 10 1.55% 1.55%
Bankruptcy 9 1.40% 90.00%
Bankruptcy 9 1.40% 100.00%
Prosperity 1 0.16% 10.00%
Prosperity 1 0.16% 100.00%
No 635 98.45% 98.45%
Bankruptcy 322 49.92% 50.71%
Bankruptcy 254 39.38% 78.88%
Prosperity 68 10.54% 21.12%
Prosperity 313 48.53% 49.29%
Bankruptcy 143 22.17% 45.69%
Prosperity 170 26.36% 54.31%
Total 645 100.00% 100.00%

Source: Own results processed based on data from www.finstat.sk

INO5 model with an amended cut-off marked 16 out of 20 enterprises to be bankrupt, of
which there were 9 companies in bankruptcy or restructuring and 7 were not. 4 businesses
were declared prosperous, of which 1 was actually bankrupt and 3 were actually
prosperous. As can be seen in Table 5, the same is valid for Gulka s model.

Table 5 Comparison of Prediction for 20 Companies

INO5 model with modified Gulka s model
cut-off line (1.25) (cut-off line 0.50)
Number of % of % of Number of % of % of
enterprises Total Superior enterprises Total Superior
row row

Bankruptcy 16 80.00 80.00 16 80.00 80.00
Yes 9 45.00 56.25 9 45.00 56.25
No 7 35.00 43.75 7 35.00 43.75
Prosperity 4 20.00 20.00 4 20.00 20.00
Yes 1 5.00 25.00 1 5.00 25.00
No 3 15.00 75.00 3 15.00 75.00
Total 20 100.00 100.00 20 100.00 100.00

Source: Own results processed based on data from www.finstat.sk

However, the predictions of the two models differ slightly. From the 16 companies that
were predicted by INO5 model with the modified cut-off threshold as bankrupt, there were
only 15 marked as non-prosperous by Gulka’s model. 1 business was identified as
prosperous, and it also corresponded to the reality. Modified INO5 model classified this
business as non-prosperous. From the 4 companies that INO5 model with the changed cut-
off boundary classified as prosperous, 1 was classified as non-prosperous by Gulka’s
model. However, this business was prosperous. From 3 other companies classified by
Gulka s model to be prosperous, 2 were prosperous and 1 bankrupt. The company that
was bankrupt and was among those four companies was evaluated as prosperous by both
models (Table 6).

Based on the results of the analyses, we can evaluate Gulka's model as slightly more
successful in comparison to INO5 model with the changed cut-off-border. In the group of
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truly prosperous businesses, more businesses were rated as prosperous, in the group of
companies in real decline, the situation was balanced in both models. When investigating
whether the business was actually bankrupt or prospering, both Gulka’s model and INO5
model with cut-off boundary resulted in 7 false negatives (error of type II). Both models
resulted in 1 false positive (error of type I). In this investigation, the status of both models
was balanced.

Table 6 INO5 Model with Modified Cut-off Line versus Gulka s Model - 20 Companies

Number of % of % of
enterprises Total Superior
row
Bankruptcy INO5 16 80.00 80.00
Bankruptcy Gulka 15 75.00 93.75
Yes 9 45.00 60.00
No 6 30.00 40.00
Prosperity Gulka 1 5.00 6.25
No 1 5.00 100.00
Prosperity INO5 4 20.00 20.00
Bankruptcy Gulka 1 5.00 25.00
No 1 5.00 100.00
Prosperity Gulka 3 15.00 75.00
Yes 1 5.00 33.33
No 2 10.00 66.67
Total 20 100.00 100.00

Source: Own results processed based on data from www.finstat.sk

4 Conclusions

In our analysis, Gulka’s model came out slightly more successful than the INO5 model,
but it is questionable to declare it as more successful than the INO5 model. In practice,
nobody uses INO5 model with a modified cut-off boundary because it was only used to
make the comparison of both models feasible. The advantage of Gulka’s model is that it
was created by a method of logistic regression (generally considered to be more accurate
than methods of multidimensional discriminatory analysis), it is newer than INO5 index and
it is created based on Slovak businesses data (INO5 index is a Czech model) including
industrial companies (INO5 index was based on Czech industrial enterprises). These factors
could cause that Gulka s model is more successful than INO5 index in the conditions of the
Slovak Republic and therefore more suitable for Slovak companies.
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Abstract: The main purpose of this paper is to determine the relative scores of the
efficiency of health systems in the OECD countries. The data used in the analysis of this
paper has been obtained from the official OECD database and we have been analyzing the
data between 2005 and 2015. We use the health indicators to point out the performance
of healthcare systems of individual OECD countries. The efficiency results are obtained by
Data Envelopment Analysis (DEA). DEA is an analysis of the efficiency of production units,
which give us the efficiency score of the specified individual units. DEA is also used for the
examination of the efficiency in the services sector. In this way, we can point to the level
of efficiency of the health systems of the individual OECD countries. Traditional DEA
methods are limited in some cases with regard to the nature of the selected variables.
Emrouznejad and Amin (2009) point to the limitations of DEA models using the indicators
expressed as ratio variables. In our paper, we will use the novel method for assessing
efficiency — Dynamic Network Data Envelopment Analysis (DNDEA), applied by Ozcan
and Khushalani (2016).
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1 Introduction

The process of shaping individual sectors of the national economy can be monitored on the
basis of the characteristic changes that have been deepening