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Abstract 

In the thesis, consisting of ten scientific papers, the results of the long-term atmospheric 
and environmental research in the selected areas of the Arctic and Antarctic are 
summarized. The study investigates the responses of biotic and abiotic environments on 
the climate variability that have taken place on different time scales, ranging from the last 
few decades to individual years. Attention is paid mainly to the ice-free coastal areas of 
the Antarctic Peninsula and the central part of the Arctic Svalbard Archipelago. Both of 
these areas have experienced significant atmospheric warming followed by a cascade of 
environmental changes and impacts on the terrestrial and aquatic ecosystems. The 
Antarctic research has been carried out in the vicinity of the Ukrainian Vernadsky Station 
on Galindéz Island and the Czech Johann Gregor Mendel Station, located in the northern 
part of James Ross Island. The Arctic research has been focused on the coastal zone of 
Petuniabukta, central Spitsbergen Island. The presented work provides the first 
comprehensive information about climate conditions in regards to how the constituents of 
the polar environments respond to climate variability. A close relationship between some 
of the biotic and abiotic components was found to be related to the inter-annual, seasonal 
and day-to-day variations of weather patterns and climate features in the studied areas. 
For the evaluation of atmospheric and environmental factors and their effects on the geo-
ecosystems, a variety of statistical methods and models were applied. Among others, the 
nonlinear regression model for the estimation of erythemally weighted solar radiation 
was developed and successfully validated under various atmospheric conditions. In 
addition, the capability of the mesoscale numerical weather prediction model to simulate 
the surface wind field in the complex topography of the Svalbard Archipelago was 
successfully tested. The remarkable regional differences in climatic conditions and their 
effects on the abiotic components were distinguished and further discussed between the 
western and eastern side of the Antarctic Peninsula and in the Arctic fjords. 
Comprehensive and more detailed information on the individual topics can be found in 
the enclosed original publications in the Supplements. 
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1 Introduction 

The Intergovernmental Panel on Climate Change (IPCC), the leading international body for 
the assessment of climate change, in its Fifth Assessment Report (IPCC, 2013) assumed a 
gradual increase in global surface temperature of the Earth (Fig. 1), which will very 
probably have serious impacts on the landscape and its components. The impacts of 
climate change, however, are reflected in a different way in the functioning of natural 
ecosystems and their adaptations in low, middle and high latitudes. In the case of the 
polar regions, the substantial environmental impacts of climate change and climate 
variability show significant regional differences both within and between the Arctic and 
Antarctic regions, and enormous complexity in the interactions between the abiotic and 
biotic components of the ecosystem (e.g.; Vincent, 2000; Convey, 2003; Comte et al., 
2007). 

Fig. 1 Surface air-temperature trends in the period 1958–2008 based on the modified map 
published by Mulvanay et al. (2012). Two insets show the area of interest described in the next 
part of the thesis. 

Both the Arctic and Antarctic play a very important role in many environmental 
aspects and processes on the Earth. One of them is the impact on the global climate 
system, which is driven by solar radiation and its redistribution through regional and 
vertical energy fluxes and the poleward transport of heat by atmospheric and oceanic 
circulation (Barreiro et al., 2011). The high latitude locations can receive a large amount 
of solar radiation at the surface during summer, most of which is reflected back to space, 
due to the high albedo (reflectivity) of the snow and ice surfaces. The cryosphere and its 
particular components – ice sheets, ice shelves, glaciers, frozen ground, sea ice and snow – 
therefore, play a crucial role in the global climate system. The areal extent, occurrence and 
lifespan of each component of the cryosphere are very different and predispose their 
significance and roles in the system. The East Antarctic Ice Sheet represents a huge and 
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relatively stable mass of ice with a very high albedo of 87% (Wang and Zender, 2011). The 
Antarctic, therefore, has a specific atmospheric circulation, which also distinctly affects 
the mid latitudes of the Southern Hemisphere. By contrast, significant albedo reduction 
can be found in the coastal zone of the Antarctic, with a mix of ice floes with a typical 
albedo of 70–80% and open water with an albedo of 10–15% (Kuipers Munneke et al., 
2011). One of the major difference between the Arctic and Antarctic is, therefore, related 
to albedo and its temporal variation, as linked to changes in sea ice extent and thickness in 
the Arctic Ocean and the Southern Ocean, or due to persistent winter snow cover in the 
northern parts of Scandinavia, Greenland, North America and Russia. On the other hand, 
the polar regions are closely coupled to the rest of the climate system through global 
thermohaline circulation, with the oceanic system providing a direct link between the 
Arctic and Antarctic (Gregory, 2005; Marshall et al., 2014). In contrast to the ocean, the 
atmosphere is able to relatively quickly respond to changes in the high or low latitude 
heating rates, with the mean flow changing in the order of days to years (Hansen et al., 
2011). 

Over the last decades, the polar regions have experienced greater atmospheric 

warming than the global average (e.g.; Turner et al., 2005; Comiso et al., 2008) and some 

remarkable environmental changes, such as the ozone depletion above the Antarctic, the 

large sea ice loss in the Arctic ocean, and the disintegration and collapse of floating ice 

shelves around the Antarctic (Vaughan et al., 2003; Newman et al., 2004; West et al., 

2013). The thawing of permafrost, which has the potential to release large amounts of 

carbon into the atmosphere (McGuire et al., 2009), is another important atmosphere–

cryosphere interaction influencing the global climate system. Moreover, there is strong 

evidence of the ongoing impacts of climate change on species and communities of 

terrestrial ecosystems (Vincent, 2000; Callaghan et al., 2004; Komárek et al., 2008). 

However, the combination of ongoing processes in the Antarctic is rather different 

from that of the Arctic, because of different responses to anthropogenic forces and 

mechanisms linked with the positive snow and sea ice albedo feedback amplifying the 

warming signal (Holland and Bitz, 2003; Serreze and Barry, 2011). The polar regions are 

also the area for which the largest future warming over the next century is predicted if 

greenhouse gas concentrations continue to rise (e.g.; Stoker et al. 2013; Hansen et al., 

2013). The impacts of climate change in the polar regions over the next 100 years will 

exceed the impacts forecasted for many other regions, producing feedback that will have 

globally significant consequences. 

This study, consisting of ten scientific papers, investigates the responses of biotic and 

abiotic environments on the climate variability that have taken place on different time 

scales, from the last few decades to individual years, in selected areas of the Arctic and 

Antarctic. We focus on the regions of the Antarctic Peninsula and central Spitsbergen in 

the Arctic Svalbard Archipelago. Both of these areas have experienced significant 

atmospheric warming over the last several decades (Turner et al., 2005; Nordli et al., 

2014) followed by a cascade of environmental changes and impacts on the terrestrial and 

aquatic ecosystems. Hence, the evaluation of the impacts of climate conditions and climate 

variability on geo-ecosystem functioning have become the other main objective of the 

thesis. 
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2 Results 

In the initial phase of our climate and environmental research in the region of the 
Antarctic Peninsula and the Svalbard Archipelago, we had to solve an urgent need for data 
collection, thus carrying out in situ observations and measurements using modern 
instrumentation and techniques. These observations have begun to provide us with the 
accurate measurements of atmospheric conditions and other abiotic factors in the areas, 
whereas the early observations were sparse and insufficient in terms of spatial resolution, 
accuracy, international standards and related approaches. We had to deal with several 
other important tasks that had emerged from the former subjects of our scientific 
activities and the first research projects. To achieve these requirements, we planned the 
following: 

1. to establish a long-term monitoring programme focusing on the main abiotic
components of the polar environments: atmosphere, glaciers, permafrost,
lacustrine geo- and eco-systems and their recent changes,

2. to provide quantitative data on local climate conditions and the parameters of a
variety of landscape types and environments at the selected representative sites,

3. to install data acquisition systems and devices adjusted for autonomous year-
round operation in harsh weather conditions,

4. to keep quality assurance, maintenance, methods and protocols for data gathering
in accordance with the international standards and procedures published by the
Commission for Instruments and Methods of Observations
(www.wmo.int/pages/prog/www/IMOP/) and Global Climate Observing System
(http://www.wmo.int/pages/prog/gcos) under the World Meteorological
Organization, the World Glacier Monitoring Service (www.wgms.ch), and the
International Permafrost Association (www.permafrost.org),

5. to gather representative data sets, which can be further used for comparative
studies and the evaluation of regional differences and impacts of climate
variability.

In order to study response of the constituents of polar environments on the climate 
variability as well as the fulfilment of the above-mentioned objectives, we established the 
long-term observational and monitoring network, consisting of an array of automatic 
weather stations and measuring devices at five different localities: four of them are 
situated in the region of the South Shetlands and north-eastern Antarctic Peninsula; the 
last one is located in the central part of the Svalbard Archipelago. 

At the beginning, meteorological observations and measurements were established 

at two research stations in the Antarctic Peninsula region. In the period 1994–1998, the 

monitoring of UV radiation, surface energy balance, snow distribution and the thermal 

regime of the active layer was carried out at the coastal vegetation oasis, near the Polish 

Arctowski Station (Fig. 2) on King George Island, South Shetland Islands (see e.g.; Caputa 

et al., 1997; Kejna and Láska, 1999a, b; Prošek et al., 2000, 2001). As for the second site, 

we selected the Ukrainian Vernadsky Station (formerly the British Faraday Station), 

situated on Galindéz Island off the western coast of the Antarctic Peninsula (Fig. 2). The 
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atmospheric and climate research at Vernadsky Station was carried out in the period 

2002–2006. Part of the long-term atmospheric and climatic monitoring programme is still 

being carried out at Vernadsky Station in a framework of cooperation among the National 

Antarctic Scientific Center of Ukraine in Kiev, the National Taras Shevchenko University of 

Kyiv, Ukraine and Masaryk University, Brno, Czech Republic. The results of the solar 

radiation measurements and comprehensive analysis of the relationships among the 

stratospheric ozone, cloudiness and solar UV radiation were summarized [Paper 1–2]. 

Fig. 2 The location of the selected research stations (red dots) and the study site in the Antarctic 
Peninsula region. The inset maps (a, b) show the position of the Antarctic Peninsula and James Ross 
Island. The inset on the satellite map of James Ross Island (c) represents the area shown in detail in 
Fig. 3. 

Further prospects for continuing the atmospheric and environmental monitoring 

programme emerged during the construction of the Czech Johann Gregor Mendel 

(hereafter Mendel) Station in 2005–2006. The station was established on the northern 

coast of James Ross Island (Fig. 2), which belongs to a transitory zone between the 

maritime Antarctic and continental Antarctic regions. More than 80% of the island surface 

is covered with ice and only the northernmost part of the island (Rabassa et al., 1982), the 

Ulu Peninsula, is significantly deglaciated, representing one of the largest ice-free areas in 

the Antarctic Peninsula region (Fig. 3). From this point of view, it provides a unique place 

for studying many aspects of climate variability, land-atmosphere interaction and the 

impacts of climatic change on terrestrial and aquatic ecosystems. Another important 

moment related to the starting of the measurements was connected with two research 
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projects that were undertaken in the period 2007–2009 under the auspices of the Czech 

Ministry of Education, Youth and Sports and the Czech Science Foundation. 

However, the only available meteorological data and other records for the newly 

investigated area of the Ulu Peninsula were being sourced from regular weather 

observations at Esperanza and Marambio stations, situated 60 km and 80 km away, 

respectively, from Mendel Station. Therefore, new monitoring systems consisting of 

automatic weather stations and data acquisition systems were installed in the study area 

Fig. 3 The location of the automatic weather stations, selected glaciers and other sampling sites on 

the Ulu Peninsula, which are the subject of the interest and publications described in this thesis. 

The topography of the Ulu Peninsula is based on the map of the Czech Geological Survey (2009). 
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during the first years of the station’s operation. Since 2007, an integrated 

multidisciplinary study of glaciers, permafrost, terrestrial and aquatic ecosystems has 

been carried out in the northern part of the Ulu Peninsula. Nowadays, the observation 

network consists of eleven automatic weather stations and twenty other systems like 

smart sensors for permafrost active layer or lacustrine monitoring. The results of the 

atmospheric and climate research on the Ulu Peninsula represent the most important part 

of the thesis and have been summarized [Paper 3–7]. 

Fig. 4 The location of the study site and automatic weather stations (blue triangles) on the western 
coast of Petuniabukta in the northern part of Billefjorden, central Spitsbergen. The inset maps (a, b) 
show the position of Svalbard Archipelago and the Billefjorden area. The automatic weather 
stations mentioned in the text are indicated as follows:  1 – raised marine terrace, 2 – wet 
hummock tundra, 3 – foreland of Hørbyebreen glacier and 4 – top of Mumien peak. The modified 
map of Petuniabukta is based on Svalbardkartet data, Norwegian Polar Institute. 

The Czech long-term monitoring programme in the Arctic was prepared under the 

auspices of the International Polar Year (IPY 2007–2008) and three research projects 

funded by the Czech Ministry of Education, Youth and Sports. The initial phase of the 

monitoring programme was carried out over four summer seasons (2007–2010) by three 

institutions: the University of South Bohemia in České Budějovice, Masaryk University in 

Brno and the Institute of Botany of the Academy of Sciences of the Czech Republic. From 

the beginning, the cooperation with the Adam Mickiewicz University in Poznań, the 

Norwegian Polar Institute and the University Centre in Svalbard, which has investigated 

the Svalbard Archipelago for many years, was very important from two viewpoints: the 

scientific coordination and the field logistical support, both of which were highly 
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beneficial for the Czech research team. The project was proposed with the aim of 

exploring the diversity of both climates and ecosystems at the landscape scale within the 

Arctic region by applying new rigorous measurements of key biological and physical 

variables and processes at multiple circumpolar Arctic observation sites (Elster and 

Rachlewicz, 2012). 

The area of Petuniabukta in the central part of Spitsbergen, Svalbard Archipelago 

would become the most suitable place for the implementation of the complex monitoring 

programme and fulfilment of individual project tasks. Petuniabukta is a northward-

oriented bay that closes the northern part of Billefjorden (Fig. 4). Due to the lack of year-

round meteorological and environmental data for Petuniabukta and the large distance 

between Petuniabukta and the nearest weather station at Svalbard Lufthaven in 

Longyearbyen, located 56 km away, the new monitoring network was established in the 

period 2007–2009. The experience and technical solutions obtained during the previous 

Antarctic expeditions proved the importance of carrying out comprehensive 

measurements using autonomous measuring systems and weather stations with year-

round operation. Since 2014, the network has consisted of eight automatic weather 

stations and ten other monitoring devices for gathering meteorological data and 

important abiotic parameters from the terrestrial area of Petuniabukta. The summary of 

Paper 8–10 is based on the meteorological data recorded in the area of Petuniabukta and 

the evaluation of local climate conditions in relation to large-scale weather systems, the 

complex topography, and the pronounced effect on biotic components of the Arctic 

ecosystems. 
 

2.1 Solar radiation variability in high-latitude locations 

Solar radiation provides the Earth with energy that generates a variety of dynamic 
processes and triggers numerous physical and chemical reactions in the atmosphere, 
biosphere, hydrosphere and cryosphere. For that reason, the measurements and 
modelling of solar radiation is considered an important issue in the natural sciences, 
examining environmental problems. In the last few decades, interest in solar ultraviolet 
(UV) radiation has increased within the scientific community as it has been found that 
there is a broad variety of effects on biological processes, including harmful effects on 
DNA, human skin and the overall immune system (e.g.; De Fabo et al., 1990; Schmalwieser 
et al., 2002a; Weihs et al., 2013). 

Solar UV radiation depends on many atmospheric factors. Among the most important 

are ozone, clouds and aerosol load. The first observation of ozone depletion over 

Antarctica was documented at the beginning of the 1980s (Farman et al., 1985). Over the 

past three decades there has been a large-scale depletion of stratospheric ozone, except in 

the year 2002, when an unprecedented sudden major stratospheric warming resulted in 

an almost no-ozone-hole episode (Varotsos, 2004). Several studies indicate that both 

atmospheric circulation and stratospheric temperature play an essential role in the 

intensity of ozone losses over both hemispheres (Hofmann et al., 2009). Apart from that, 

the consecutive deceleration of ozone losses over Antarctica during the last decade was 

reported (Kravchenko et al., 2009). The most recent papers indicate that the Antarctic 
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ozone hole could return to 1980 levels by about the years 2050 to 2060 (Hassler et al., 

2011; Douglass et al., 2014; Chipperfield, 2015). As ozone is an important greenhouse gas, 

changes to its distribution in the stratosphere can affect not only the climate of the 

stratosphere but also the climate at the Earth's surface. Therefore, it is important to 

understand the geographical distribution of stratospheric ozone over Antarctica, the 

changes in solar UV radiation, and the processes and possible impacts on the Earth's 

climate system. 

 

2.1.1 Modelling of solar ultraviolet radiation in the Antarctic Peninsula region 
[Paper 1] 

In order to study and evaluate the effects of atmospheric factors on UV radiation, different 
types of instrumentation and models were developed. Models of UV radiation prediction 
can be divided into three main groups: (1) Radiative transfer models, including multi-
scattering (e.g.; Stamnes et al., 1988; Madronich et al., 1998; Berk et al., 2005; Mayer and 
Kylling, 2005), (2) Physical models with a simple parameterization for district 
wavelengths (e.g., Schippnick and Green, 1982 or Schauberger et al., 1997) and (3) 
Statistical models (Canadian model – Burrows et al., 1994; CHMI model – Vanicek, 1997; 
ETH Zürich model – Renaud et al., 2000). Particularly the radiative transfer models 
require extensive computation and many assumptions about the atmospheric parameters, 
which are generally difficult to obtain in Antarctica. The simplest group of statistical 
models uses a regression equation, which is obtained by fitting the observed UV radiation 
to the selected file of input parameters. However, most of the UV radiation models were 
designed and parameterized outside the Antarctic stratospheric depletion area and have 
to be verified in terms of the treatment of  ozone, clouds and their properties at the edge 
region of the polar vortex.  

Therefore, we decided to develop our own nonlinear regression model with a 

hyperbolic transmissivity function [Paper 1], which takes into account both the character 

of the available data and the specific conditions in the Antarctic Peninsula region. In the 

initial stage of our work, we benefited from the experience and cooperation of the 

Institute of Medical Physics and Biostatistics, University of Veterinary Medicine in Vienna, 

which developed and operationally used the global UV forecast model (Schauberger et al., 

1997). The Austrian forecast model was a fast spectral model based on the measurements 

of Bener (1972) at Davos (Switzerland) following a suggestion of Diffey (1977). The input 

parameters were zenith angle, distance between the Earth and Sun, altitude as well as a 

global total ozone column dataset prepared by a simple scheme (Schmalwieser et al., 

2002b), which was considered to be appropriate for the UV Index forecast. The validation 

was done by comparing forecast values to ground-based measurements gathered by 

Model 501 UV broadband radiometers (Solar Light, Inc., USA) at six sites on four 

continents, ranging from 67°N to 60°S. One of the southernmost locations used for model 

validation was the Polish Arctowski Station on King George Island (Fig. 2) using the 

measurements taken by our team in the period 1996–1998 (Prošek et al., 2001; 

Schmalwieser et al., 2002a). During the validation process, special attention was put on 

the frequency of overestimation of the modelled irradiances. We found that the hit rate of 

the forecast was 48.1%, while a large overestimation of the modelled UV Indexes reached 
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up to 50% during an ozone hole period and due to the significant effect of cloudiness 

(Schmalwieser et al., 2002b). 

The newly developed nonlinear regression model improved the way to estimating 

erythemally weighted (EW) solar radiation incidence on the Earth's surface [Paper 1]. 

Instead of the widely used ozone transmissivity exponential function (e.g., Kondratyev 

and Varotsos, 1996), we proposed a new approach based on a quantum transmission 

model using the hyperbolic attenuation of the solar radiation. For the purpose of the 

model, the ozone layer was divided into imaginary layers to solve the issue of absorption 

by the ozone more precisely. In this approach, the radius of the Earth, the mean height of 

the ozonosphere, the daily means of the solar elevation angle and total ozone column 

were used for resolving the geometrical approximation of the actual sunlight path through 

the spherical layer of atmosphere. The other input parameters were extraterrestrial 

short-wave and EW radiation, and short-wave downwelling (SWD) radiation, which was 

observed at the particular site [Paper 1].  

The model was successfully validated at the Ukrainian Vernadsky Station for the 

period 2002–2003. Systematic long-term measurements of the intensity of solar radiation 

and important constituents of its spectrum were carried out using two types of 

radiometers: the CM6B pyranometer (Kipp & Zonen, the Netherlands) and Model 501 

version 3 UV-Biometer, manufactured by Solar Light, USA. The other input parameters 

were retrieved from the ground-based ozone measurements of the Dobson 

spectrophotometer and satellite-based measurements of the Total Ozone Mapping 

Spectrometer [Paper 1]. The quality of the nonlinear model was examined using the mean 

average prediction error (Von Storch and Zwiers, 2002), which ranged between 7.4% and 

9.6%. These findings showed that the model outputs depend significantly on the seasonal 

changes of the total ozone column as well as on the source of the ozone data, i.e. the 

Dobson spectrophotometer or the Total Ozone Mapping Spectrometer. Although the 

model differences according to ozone inputs did not exceed 3%, the prediction errors 

occasionally reached 10%, due to differences in absorption and the scattering of UV 

radiation given by the type of approximations used in our model [Paper 1]. 

Overall, our results were in agreement with the findings of Weihs and Webb (1997), 

Koepke et al. (1998) and De Backer et al. (2001). They found differences between the 

measurements and models for the middle-latitude regions in the range of 5 to 10% with 

statistical uncertainty of 2–3%. Further improvement of the nonlinear model and several 

case studies in the Antarctic Peninsula region are shown in the next sections. 

 
2.1.2 Effect of ozone and cloudiness variation on solar ultraviolet radiation on the 
western side of the Antarctic Peninsula [Paper 2] 

The spatiotemporal variability of UV radiation and total ozone have become a high 
priority topic in scientific research. In the high latitude locations of the Southern 
Hemisphere, stratospheric ozone, solar elevation angle, clouds and surface albedo are the 
main factors influencing solar UV radiation at ground levels (Nunez et al., 1997; Lubin and 
Morrow, 2001; Labow et al., 2011). In contrast to the central part of continental 
Antarctica, the short-term variability in the total ozone column in the coastal regions is 
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mainly related to atmospheric dynamics, while short-term variability in UV radiation is 
mainly controlled by cloudiness (Bernhard, et al., 2010). However, cloudiness may often 
mask the effect of stratospheric ozone changes on the incident UV radiation and could 
either significantly reduce or even increase the UV flux reaching the ground (Calbó et al., 
2005). 

The main aim of Paper 2 was therefore 1) to analyse the variability of cloudiness and 

stratospheric ozone distribution at the edge of the polar vortex, 2) to evaluate the 

influence of these factors on incident solar UV radiation, and 3) to test the performance of 

the nonlinear model under various amounts of cloud cover. This work was a continuation 

of our previous research accomplished in the region of the Antarctic Peninsula since 1995 

(Prošek et al., 2001; Schmalwieser et al., 2002a, 2002b). For the purpose of this study, the 

nonlinear regression model with a hyperbolic transmissivity function was used [Paper 1]. 

The measurements of SWD and EW irradiance were carried out at Vernadsky Station, 

using a CM11 pyranometer (Kipp & Zonen, The Netherlands) and a broadband UV-

Biometer Model 501A (Solar Light, USA) over a 3-year period. To improve the quality of 

the total ozone column data, the exploitation of the ground-based ozone measurements 

made by the Dobson spectrophotometer and satellite-based measurements of the Total 

Ozone Mapping Spectrometer (TOMS) was performed. In addition, the daily mean 

cloudiness based on 3-hours synoptic observations of total cloud amount at Vernadsky 

Station was used for the purpose of further evaluation. 

High seasonal variability of the SWD and EW irradiances and total ozone column at  

Vernadsky Station were found in the period 2002–2005 [Paper 2]. Ozone column 

variation, expressed by the variation coefficient, decreased significantly from spring 

(~30%) to autumn (~8%), as a consequence of ozone depletion weakening. However, the 

ozone depletion period (September–October) was not clearly pronounced on the EW 

radiation due to a high level of cloudiness and the low solar elevation angle in this time. 

The high occurrence of cloud cover between 7–8 oktas (64% of all cases) coincided with 

cyclogenesis in the circumpolar trough near 60° S (Turner et al., 1998). The mean 

cloudiness at Vernadsky reached 6.9 oktas with the maximum variation during summer 

and minimum during autumn and winter. The seasonal fluctuation is consistent with the 

occurrence of a layer of low stratiform clouds over the high-latitude of the Southern 

Hemisphere and has the largest incidence during winter (Klein and Hartmann, 1993). 

Results in Paper 2 demonstrated that while the variation in cloudiness determined short-

term fluctuations of the radiation fluxes, ozone declines caused solar radiation changes of 

prolonged periodicity in the second half of the year. Therefore, the EW radiation was the 

greatest in November and December, when the low total ozone column coincided with 

relatively large solar elevation angles. The largest EW daily doses of 5.2–5.4 kJ m-2 were 

measured on 5 December 2003 and 25 November 2003. These values were lower than the 

largest dose of 8.8 kJ m-2 recorded at Palmer station in the western Antarctic Peninsula on 

10 November 1997 and 7 December 1998 (Bernhard et al., 2005). This illustrates the 

emerging evidence that ozone depletion peaks were highly pronounced in the late 1990s 

and the first decade of the 21st century (Newchurch et al., 2003; Eleftheratos et al., 2015). 
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In the last part of Paper 2, the modelled EW irradiance was evaluated against the 

cloudiness. Generally, the modelled daily irradiance showed very good agreement with 

the observed values (R2 = 99.2%). Two different statistical parameters were used for the 

model validation: 1) residuals of the EW irradiance in kJ m-2, and 2) mean average 

prediction error expressed in percents. The highest EW residuals (–0.18 and +0.24 kJ m-2) 

occurred from September to March, independently of the ozone depletion period. The 

largest variation of EW residuals, expressed by the standard deviations, occurred around 

the summer solstice (November–January) in connection with a higher variation of 

cloudiness. Nevertheless, the occurrence of EW residuals of higher than ±0.15 kJ m-2 

represented only 1% of all cases. The mean average prediction error reached 4.4% over 

the studied period. Interestingly, such small mean average prediction errors were 

reported during high summer when they ranged from 2.6 to 3.5%. Differences in the 

frequency distribution of the EW residuals between the individual seasons of 2002–2005 

were found to be small and insignificant [Paper 2]. The largest EW residuals were found in 

partly cloudy conditions (0–4.0 oktas) with high variability of cloud types, and their 

thickness and brightness during a day. In this case, the mean average prediction error 

rose up to 5.9%. This can be partly explained by the fact that model parameterisation was 

done for all sky conditions, under which daily mean cloudiness reached 6.9 oktas. 

Furthermore, the partly cloudy category included thin and moderately thick clouds in 

which the strong Rayleigh scattering of short wavelengths and consequent wavelength-

dependent directional distribution of the sky radiance were well documented (Kylling et 

al., 1997; Bernhard et al., 2004; Lindfors and Arola, 2008). 

The results in Paper 2 were difficult to compare to other studies, since only few 

Antarctic stations equipped with the same instruments carried out both the 

measurements and estimates of the EW radiation intensities. Generally, the cloud effects 

are considerably larger compared to the interior part of Antarctica (e.g. South Pole) due to 

optically thicker clouds in the coastal areas (Bernhard et al., 2006; Bromwich et al., 2012). 

The results are also in agreement with the findings of De Backer et al. (2001), 

Schmalwieser et al. (2002b) and Cordero et al. (2013), showing the sensitivity of EW 

irradiances to the transmission factors of the clouds, subsequently, cloud types and their 

base heights. 

 
2.1.3 Evaluation of solar ultraviolet radiation on the eastern side of the Antarctic 

Peninsula – the influence of ozone, cloudiness and surface reflectivity [Paper 3] 

The Antarctic Peninsula mountains are an important orographic barrier to the persistent 
Southern Ocean westerlies (King and Turner, 1997). The western Antarctic Peninsula, 
therefore, has a polar maritime climate, dominated by the relatively warm and ice-free 
Bellingshausen Sea, whilst the eastern Antarctic Peninsula and James Ross Island have a 
rather polar continental climate, influenced by the Weddell Sea, which is mostly ice-bound 
for much of the year (Vaughan et al., 2003). The orographic influence causes spatial and 
temporal differences in the cloudiness and other meteorological variables shaped by 
synoptic- and meso-scale circulation systems on the eastern (leeward) side of the 
Antarctic Peninsula (King and Comiso, 2003). In addition, the linkage between the positive 
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Southern Annular Mode (Marshall et al., 2006) and the increase of cloud cover was found 
on the windward side, while there was a decrease on the northern leeward side of the 
Antarctic Peninsula (Van Lipzig et al., 2008). However, the specific features of this region, 
such as the seasonal variations in the total ozone column, cloudiness and sea ice extent, 
may complicate the forecasting or the reconstruction of the incident solar UV radiation. 

Paper 3 presents the results from the first three years of solar radiation 

measurement at Mendel Station, for which a new version of the nonlinear regression 

model with an improved algorithm for estimation of EW radiation was tested. 

Furthermore, the model results are discussed based on satellite measurements of total 

ozone column and effective surface reflectivity at 360 nm (hereafter, reflectivity) for the 

study site. The measurement of solar radiation at Mendel station was performed with an 

identical set of instruments (Kipp & Zonen CM11 pyranometer and Solar Light 501A UV-

Biometer) as at Vernadsky station. To protect them from snow and ice accumulations, the 

instruments were equipped with Kipp & Zonen CV2 heater ventilation units. The 

radiometers were regularly calibrated at the Solar and Ozone Observatory of the Czech 

Hydrometeorological Institute in Hradec Králové, Czech Republic. There are not any 

ground-based ozone measurements available at Mendel station. Therefore, total ozone 

column and reflectivity data were obtained by the Ozone Monitoring Instrument (OMI) 

onboard the EOS-Aura spacecraft for the geographical coordinates of Mendel Station 

(http://avdc.gsfc.nasa.gov/). As reported by many authors, the enhanced algorithms 

applied to the OMI measurements should have a root-mean squared error of 1-2%, 

depending on the solar zenith angle and aerosol amount (e.g.; Ahmad et al., 2004; Jaross 

and Warner, 2008).  

The analysis of SWD and EW irradiances in the period 2007-2009 confirmed a large 

seasonal and day-to-day variability of both parameters in relation to the solar elevation 

angle and cloudiness [Paper 3]. The highest daily SWD and EW irradiances occurred from 

the second half of November to mid December, and reached up to 35 MJ m-2 and 5 kJ m-2, 

respectively. The total ozone column ranged from 112 DU to 419 DU in spring 2007, while 

in 2008 it varied from 135 DU to 345 DU, due to a weakening of the polar vortex and much 

smaller area of ozone depletion (Eleftheratos et al., 2015). Similarly, the variation 

coefficient of the total ozone decreased more slowly from spring (~26%) to autumn 

(~8%). The influence of ozone depletion on EW radiation was overlaid by the effect of 

cloudiness with a high optical depth. The seasonal occurrence of low stratiform clouds 

with spring minimum and autumn maximum values on the eastern side of the Antarctic 

Peninsula was also reported by Verlinden et al. (2011). Therefore, daily EW radiation 

measured within the ozone depletion period (September–October) ranged between 3 and 

4 kJ m-2 under clear sky conditions. These results are in agreement with Paper 2, while the 

earlier observations carried out at Palmer station showed an almost twice as high an EW 

irradiance level due to large ozone depletion (Bernhard et al., 2005). It should be noted, 

however, that ozone, cloudiness and UV irradiance during the 1990–2011 period did not 

show any significant long-term trends over the southern high latitudes (Eleftheratos et al., 

2015). 
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The effects of the atmospheric factors on the prediction of EW radiation were 

evaluated using a nonlinear regression model [Paper 1]. Model parameterization and 

additional computation were done for 539 days in the period 2007–2009. To examine 

whether the sensitivity of input parameters affects the modelled outputs, the relative 

prediction errors of EW radiation based on SWD irradiance and total ozone column input 

data were calculated. We found that uncertainties in the satellite-based ozone 

measurements influenced the estimation of EW irradiance four times more than the 

uncertainty of the SWD measurements. Hence, the accuracy of the EW prediction in the 

ozone depletion period may reach up to ±7% on average (±27% in the extreme case), 

while outside of the ozone depletion period, the accuracy of prediction may significantly 

improve for ±3.5% (±10% in extreme case).  

Overall, the modelled daily EW irradiance based on the satellite-based data showed 

very good agreement with the observed values (R2 = 98.6%). The EW residuals 

(observation against the model) varied from –0.21 to +0.28 kJ m-2, with the highest 

frequency of occurrence from October to February. The mean average prediction error 

reached 6.0% over the studied period. This can also be compared with the previous 

results of Paper 1, where both ground and satellite ozone measurements were applied. 

For the satellite-based data, the mean average prediction error at Vernadsky station 

ranged from 8.8% to 9.5%, depending on the season. The new modelled outputs were 

further evaluated using satellite-based reflectivity and EUV residuals classified according 

to the solar elevation angle and ozone depletion period. The highest reflectivity (85–

100%) and its smallest variation were closely connected to the maximum sea-ice extent 

along the Antarctic Peninsula from August to October each year. The summer shrinkage of 

the sea ice consequently caused the high variability of the surface reflectivity from 

November to February. However, it has been proven that seasonal variation of the 

satellite reflectivity had only a marginal effect on the predicted EW irradiance. The mean 

average prediction errors from November to January were below 4.4%, while the largest 

errors of about 7% occurred during spring ozone decline. 

This confirms the findings by Bernhard et al. (2005), who reported that particularly 

high UV fluxes and their large variation were observed at Palmer station during the years 

when the polar vortex became unstable and air masses with low ozone concentration 

moved toward the Antarctic Peninsula. In combination with the relatively high solar 

elevations in October and November, it led to UV intensities exceeding summer levels in 

the mid latitude regions (Bernhard et al., 2010). Nevertheless, the nonlinear regression 

model has provided high-quality estimates of the EW irradiance at ground level [Paper 3], 

as documented by the sensitivity analysis and fact that the EW residuals of higher than 

±0.15 kJ m-2 represented less than 5% (26 days) of all cases. 

 

2.1.4 Effects of atmospheric and environmental factors on solar radiation 

variability at two contrasting Antarctic sites [Paper 4] 

Besides the astronomical parameter, the atmospheric and environmental characteristics, 

such as the atmospheric transmittance, mainly determined by the cloud cover features 

and aerosol loadings, together with the surface reflectivity (albedo), significantly impact 
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the solar irradiance on the ground ([Paper 2]; Lee et al., 2015). Since the environmental 

factors usually change significantly with the season, latitude and altitude, the distinct 

difference between the transmittance characteristics of the atmosphere over the coastal 

regions (Antarctic Peninsula) and interior Antarctic Plateau affect the spatiotemporal 

variability of solar irradiance on the continent. It is worth noting that the atmosphere over 

the Antarctic Plateau is slightly contaminated by aerosols and, as a result, their impact on 

the solar irradiance variations in the deep continental zone is assumed to be of minor 

importance (Tomasi et al., 2007). 

In Paper 4, the features of solar radiation observed at two contrasting Antarctic sites 

located in the coastal zone and highly-elevated interior plateau were analysed with the 

aims of examining the role of the factors, impacting irradiance variability during the 

daylight part of the year. In addition, the approximate quantitative estimates were 

presented, outlining the contribution of these factors to the solar irradiance variations at 

the different Antarctic regions. We compared the measurements of SWD and EW 

irradiances measured at Mendel and Dome Concordia stations during 260 days of the 

austral spring–summer months from 2007 to 2011. Concordia is situated on the Antarctic 

Plateau in the opposite part of the continent at a distance of about 4600 km from Mendel 

station. More details of the stations and measuring devices can be found in Paper 3 and 

the study of Vitale et al. (2011). The surface reflectivity data for both stations were 

provided by version 3 of OMAERUVG daily global data products (level 2G) retrieved from 

the Ozone Monitoring Instrument (OMI, 2014). The cloud cover fraction was taken to 

characterise the atmospheric transmittance and was derived from the Atmospheric 

Infrared Sounder L3 cloud property retrievals (Platnick et al., 2003). The values of the 

reflectivity and cloud cover fraction were extracted for an area of ± 1° in both latitude and 

longitude around each of the stations. Since the ground-based measurements give the 

variations in the surface solar irradiance caused by all the impacting factors, it was 

considered that a realistic representation of the seasonal component in the observed 

variations can be determined through model evaluations performed for clear sky 

conditions. The Tropospheric Ultraviolet-Visible (TUV) radiative transfer model 

(Madronich and Flocke, 1997) was therefore used to achieve satisfactory results within a 

comparatively short computation time. 

The surface reflectivity at Mendel station ranged between 12% in summer (January) 

and 96% in the late winter (August). In contrast, the permanent snow-covered surface at 

Concordia station was characterised by a high albedo varying from 88% to 100% during 

the year. The mean cloud cover fraction reached a value of about 63% due to prevailing 

overcast conditions at Mendel station, while the cloudless atmosphere and low aerosol 

content over Concordia were represented by a mean cloud cover fraction of 4%. 

Therefore, the SWD irradiance observed at Concordia was strongly correlated with the 

maximum daily value of the solar elevation angle (R2 = 96%), while a similar strong link 

for the EW irradiance was less remarkable (R2 = 74%), likely because of the additional 

effect of the ozone column variations during the spring period. In contrast, both EW and 

SWD components registered at Mendel station did not show any functional relationship 

with the solar elevation, due to low-level cloud occurrence. This is consistent with the 
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studies by Verlinden et al. (2011) and Bromwich et al. (2012), analyzing the occurrence 

and vertical distribution of the tropospheric clouds and their seasonal changes in the 

Antarctic Peninsula region. 

Overall, the seasonal irradiance variations, determined by the solar elevation trend, 

were clearly seen at Concordia station, where this astronomical factor caused 94% of the 

irradiance changes, while the cloud cover fluctuations reduced the solar radiation by 5% 

on average. On the contrary, the seasonal trend observed at Mendel, which caused about 

71% of irradiance variations, was significantly masked by the cloudiness, aerosols and 

albedo changes that contributed an average decrease in the solar irradiance of 25% for 

EW and 29% for SWD irradiance [Paper 4]. However, slightly different figures have been 

reported for Palmer station situated on the western side of the Antarctic Peninsula. 

Exploiting the ground-based measurements, Bernhard et al. (2005) reported higher 

attenuation of UV irradiance at 345 nm due to clouds between 28% (October and 

November) and 42% (February) compared to clear-sky levels. It also proves that 

significant differences in the cloud cover fraction and cloud thickness can be found 

between the western and eastern sides of the Antarctic Peninsula (Verlinden et al., 2011). 

Moreover, the large east-west gradient in upper-level cloud incidence was reported in the 

region of the upwind (western) side of the Antarctic Peninsula. Considering that the 

seasonal trend of solar elevation is a strongly determined parameter, it can be concluded 

that the radiation on the interior Antarctic Plateau should be much easier to predict than 

in the coastal region, where the day-to-day variability in cloud cover, together with the 

changes in aerosol concentrations and surface albedo have a higher weight [Paper 4]. 

The ozone column was found to be the subject of similar change patterns at both 

stations over the studied period, reducing the EW irradiance by nearly 46% with respect 

to the corresponding EW calculated for the minimum value of ozone column at each site. It 

is worth mentioning that for certain sub-periods, Mendel station was out of the ozone 

depletion area over the Antarctic continent during the spring time, due to its lower 

latitude with respect to Concordia. For instance, a total ozone of 175 DU was registered at 

Mendel station on 23 November 2007, while the corresponding value was 330 DU at 

Concordia. A similar event was observed on 24 November 2008, when the ozone column 

at Mendel station was 173 DU versus 335 DU at Concordia. Finally, the sensitivity of 

incident UV irradiance to the variations in the ozone column was further quantified by the 

radiation amplification factor (Madronich, 1993; [Paper 4]). The radiation amplification 

factors for both the Mendel and Concordia stations were very close to each other, with the 

values of 0.92 and 0.88, respectively. The performed analysis allows the conclusion that 

the ratio between the daily doses of EW and SWD irradiances, considered a function of the 

ozone column, is able to provide a realistic estimate of the radiation amplification factor, 

which quantifies the impact of the ozone on surface UV irradiance. Therefore, it can 

improve the method of the assessment of solar UV radiation data retrieved from different 

types of ground-based instruments placed in high latitude areas. 
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2.2 Impacts of climate variability on glacial, periglacial and aquatic 
environments of northern James Ross Island, Antarctic Peninsula 

 

2.2.1 Changes of land-based glaciers on the Ulu Peninsula during the last three 
decades [Paper 5] 

The largest annual atmospheric warming on the Earth for the second half of the 20th 

century was reported from the western side of the Antarctic Peninsula, where the mean 

air temperatures have increased at a rate of 0.56 °C per decade over the whole year and 

by 1.09 °C per decade during the winter (Turner et al., 2005). The warming has taken the 

form of a reduction in the number of extreme cold winters at the Antarctic Peninsula 

(Turner et al., 2015). Temperatures on the eastern side of the Antarctic Peninsula have 

risen most during the summer and autumn at a rate of 0.39 °C per decade due to the 

strengthening of the westerlies that took place as the Southern Hemisphere Annular Mode 

(SAM) shifted into its positive phase (Marshall, 2002). Stronger westerly winds now bring 

warm, maritime air masses across the Antarctic Peninsula to the low-lying ice shelves on 

the eastern side and surrounding islands with the Foehn Effect adding to the warming of 

the air masses coming over the Antarctic Peninsula (Marshall et al., 2006). 

This warming has coincided with the disintegration of ice shelves and the retreat of 

many land-terminating glaciers in the region (e.g.; Skvarca et al., 1998; Cook et al., 2005; 

Glasser et al., 2011). Land-based glacier mass loss has been most prominent at the 

northern tip of the Antarctic Peninsula due to the pronounced acceleration of glacier flow 

(Rignot et al., 2008). Detailed analyses of satellite imagery and some isolated mass-

balance measurements suggest that small land-terminating glaciers are especially 

sensitive to climate change (Rau et al., 2004). Estimation of ice sheet and glacier mass 

balances and their potential contribution to sea level rise are dependent on a good 

understanding of spatiotemporal changes in snow accumulation, comprising the net result 

of precipitation, sublimation, snow drift, and melt. However, there are no representative, 

or accurate measurements of precipitation along the eastern coast of the Antarctic 

Peninsula due to its solid form and high wind speed, making a standard rain gauge 

measurement impossible (Zvěřina et al., 2014; Nývlt et al., 2016). Because snow 

accumulation and mass balance are difficult parameters to measure, it is important to use, 

or combine direct geodetic measurements with advanced geophysical methods, remote 

sensing data and atmospheric modelling. Moreover, only a few glaciers in the Antarctic 

Peninsula and surrounding islands are monitored by field surveys (Simões et al., 1999; 

Molina et al., 2007; Rückamp et al., 2011; Navarro et al., 2013; Marinsek and Ermolin, 

2015). Furthermore, the determination of glacier bed topography, ice thickness and mass 

balance changes may be used to detect ice dynamics and sensitivity to climate change as 

well as to predict future glacier behaviour in different climatic scenarios (Fountain et al., 

1999; Rippin et al., 2011; Bamber and Aspinall, 2013). 

The aim of Paper 5 was to identify the impact of climate change on the glaciers in the 

north-eastern Antarctic Peninsula and to describe its areal and volumetric changes over 

the last three decades. In Paper 5, two land-terminating glaciers on the Ulu Peninsula, 

James Ross Island have been studied: Davies Dome, an ice dome originating on the surface 
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of a volcanic mesa with one prominent outlet flowing down to Whisky Bay, while Whisky 

Glacier is a north-facing land-terminating valley glacier surrounded by vast areas of ice-

cored terminal moraine (Fig. 3). The changes in elevation, area and geometry of both 

glaciers between 1979 and 2006 were derived from digital elevation models (Czech 

Geological Survey, 2009) based on aerial photogrammetric imagery. Ice thickness was 

measured during a field campaign in January and February 2010 using ground-

penetrating radar and post-processed in accordance with numerous descriptions of radar 

investigations of glacier thickness (e.g.; Plewes and Hubbard, 2001; Navarro and Eisen, 

2009). Glacier volume and glacier bed elevations were derived from these data. 

In 2006, Davies Dome had an area of 6.5 km2 and lay at an altitudinal range of 0–514 

m a.s.l. Whisky Glacier is a cold-based valley glacier, covering an area of 2.4 km2 in an 

altitudinal range of 215–520 m a.s.l. The mean ice thickness of Davies Dome and Whisky 

Glacier is 32.4 ± 1.2 m and 99.6 ± 1.8 m, respectively. Between 1979 and 2006, the area of 

the ice dome decreased from 6.23 ± 0.05 km2 to 4.94 ± 0.01 km2 (–20.7%), while the area 

of the valley glacier was reduced from 2.69 ± 0.02 km2 to 2.40 ± 0.01 km2 (–10.6%). These 

values are higher than the mean annual areal changes of ice caps on Livingston Island 

(Calvet et al., 1999; Molina et al., 2007) and King George Island (Simões et al., 1999) over 

the period 1956–2000. According to recent studies, the mean annual area decrease of 

Davies Dome and Whisky Glacier is similar to the accelerated area loss reported for 

glaciers on King George Island in the period 2000–2008 (Rückamp et al., 2011), while 

deceleration of the mass losses on Livingston Island was reported over the period 2002–

2011 (Navarro et al., 2013).  

The volume of the ice dome and valley glacier in the period 1979–2006 was reduced 

from 0.23 ± 0.03 km3 to 0.16 ± 0.02 km3 (–30.4%) and from 0.27 ± 0.02 km3 to 0.24 ± 0.01 

km3 (–10.6%), respectively. The mean surface elevation decreased by 8.5 ± 2.8 m and 10.1 

± 2.8 m in the same period. The mean annual elevations of Davies Dome and Whisky 

Glacier declined by 0.32 ± 0.10 m and 0.37 ± 0.10 m, respectively. These values agree well 

with the mean surface lowering of 0.32 m w.e. a–1 observed over the period 1988–1997 at 

Rothera Point on the south-western Antarctic Peninsula (Smith et al., 1998) and with the 

mean lowering rate of 0.2 m a–1 reported from the summit of Bellingshausen Dome on 

King George Island (Rückamp et al., 2011). By contrast, our estimates are lower than the 

values reported for the Glaciar del Diablo located on the northern coast of Vega Island ca. 

30 km northeast of our studied glaciers. The mean annual surface lowering of this glacier 

was –1.00 m w.e. over the period of 1985–1998 (Skvarca et al., 2004), which is much 

higher than the mean values of –0.22 m w.e. a–1 over the period 2001–2011 published for 

the same glacier by Marinsek and Ermolin (2015). 

Generally, the average areal (0.048–0.011 km2 a–1) and volumetric (0.003–0.001 km3 

a–1) changes of Davies Dome and Whisky Glacier are higher than the majority of other 

estimates from Antarctic Peninsula glaciers [Paper 5]. If the estimated rate of volume loss 

continues, they could disappear within 62 ± 52 and 227 ± 220 years, respectively. This 

approximated timing corresponds well with the value based on the mean rate of areal loss 

for Whisky Glacier (228 ± 22 years to extinction); however, the volumetric change of 

Davies Dome is more rapid than its areal change (104 ± 5 years). We assume that area 
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rather than volume is a more important factor in the future evolution of both glaciers 

[Paper 5]. However, recent glaciological observations available for some glaciers on 

Livingston Island suggest that greater retreat and ice volume loss over the last three 

decades have been replaced by a slower decrease of mass loss (Navarro et al., 2013). The 

authors attribute this deceleration to a combination of decreased melt and increased 

accumulation (precipitation) in the South Shetland Islands, which is associated with the 

deepening of the circumpolar pressure trough, while the melt decrease is associated with 

lower summer surface temperatures in the period 2002–2011. Meteorological data from 

our recent studies on the Ulu Peninsula, James Ross Island revealed that changes in the 

surface elevation and mass balance of Davies Dome and Whisky Glacier over the last 

decade are most likely to be a result of orographically enhanced accumulation via snow 

drifting by prevailing westerly and southwesterly winds, which are typical for the 

northern part of James Ross Island (Zvěřina et al. 2014; Láska et al., 2015). The other 

meteorological parameters, such as air temperature and solar radiation, have become less 

important with time. 

 

2.2.2 Changes of the permafrost active layer and its thermal properties on the Ulu 

Peninsula [Paper 6] 

The response of permafrost to the recent climate warming represents one of the most 

important topics in periglacial research and climate modelling (IPCC, 2013). Numerical 

models indicate that permafrost may become the dominant contributor of CO2 and CH4 to 

the atmosphere in the 21st century (Schaefer et al., 2011). It is therefore crucial to fully 

understand the dynamics and climatic sensitivity of permafrost and active layer thickness, 

particularly in the polar areas, which are undergoing rapid warming. The mean annual air 

temperatures rose substantially along the Antarctic Peninsula, with accelerating glacier 

retreat and permafrost temperature increase (e.g.; Strelin et al., 2006; Cook and Vaughan, 

2010; Bockheim et al., 2013; Davies et al., 2013). At the same time, the positive trend in 

precipitation and snow accumulation has been observed and modelled on the western 

Antarctic Peninsula since 1950 as a result of changes in the atmospheric circulation and 

its regional variability (Van den Broeke et al., 2006; Thomas et al., 2008). However, the 

magnitude and pattern of atmospheric warming differ significantly between the western 

and eastern side of the Antarctic Peninsula due to changes in sea surface temperatures, 

sea ice cover and atmospheric circulation. Despite the increasing number of periglacial 

studies focusing on the Antarctic Peninsula in the last decade (e.g.; Vieira et al., 2010; 

Bockheim et al., 2013; Almeida et al., 2014; de Pablo et al., 2014), the thermal conditions 

in the active-layer and their interaction with meteorological factors are not well known. In 

particular, the influence of snow on active-layer thickness and thermal regime is relatively 

poorly understood, despite being a major modulating factor to the atmosphere (Boike et 

al., 2008). Furthermore, most of the permafrost and active layer monitoring sites are 

located along the western coast of the Antarctic Peninsula and on the South Shetland 

Islands; only a limited amount of the data originates from the eastern Antarctic Peninsula 

(Bockheim et al., 2013). The northernmost ice-free part of James Ross Island (Fig. 2) 
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represents a unique place to study the sensitivity of permafrost and active layer in 

relation to regional atmospheric warming. 

The main aims of Paper 6 were, therefore, (a) a description of the current state and 

thermal dynamics of the active layer on the Ulu Peninsula, northern James Ross Island in 

2011–2013 and (b) the evaluation of the effect of air temperature and snow cover on 

active-layer temperature and their seasonal dynamics. The study site was located on a 

Holocene marine terrace, approximately 100 m south of the Mendel Station at 10 m a.s.l. 

(Fig. 3). Temperature conditions in the active layer were measured at depths of 5, 10, 20, 

30, 50 and 75 cm using Pt100/Class A resistance probes (EMS Brno), while an air 

temperature probe (EMS 33) was placed at 2 m above the ground. The occurrence of snow 

cover was estimated from surface albedo and measurements of incoming and reflected 

shortwave radiation using EMS-11 (EMS Brno) and CM6-B (Kipp & Zonen) radiometers. 

Additionally, snow depth was measured using an ultrasonic depth sensor (Judd 

Communication). In order to evaluate the buffering effect of snow cover on ground 

temperatures, the thawing and freezing degree days and the freezing n-factors were 

calculated (Guglielmin et al., 2008). 

The maximum active layer thickness was observed between the end of January and 

the middle of February. The maximum thicknesses of 58 and 52 cm measured in 2012 and 

2013, respectively, were significantly lower than the values reported from the low-

elevation sites of the South Shetland Islands, South Orkney Islands, or the western 

Antarctic Peninsula coast (Guglielmin et al., 2012; Almeida et al., 2014; de Pablo et al., 

2014; Wilhelm et al., 2015). Regression analysis indicates a significant effect of air 

temperature on the ground temperature regime. This effect was especially apparent 

under snow-free conditions at 5 cm in depth with the correlation coefficients varying 

between 0.74 (2011) and 0.91 (2012). Conversely, the influence of global radiation was 

found to be less significant than air temperature forcing. The effect of snow depth on the 

ground thermal regime at the Mendel Station was found negligible mostly due to thin and 

irregularly distributed snow cover. The maximum snow depth did not exceed 30 cm in the 

flat areas of James Ross Island. The minor effect of thin snow cover on the ground thermal 

regime during the freezing season at the study site is also indicated by the high freezing n-

factor values (0.95 to 0.97). By contrast, lower n-factor values (0.2 to 0.7) have been 

reported from Maritime Antarctica (Almeida et al., 2014; De Pablo et al., 2014), reflecting 

a higher precipitation rate with thicker winter snow cover at the sites on Livingston Island 

(De Pablo et al., 2014) and King George Island (Almeida et al., 2014). The effect of snow 

cover on ground temperature amplitude vanishes at 20 cm depth. The snow cover showed 

large day-to-day and seasonal variability where the the thickness was less than 10 cm. Our 

in situ measurements [Paper 6] have recently been confirmed by both numerical models 

(Seo et al., 2015; Van Wessem et al., 2016) and observational data (Zvěřina et al., 2014; 

Nývlt et al., 2016), showing that high wind speeds cause irregular deposition of snow 

cover and significant snow removal from the flat landscape of James Ross Island. 
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2.2.3 Effects of abiotic factors and climatic conditions on the cyanobacterial-
microalgal community in two shallow lakes on the Ulu Peninsula [Paper 7] 

Recent climate and environmental changes in the region of the Antarctic Peninsula and 

James Ross Island have significantly affected local terrestrial and aquatic ecosystems and 

their diversity (Laybourn-Parry and Pearce, 1997; Quayle et al., 2002; Nielsen et al., 2012; 

Kopalová et al., 2013). The ice-free areas of James Ross Island are consequently colonized 

by diverse organisms, such as bryophytes, lichens, cyanobacteria, green algae and diatoms 

(Komárek and Elster, 2008; Láska et al., 2011). Antarctic lakes represent unique aquatic 

ecosystems for studying the evolution of microorganisms, as well as a wide range of 

environmental and climate changes occurring in the past and present. The origin of the 

lakes on James Ross Island is related to the last deglaciations of the Antarctic Peninsula ice 

sheet and the retreat of the James Ross Island ice cap during the late Pleistocene and 

Holocene (Nedbalová et al., 2013; Nývlt et al., 2014). Interactions between volcanic 

landforms and glacial processes during previous glacial-interglacial cycles, the Holocene 

paraglacial and periglacial processes, and the relative sea level changes have resulted in 

the complex present-day landscape of James Ross Island (Davies et al., 2013). All of these 

processes have influenced the development of the lakes, which are found on the Ulu 

Peninsula at altitudes from <20 m a.s.l. near the coast to 400 m a.s.l. in the mountain areas 

(Nedbalová et al., 2013). 

The aim of Paper 7 is to describe the climatic and limnological characteristics of the 

two endorheic lakes (Lake 1, Lake 2) on the Ulu Peninsula, together with the chemical and 

biological composition of the unusual calcareous organo-sedimentary structures, which 

have been found on the lake floors. Furthermore, a hypothesis concerning the formation 

of calcite spicules is presented. The lakes are located near Andreassen Point on the 

eastern coast of the Ulu Peninsula (Fig. 3). They are shallow with maximum depths of 1.1 

and 0.9 m, and mean depths of 0.5 and 0.3 m (Nedbalová et al., 2013). The water levels in 

both lakes fluctuated dramatically due to the changes in the melting water supply from 

the surrounding snowfields and water losses through evaporation from the ice-free water 

surface in a few weeks of austral summer. The thermal regime of Lake 1, together with the 

local climate conditions, represented by global solar radiation and air temperature, were 

measured from 1 February 2009 to 30 November 2010. The physico-chemical 

characteristics of the lake water of both lakes were sampled three times in the 

observation period. The stones covered by photoautotrophic mats-biofilm collected in the 

field were used for (a) phytobenthos community description, (b) thin section fixing and 

isolation of dominant species, (c) scanning electron and optical microscopy and (d) 

determination of the structure and chemical composition of calcium carbonate spicules. 

The measured data show that monthly mean water temperatures in the lake ranged 

from -10.4 °C (August 2009) to 5.8 °C (February 2010), while monthly mean air 

temperatures were between -18.7 °C and 0.7 °C. The highest night-day air temperature 

fluctuations reached up to 28 °C and were recorded during the winter months, while the 

highest amplitudes of lake water temperature were recorded from November to February, 

with typical values between 2 °C and 4 °C. The water temperature above 0 °C was 

recorded from November to April (139 days on average). The number of days with 
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temperatures between 0 °C and 4 °C, during which the benthic littoral community can be 

metabolically active, remains the same as for liquid water occurrence with small changes 

towards the transition period (February–April and September–November, respectively). 

The lakes are frozen down to the floor for 8–9 months per year, which can be seen as a 

natural incubator moderating potential mechanical disturbances and stabilising the 

thermal regimes of the lakes [Paper 7]. Lake water chemistry is characterized by low 

conductivity and neutral to slightly alkaline pH. A mucilaginous black biofilm in the stony 

littoral zone of the lakes is covered by green spots formed by a green alga and 

macroscopic structures packed together with fine clastic material. The photosynthetic 

microbial mat is composed of filamentous cyanobacteria (Calothrix elsteri, Hassallia 

andreassenni, Hassallia antarctica) and green algae Hazenia broadyi that are considered to 

be Antarctic endemic species (Komárek et al., 2012; [Paper 7]). Inorganic compounds of 

biofilms are represented by (1) allochthonous mineral grains that are overgrown and 

incorporated by biofilms and (2) calcareous spicules of different sizes ranging from 0.5 

mm to 1 cm that are precipitated within the cyanobacterial-microalgal community, with 

the presence of Hassallia andreassenni in particular. Based on the character of the rock 

substrate and lake sediments, it is suggested that two of the main prerequisites for the 

existence of this cyanobacterial-microalgal community producing unusual biogenic calcite 

structures are (1) the flat and stable substrate in both lakes and (2) the low sedimentation 

rate. The specific community in the lakes is well adapted to both low sedimentation rates 

resulting from minor water input and seasonally elevated sedimentation rates coming 

from frequent and intense winds (Turner et al., 2009; Zvěřina et al., 2014). During storms, 

the wind carries a relatively large amount of small mineral grains and rock 

microfragments, which however does not stop the growth of cyanobacterial-microalgal 

biofilms, due to their ability of incorporating mineral grains within the living tissue 

(Riding, 2011). 

Paper 7 has shown that inorganic substances precipitated by microbial lithogenetic 

processes are exclusively represented by spicules composed of calcium carbonate 

monocrystals, which have a layered structure and worn surface, reflecting growth and 

degradation processes. However, the biogenic calcite structures in both lakes are quite 

different from any microbially mediated structures described in modern environments 

(Kremer et al., 2008; Couradeau et al., 2011) and differ from structures formed by abiotic 

precipitation (e.g., Vogt and Corte, 1996). Although there are many lakes with thick mats 

and similar chemical characteristics on the Ulu Peninsula, the calcite spicules were found 

exclusively in these two endorheic lakes. We believe that their formation is linked to the 

specific photoautotrophic mats in the lakes, influenced by a set of abiotic factors and the 

local climate conditions described above. Therefore, we hypothesise that the more rapid 

photosynthesis rate of Hazenia, in comparison with cyanobacteria, may induce the 

conditions necessary for carbonate precipitation in the lakes (Schneider and Le Campion-

Alsumard, 1999; Vincent, 2000). However, some role of abiotic precipitation of calcite is 

also possible. From our observations, we cannot clearly decide if the winter abiotic calcite 

precipitation accompanies microbial lithogenetic processes. The results of Paper 7 can 

serve as baseline information for further studies in the Antarctic Peninsula region, 
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focusing on e.g. the interactions between benthic microbial communities and their 

environments, or the fossilisation potential of microcrystalline calcite spicules in the 

Quaternary lake sediments in the studied area. 

 

2.3 Climate variability and its impact on terrestrial ecosystems in the 
Arctic Svalbard archipelago 

Similar to the Antarctic Peninsula region, the largest atmospheric warming in the Atlantic 

region of the Arctic over the last 50 years has been reported from the Svalbard 

archipelago (Przybylak, 2007; Nordli et al., 2014). In consequence, pronounced thinning 

and retreat of the glaciers was identified in this region, with an average volume change 

rate of -9.71 ± 0.55 km3 yr–1 (-0.36 ± 0.02 m yr–1 w.e.) corresponding to a global sea level 

rise of about +0.026 mm yr–1 (Lemke et al., 2007; Nuth et al., 2010). Major environmental 

changes have also been observed in relation to sea ice extension, permafrost distribution, 

or altered diversity of plant species (e.g.; Hop et al., 2002; Kohler and Aanes, 2004; 

Rachlewicz et al., 2007; Moreau et al., 2009; Westermann et al., 2009; Willmes et al., 2009; 

Etzelmüller et al., 2011; Van Pelt et al., 2012). The magnitude of these changes and their 

spatial patterns on the Svalbard archipelago differ significantly due to the local forcing 

effects (e.g., complex topography, land-surface characteristics, or sea ice occurrence), 

which modulate the climate signal on a fine scale (Vihma et al., 2014). Therefore, it is a 

crucial to obtain further quantitative information about the annual and seasonal variation 

of weather patterns and climate conditions in central Spitsbergen in order to understand 

the interactions among the components of the climate systems and predict possible 

consequences for Arctic ecosystems. 

 
2.3.1 Climate conditions and weather patterns in central Spitsbergen [Paper 8] 

Over the last few decades, the intensive atmospheric and climate research on Spitsbergen 

has been carried out primarily in the vicinity of the largest settlements (Longyearbyen, 

Ny-Ålesund), or permanent research stations situated along the western coasts of 

Spitsbergen Island (Fig. 4). The first meteorological observations in the central part of 

Spitsbergen and Petuniabukta in particular were carried out during the Polish expedition 

organized by the Adam Mickiewicz University in 1985 (Kostrzewski et al., 1989). 

Nevertheless, most of the climate studies in this region dealt with the analysis of short-

term meteorological observations conducted during limited parts of summer seasons 

(July–August). 

The main objectives of Paper 8 were, therefore, to 1) analyze temporal variability of 

weather conditions and local climate features in the coastal ice-free zone of Petuniabukta, 

2) evaluate the relationship between large-scale weather systems and the selected near-

surface meteorological variables, and 3) compare the level of spatiotemporal variability of 

air temperatures among several locations within the fjord. We focused primarily on the 

description of the annual and diurnal regimes of the basic meteorological parameters 

measured in Petuniabukta in the period 2008−2010 and their assessment in the context of 

the synoptic situations over the Svalbard archipelago. Atmospheric circulation within the 



29 
 

study period was characterized using a catalogue of circulation types developed by 

Niedźwiedź (2012). In order to evaluate local climate conditions, an automatic weather 

station was installed on a raised marine terrace at the altitude of 15 m a.s.l. (Fig. 4). The 

surrounding areas of the station are covered by permanent tundra vegetation; the 

distance between the study site and the coastal line is 500 m. The station was equipped 

with an EMS33 air temperature and humidity sensor (EMS, Czech Republic), a MetOne 

034B anemometer (MetOne, USA), and an Omega OS-36-2 near-infrared temperature 

sensor (Omega, USA). The occurrence of snow cover was estimated from the surface 

albedo based on the measurements of incoming and reflected shortwave radiation using 

two identical Shenk 8101 starpyranometers (Ph. Shenk, Austria). 

The meteorological data presented in Paper 8 proved that atmospheric circulation 

was clearly pronounced in the variability of air temperature and surface wind speed 

recorded in Petuniabukta. The highest daily mean air temperatures, ranging from 0.2 °C to 

-1.9 °C, were primarily found during easterly and southerly winds. These winds were 

predominantly associated with cyclonic circulations (Ec, SEc and NEc types). The 

maximum air temperature over the study period reached 16.2 °C (28 July 2009) during 

partly cloudy weather conditions. By contrast, the lowest air temperatures were observed 

during a flow from the western quadrant with a wind speed of less than 3 m s−1. The 

occurrence of relatively cold air in Petuniabukta was explained by a combination of 

several factors: (1) a blocking effect of the mountains along the north-western coast of 

Petuniabukta, affecting the occurrence of low wind speed, (2) the transformation of the 

flow over these mountains, causing a decrease in cloudiness, and (3) strong radiative 

cooling of the airflow from the snow and sea ice surfaces. This is in agreement with the 

findings of Westermann et al. (2009) and Bednorz (2011), who reported both the 

occurrence of winter air temperature extremes on the Svalbard archipelago and the role 

of individual components of the surface energy budget on the snow surface temperatures 

during polar nights. 

The results of Paper 8 demonstrated that cloudiness and, consequently, also 

incoming solar radiation are significantly controlled by the atmospheric circulation 

arising from pressure patterns. High seasonal and day-to-day variability of incoming solar 

radiation was found between spring and autumn. This was documented through the 

increasing variation coefficients for the individual months: from 28% in May to 107% in 

October. In spring and early summer, the anticyclonic situations brought low cloudiness 

and extremes in daily mean irradiance (higher than 500 W m-2). By contrast, increasing 

cyclonic activity in autumn significantly reduced the incoming solar radiation and its 

short-term fluctuation. This is consistent with the findings of Ørbæk et al. (1999), 

Przybylak and Araźny (2006) and Bednorz et al. (2016), who addressed the major role of 

circulation patterns on cloudiness and solar radiation variation at Ny-Ålesund and 

Longyearbyen, respectively. Moreover, solar radiation reaching the tundra vegetation in 

summer strongly affected the diurnal amplitude of ground surface and air temperatures. 

The highest surface temperature rose up to 26.5 °C on 11 July 2009 due to the high 

intensity of solar radiation incidence on the dry tundra vegetation surface with an albedo 

level of 0.14. The close relationship between surface and air temperatures was primarily 
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observed during summer (r = 0.93) rather than winter (r = 0.43). The seasonal changes of 

the correlation coefficient clearly confirmed the essential role of snow cover occurrence. 

The pronounced effect of snow cover on the variability of air temperatures was also 

documented by Leszkiewicz and Caputa (2004) in the area of Hornsund, situated on the 

south-western coast of Spitsbergen. In addition, the influence of large-scale weather 

systems on winter air temperatures in Petuniabukta was clearly seen in the day-to-day 

temperature variability, often exceeding 15 °C, with the highest standard deviation found 

in January. In contrast to Paper 8, Przybylak et al. (2014) reported the much lower value 

of 6−7 °C for this area in the period from December 2010 to February 2011. 

Over the period of 2009−2010, the large-scale flow was often modified by 

channelling and drainage effects accompanied by an increase in local wind speed and a 

change in the frequency distribution of wind direction in Petuniabukta [Paper 8]. The 

wind rose pattern clearly corresponded with the local terrain morphology with the 

enhanced wind frequencies in the longitudinal axis of Billefjorden and Petuniabukta (Fig. 

4). In addition, there were large seasonal differences in wind direction found between 

summer and winter season. The southerly and north-easterly winds were most common 

from June to August, while westerly winds occurred primarily from November to 

February. The highest wind speed (>10 m s−1) was observed in Petuniabukta from the 

northeast and east towards the Ragnarbreen and Ebbabreen glaciers. Such a wind 

occurred mainly in autumn and winter, and was associated with Nc, NEc, Ec cyclonic 

circulation types, or the Ea anticyclonic type. The numerical simulations made by 

Kilpeläinen et al. (2011) and Esau and Repina (2012) confirmed the pronounced effects of 

the complex topography on the local wind structure in the other fjords on Svalbard, 

Isfjorden and Kongsfjorden in particular. 

Finally, the evaluation of air temperature variability within the fjord was based on a 

comparison of air temperatures and sea ice conditions between Petuniabukta and the 

nearest all-year round operating meteorological station at Svalbard Lufthavn 

(Longyearbyen). The Svalbard Lufthavn station is located in the middle part of Isfjorden at 

a distance of 56 km from Petuniabukta. To evaluate the atmosphere−sea-ice interactions 

in the fjord, the high resolution sea ice charts of the Svalbard area provided by the Sea Ice 

Service of the Norwegian Meteorological Institute were used. Hereafter, the negative 

differences corresponded to higher temperatures at Svalbard Lufthavn and vice versa 

[Paper 8]. Generally, the Svalbard Lufthavn was about 0.9 °C warmer than Petuniabukta, 

with the monthly mean differences ranging from -2.5 °C in January 2010 to 0.4 °C in July 

2010. The mean daily air temperatures at Svalbard Lufthavn were higher than those in 

Petuniabukta in 69% of the period. The highest negative daily mean difference was 

observed in January (-7.0 °C), while the highest positive one was in March (+6.2 °C). The 

negative thermal differences in winter occurred during light westerly winds and strong 

radiative cooling from the snow surface, when the air temperatures in Petuniabukta 

dropped below -22 °C. Furthermore, the negative thermal differences occurred when the 

sea ice conditions significantly differed between both sites. This happened frequently 

when fast ice occurred in Petuniabukta, while the open water (or open drift ice) was 

observed in the middle part of Isfjorden near Svalbard Lufthavn station. The presence of 
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sea ice cover as a very important factor determining the specific conditions of the 

atmospheric boundary layer over the Svalbard fjord was also reported by Mäkiranta et al. 

(2011), Kilpeläinen et al. (2012) and Vihma et al. (2014). 

Paper 8 presents a complex analysis and new information regarding the fundamental 

meteorological parameters measured at Petuniabukta in the period 2008−2010. It has 

been shown that local weather conditions in central Spitsbergen were significantly 

influenced by several major factors: synoptic-scale weather systems, cloudiness, 

topography, and local surface characteristics, snow cover in particular. Moreover, this 

paper reported that the interactions between atmosphere and sea-ice in the fjord play an 

essential role in forming the spatial differences in the near-surface variables and air 

temperature extremes in particular. 
 

2.3.2 Modelling of the surface wind characteristics in the complex topography of 

central Spitsbergen [Paper 9] 

The largest future temperature increase in the Arctic is predicted in the 21st century by a 

large number of climate models (Collins et al., 2013). The quality of climate projections 

and numerical model outputs is closely related to the input of observational data and 

ability to simulate atmospheric processes at sufficient resolution in space and time 

(Dethloff et al., 2001). Among the efficient and prospective tools for the evaluation of the 

atmospheric circulation patterns and their coupling with land surface features, numerical 

weather prediction (NWP) models represent a reasonable option (Tjernström et al., 2005; 

Žagar et al., 2006). The current NWP models allow us to analyse the regional and local 

circulation conditions and provide relatively accurate estimates of the physical properties 

of the atmospheric boundary layer at high temporal (in minutes) and spatial resolution (in 

kilometres). However, the atmospheric circulation and boundary layer processes over the 

Svalbard fjords are strongly influenced by complex topography and sea ice occurrence 

(Kilpeläinen et al., 2011; Esau and Repina, 2012; [Paper 8]). The modelling of near-surface 

meteorological variables in the case of the Svalbard archipelago, therefore, requires 

specific attention to be paid to model setup and simulation strategy (e.g.; Mayer et al., 

2012; Vihma et al., 2014). Many authors claim that the Weather Research and Forecasting 

(WRF) mesoscale model can meet these requirements, as it provides dynamic down-

scaling techniques with a variety of physical options, as well as boundary layer 

parameterization schemes with high grid resolution (e.g.; Michalakes et al., 2004; 

Skamarock et al., 2008; Hines and Bromwich, 2008). 

Although the number of numerical simulations in Svalbard have increased over time, 

most of the measuring campaigns and related WRF simulations have been carried out in 

the spring months in the area of Ny-Ålesund and Longyearbyen. Information about the 

wind field structure from the other part of the Svalbard archipelago is still insufficient. 

Therefore, the aim of Paper 9 was to use detailed in situ summer measurements from 

Petuniabukta in central Spitsbergen to 1) analyse the temporal and spatial variation in the 

near-surface wind field, 2) evaluate the WRF model performance using different boundary 

layer parameterization schemes, especially in relation to the local topography, and 3) 

identify model weaknesses. For the purpose of the second point, large-scale forcing and 
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atmospheric circulation patterns leading to the best and worst simulations of surface 

wind characteristics were also analysed. The 850-hPa geopotential heights and 

corresponding geostrophic winds available from the ERA-Interim reanalysis project were 

acquired (Dee et al., 2011). We used the Advanced Research WRF mesoscale model 

version 3.5, developed at the National Center for Atmospheric Research (NCAR, USA). 

More details of the model can be found in Skamarock et al. (2008). The WRF simulations 

were conducted using three boundary layer parameterization schemes, the Yonsei 

University (YSU), the Mellor-Yamada-Janjic (MYJ) and the Quasi-Normal Scale Elimination 

(QNSE) schemes, with 1-km horizontal resolution of the inner domain centred in 

Petuniabukta. The model variables were estimated at 61 levels on the vertical axis, of 

which 18 were normally in the lowest 1000 m of the atmosphere; the lowest full model 

level was approximately 7.4 m above ground. The selected parameterization schemes 

have already been tested in the Arctic regions under a stable stratified atmosphere in 

several spring experiments (Hines and Bromwich, 2008; Kilpeläinen et al., 2012; Mayer et 

al., 2012; Roberts et al., 2015).  

In order to investigate the local wind systems and evaluate the WRF model outputs, 

three automatic weather stations (Terrace, Hørbye foreland, Mumien Peak) were set up in 

Petuniabukta at sites of different elevations, local topography, and surface properties (Fig. 

4). The lowest station, Terrace, was situated on a flat marine terrace, approximately 500 

m northwest of the Petuniabukta coast. The second station was set up 300 m southeast of 

the snout of Hørbyebreen glacier, wherein the valley narrows to 2 km. The third station 

was situated at the top of Mumien Peak (773 m a.s.l.). At all three stations, the surface 

wind speed and wind direction data were measured with the same set of MetOne 034B 

Wind Sensor (MetOne, USA). The experimental measurements were carried out in the 

period 9–22 July 2013, i.e. typical summer season in the study area. The WRF model 

simulation was verified against the wind observations using Pearson’s correlation 

coefficient, the root-mean-square error (RMSE) and a bias. The positive bias means 

overestimated wind speed by the WRF model and vice versa. 

In Paper 9 we reported that the WRF simulations agreed fairly well with the surface 

wind observations taken at all the locations. For the surface wind speed, the mean 

correlation coefficient between the modelled and observed data ranged from 0.56 to 0.67 

at the significant level p <0.01. The physical options given by the three boundary layer 

parameterization schemes had a rather small effect on the wind speed estimates. The best 

results across all the stations were found for the QNSE scheme (bias <0.1 m s-1, RMSE = 2.3 

m s-1), while the YSU and MYJ schemes showed a higher RMSE (i.e. 2.4 and 2.5 m s-1, 

respectively). We found that the terrain morphology and its representation in the WRF 

model affected the final accuracy of the wind speed estimates. In this regard, the largest 

bias (0.6 m s-1) and RMSE (2.5 m s-1) were found at the Hørbye foreland station, at which 

the fjord morphology was not well represented, at 1-km spatial resolution. On the other 

hand, the wind speed bias was very small at the Terrace station (-0.1 m s-1) and Mumien 

Peak (-0.3 m s-1). In comparison to Paper 9, there were slightly higher discrepancies in 

wind simulation (larger bias, weaker correlation) identified during the Arctic and 

Antarctic experiments by Kilpeläinen et al. (2012), Tastula and Vihma (2011) and Roberts 
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et al. (2015). In Paper 9 the model errors in wind direction were slightly higher than the 

discrepancies in the wind speed. We found that all the parameterization schemes had 

overestimated the frequency of the occurrence of northern or north-western wind 

components, especially at the low-lying stations of Terrace and the Hørbye foreland 

stations. This predominant direction can be associated with the channelling of drainage 

flows occurring in the fjord bottom, which were also captured by the WRF simulation. It 

confirms the findings from earlier studies in the Arctic fjords by Claremar et al. (2012) 

and Mayer et al. (2012), who suggested the model setup for resolving the atmospheric 

boundary layer phenomena. 

Moreover, the WRF estimates proved to be highly sensitive to the large-scale forcing. 

When the circulation pattern was related to a deep low pressure system and prevailing 

northerly or north-westerly geostrophic wind above 10 m s-1, the observed and modelled 

data agree quite well. By contrast, the surface wind representation in the model often 

failed during less distinctive circulation patterns, e.g. a high-pressure ridge or baric col 

associated with easterly or south-easterly flow over the Svalbard archipelago. For 

example, significant underestimation of the modelled wind speed was found during the 

anticyclonic circulations with weak geostrophic winds (<5 m s-1) and clear or partly 

cloudy weather. Such conditions likely caused the occurrence of local circulation systems 

between the fjord water and surrounding valleys, which were not captured by the WRF 

model. The existence of land-sea breeze-driving mechanisms was observed on the 

Svalbard archipelago (e.g. Sandvik and Furevick 2002; Kilpeläinen et al., 2011; Esau and 

Repina (2012). The authors report that land-sea breeze circulation systems can be driven 

by horizontal temperature differences between the open water of the fjord and the 

glaciers. Moreover, some source of inaccuracies in the WRF simulations can be connected 

with the model inputs based on the ERA-Interim reanalysis data which were derived from 

a limited number of observations in the Arctic. In a similar way, Nawri et al. (2012) found 

that underestimation of the wind speed in the WRF model in the interior of Iceland was 

related to weak geostrophic winds. 

Overall, the results in Paper 9 demonstrate that surface wind characteristics 

observed during the 12-day summer experiment were fairly well reproduced by the WRF 

simulation. The results confirmed that the WFR model capability to reproduce local winds 

over the complex topography of the Svalbard archipelago is still limited, even using 1-km 

spatial resolution. Most attention should be paid to the terrain representation in the 

model and the boundary layer schemes in relation to less distinct synoptic situations. 

Concurrently, the effect of local thermal circulation systems on the wind-field structure in 

the fjords and surrounding valleys should be considered especially in the summer period. 
 

2.3.3 Impacts of simulated warming on hummock tundra with cyanobacteria mats 

in central Spitsbergen [Paper 10] 

Climate change significantly influences current air temperatures and moisture conditions 

in Arctic ecosystems. The predicted effects of a doubling of atmospheric CO2 have 

dramatic scenarios. Mean annual temperatures in the Arctic may be 3–5 °C higher within 

100 years (ACIA, 2004; Callaghan et al., 2004; Stocker et al., 2013). Most models also 
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predict that overall annual global precipitation will increase (IPCC, 2013). Temperature 

and precipitation increases may have a large impact on the Arctic terrestrial ecosystems, 

especially on microorganisms, of which cyanobacteria are the most abundant autotrophic 

component of these systems (e.g.; Vincent, 2000; Elster, 2002). Cyanobacteria play a dual 

role there. Besides being considerable primary producers, they are capable of fixing 

atmospheric nitrogen, thus being an important source of nitrogen for other organisms 

(e.g.; Liengen and Olsen, 1997; Walker et al., 2008). Therefore, even slight increases in 

temperature and precipitation could lead to a deepening of permafrost in the active layer, 

higher rates of chemical transformation within the soil profile, greater nutrient 

availability and, ultimately, consequent changes in the cyanobacteria and microalgae 

community structure (Shaver et al., 2000; Walker et al., 2008; Etzelmüller et al., 2011). 

Many field studies have been conducted on the potential effects of global warming on 

the growth and community structure of vegetation, and soil bacterial and invertebrate 

community performance in various polar ecosystems (e.g.; Hollister and Webber, 2000; 

Walker et al., 2008; Rinnan et al., 2009). By contrast, equivalent experimental studies on 

cryptogams (mosses, lichens, cyanobacteria and microalgae) in the Arctic are much less 

frequent and comparative studies across Arctic sites are missing. Moreover, it remains 

unclear how climate warming will affect nitrogen fixation on the community and 

ecosystem scale. Passive open-top chambers (OTC) are the most frequent manipulation 

technique to mimic atmospheric warming in the vegetation cover of different types. 

Within the last few decades, several in situ warming experiments have been done to study 

community responses (Chapin and Shaver, 1985; Marion et al., 1997; Hollister and 

Webber, 2000; Convey et al., 2002). This technique is standardized in design and forms 

part of a broader geographical network of sites (e.g. the International Tundra Experiment, 

ITEX), allowing for a comparison of responses on a circumpolar scale (Molau and 

Mølgaard, 1996). 

In [Paper 10] we reported on the first two years of the in situ experiments, using the 

OTC to simulate warming, and control treatments in a wet hummock meadow in 

Petuniabukta, central Spitsbergen (Fig. 4). Hummocks were 15–20 cm high, about 20–30 

cm in diameter and there were about 2–3 hummocks per 1 m2. The vegetation was 

dominated by mosses and cyanobacterial colonies of Nostoc commune s.l. (Prach et al., 

2012). In summer 2009, three OTCs and three Control Cage−like Structures (CCSs) were 

installed at the study site. The OTC was designed as a hexagonal chamber with a bottom 

diameter of 140 cm (side length of 70 cm), a top diameter of 90 cm (side length of 45 cm), 

and a height of 50 cm. The bottom area of each OTC was 1.27 m2. The tasks of this field 

experiment were: 1) to analyze the microclimatic parameters (soil temperature and 

volumetric water content in the vegetative seasons, non−vegetative seasons and 

transition period) at the wet hummock meadow under natural conditions (CCSs) and in 

situ warming simulation, 2) to evaluate the OTC induced warming, based on the 

comparison of the selected parameters between OTC and CCS, and 3) to evaluate the 

photochemical processes of photosynthesis and nitrogenase activity (nitrogen fixation) of 

Nostoc communities in relation to different microclimatic conditions. 
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In each treatment, soil temperature and volumetric water content (VWC) were 

monitored in the central part of OTC and CCS at the bases and tops of the hummocks. The 

soil temperature and VWC were measured at the depth of 2 cm using Pt100/Class A 

resistance probes (EMS, Czech Republic) and ECH2O EC-5 soil moisture probes (Decagon 

Device Inc., USA), respectively. The photochemical processes of Nostoc commune colonies 

were measured with a FluorCam 700MF fluorescence imaging camera (Photon Systems 

Instruments, Czech Republic). Summer nitrogenase activity was measured using 

acetylene−ethylene reduction assay (Stewart et al., 1967) in 100 mL glass olasks after 90 

min incubation. The ethylene in the samples was quantified with a gas chromatograph; 

nitrogenase activity was expressed in nmol/h C2H4 per g of fresh biomass (Kvíderová et 

al., 2011). In addition, the water level and water physico-chemical parameters were 

observed at the study site during the summer [Paper 10]. 

The results of Paper 10 and those of several recent studies (Rennermalm et al. 2005; 

Sullivan et al. 2008) clearly demonstrate that the effect of the OTC in wet hummock 

meadows clearly depends upon microtopography. The dry tops of hummocks have 

completely different microclimatic conditions in comparison with the wet hummock 

bases. Although the mean temperature differences between the OTCs and CCSs reached 

only 0.3 °C, the summer temperatures (July–August) at the hummock tops were 

significantly higher and reached a mean value of 1.6 °C. The highest summer temperatures 

in the OTC hummock tops ranged within 18–20 °C and rarely reached 30 °C. In the CCS, 

they ranged from 12–14 °C, rising to 25 °C occasionally. On the contrary, the warming 

effect was much lower in the wet bases of the hummocks in the OTC treatments, with 

mean summer differences of 0.3 °C. The summer temperatures in the hummock bases 

reached only 8–10 °C in OTCs and 7–8 °C in CCSs. The temperature differences between 

hummock tops and bases were 8–10 °C in OTCs and 4–6 °C in CCSs treatments. These 

differences were the highest during the melting season, when the mean daily differences 

reached 4.2 °C, while the hourly maximum was 11 °C. Similar results of spring 

temperature differences between warmed and control sites were demonstrated in a moist 

tussock tundra site near Toolik Lake, Alaska (Sullivan and Welker, 2005). Immediately 

after snow melting in 2002, the differences in soil temperatures between warmed and 

ambient plots reached 1.5 °C. Later, the daily mean temperatures differed by only 0.8 °C 

(Sullivan and Welker, 2005). 

Because of the faster melt inside of the OTC treatments, positive temperatures and 

liquid water occurrence at a depth of 2 cm were recorded several days earlier in the OTCs 

than in the CCSs. After the thawing period in May and full water saturation in June, a 

drought period occurred in July. It is often followed by increasing VWC levels in August 

and early September. In total, the vegetation season was prolonged in the OTCs for 10 and 

34 days in the hummock tops and the bases, respectively, in comparison to the CCS 

treatments. This time shift was also clearly documented in the annual VWC course and the 

mean differences between hummock tops and bases ranged from 0.08 to 0.34 m3 m-3, 

respectively. Drought periods, as defined in Paper 10, lasted from 3 (2009) to 21 days 

(2010) in the OTCs, although, the differences between OTCs and CCSs were small, on the 

scale of a few days. 



36 
 

The high spatial variability of the soil temperature and VWC was found at the 

experimental sites and reflected the heterogeneity of the microenvironment of the 

particular hummocks. Although the ITEX studies were used very frequently in various 

Arctic ecosystems, OTC warming experiments were rather rare in the wetland type 

habitats (Nordstroem et al., 2001; Rennermalm et al., 2005; Sullivan and Welker, 2005; 

Sullivan et al. 2008). In NW Greenland wetlands (Sullivan et al. 2008), the 

microtopography of the sites is a mosaic of hummocks, which extends above the water 

table and hollows, lying under 5–15 cm of water during the short growing season. The air 

temperature (20 cm above the surface) in OTC was about 2 °C higher than in the control 

plot. The soil temperatures presented in Paper 10 were also consistent with the seasonal 

and diurnal variations of thermal conditions in the Greenland wetlands or wet tundra 

near Toolik Lake (Sullivan and Welker, 2005) and Barrow in Alaska (Hollister and 

Webber, 2000). 

Desiccation stress is one of the most severe factors causing injury to vegetation in the 

polar regions (Davey, 1989). In situ experiments in Petuniabukta showed that if Nostoc 

commune colony water loss was less than ca 40% of relative water content, no or only 

minor desiccation-induced inhibition of photosynthetic processes was observed. 

Nitrogenase activity declined slowly when water loss exceeded 70% and diminished 

completely at a weight loss of ca 80%. The photochemical activity remained unaffected 

until the colonies lost ca 80% of their original weight (Kvíderová et al., 2011). Despite the 

fact that open-top chambers raised soil temperatures and slightly changed water 

availability in experimental treatments, no statistical differences in photochemical and 

nitrogenase activity were observed between OTCs and CCSs in the period 2009–2010. 

There are two possible explanations. Hummocks were elevated above the water table 

while cyanobacteria mats consisting of Nostoc communities were located at the hummock 

bottoms, which were often saturated by melt water from snow accumulation or short-

term rainfall events in summer. It is, therefore, not surprising that microclimate 

conditions in these bases were more favorable for Nostoc communities in spite of the 

enhanced warming by OTCs. Moreover, Novis et al. (2007) and Kvíderová et al. (2011) 

have shown that even a partially hydrated Nostoc commune s.l. colony is capable of 

photosynthesis and nitrogen fixation in polar hydro-terrestrial habitats. 

On the basis of data gathered during this pilot study in Petuniabukta, we proposed 

the following: 1) to continue in the OTC experiment and prolong the monitoring period of 

microclimate conditions and ecophysiological parameter measurements of Nostoc 

colonies, and 2) to redesign the OTC construction with the aim of increasing the 

temperature by up to 3–5 °C inside the chamber. In conclusion, the results in Paper 10 

demonstrate that cyanobacteria and microalgae communities in the Arctic wetland 

environment are influenced by a variety of abiotic factors and feedback mechanisms. They 

tolerate a wide range of temperature and partial dehydration. Therefore, their responses 

to climate change remain challenging for future research. 
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3 Summary and Outlook 

The Antarctic Peninsula and Arctic Svalbard Archipelago have been considered among the 

most rapidly warming parts of our planet over the last 50 years. The largest future 

warming over the next century is predicted for these regions if greenhouse gas 

concentrations continue to rise. Moreover, there is strong evidence of ongoing climate 

change impact on the functioning of polar geo- and ecosystems and their particular 

components. However, the responses of the biotic and abiotic components of polar 

environments to climate variability have significant regional differences both within and 

between the Arctic and Antarctic regions. Although the number of observations and 

monitoring stations has increased significantly during the last decades, there are still 

areas for which knowledge about the constituents of polar environments, their changes 

and adaptations on climate variability remains insufficient. 

In the thesis, the results of the extensive atmospheric and environmental research in 

the selected areas of the Arctic and Antarctic are summarized. Attention is paid mainly to 

the ice-free coastal areas of the Antarctic Peninsula and the central part of the Svalbard 

Archipelago. The Antarctic research has been carried out in the vicinity of the Ukrainian 

Vernadsky Station on Galindéz Island and the Czech Johann Gregor Mendel Station, 

located in the northern part of James Ross Island. The Arctic research has been focused on 

the coastal zone of Petuniabukta, central Spitsbergen Island. In the papers selected for the 

habilitation thesis, an evaluation of the important aspects of climate variability and 

environmental changes on different time scales is also presented. The thesis deals with 

interactions and responses of the atmospheric, glacial, periglacial and aquatic 

environments in the following research topics: 1) the analysis and modelling of the effects 

of the ozone, cloudiness and surface reflectivity on short-wave and ultraviolet solar 

radiation in the coastal and interior parts of the Antarctic, 2) the assessment of the impact 

of climate change on the areal and volumetric changes of the two glaciers in the north-

eastern Antarctic Peninsula, 3) the evaluation of the effect of air temperature and snow 

cover on permafrost active-layer temperatures and their seasonal dynamics in northern 

James Ross Island, 4) the analysis of climatic and limnological characteristics of the two 

endorheic lakes in northern James Ross Island and the related description of the unusual 

calcareous organo-sedimentary structures found on the lake floors, 5) the evaluation and 

modelling of spatiotemporal variability of the weather conditions and local climate 

features in Petuniabukta in relation to the large-scale circulation systems and complex 

topography of the Svalbard Archipelago, and 6) the assessment of the impacts of the open 

top chambers on microclimate conditions and the photochemical and nitrogenase activity 

of Nostoc communities at the wet hummock meadow. 

The presented work provides the first comprehensive information about climate 

conditions in regards to how the constituents of the polar environments respond to 

climate variability in the selected ice-free areas of the Antarctic Peninsula and Svalbard 

Archipelago. A close relationship between some of the biotic and abiotic components was 

found to be related to the inter-annual, seasonal and day-to-day variations of weather 

patterns and climate conditions in the studied areas. In addition, remarkable regional 
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differences in climatic conditions and their effects on the abiotic components were 

distinguished in the Antarctic Peninsula region. In contrast to more humid and snowy 

areas of the South Shetland Islands, the thin and irregularly distributed snow cover on the 

Ulu Peninsula has only a negligible effect on the active layer thermal dynamics. Therefore, 

air temperature was identified as the major driving factor affecting permafrost active 

layer development on James Ross Island. This applies also to the response of the studied 

glaciers, which showed a large retreat and ice volume loss in relation to the air 

temperature increases over the last three decades. Areal and volumetric changes of Davies 

Dome and Whisky Glacier were higher than the majority of other estimates from Antarctic 

Peninsula glaciers, although the glacier mass loss for the whole continent is very small. 

Another intriguing result is the occurrence of the unusual calcareous organo-sedimentary 

structures found in two lakes on the Ulu Peninsula. Their formation is most likely linked 

to the specific photoautotrophic mats in the lakes, influenced by a set of abiotic factors, 

low sedimentation rates, radiation and temperature regimes in particular. The analysis of 

physical, chemical and biological attributes of the Antarctic lakes can be used to 

reconstruct past natural climate changes and to predict the future evolution of the lakes 

under the influence of anthropogenic activities. Similarly, the assessment of glacial and 

periglacial environments in relation to major climatic parameters can be used for both the 

reconstruction and prediction of glacier mass balance evolution and permafrost active 

layer development in the near future. 

The importance of carrying out complex observations and measurements using 

autonomous measuring systems and automatic weather stations was also proven. For the 

evaluation of atmospheric and environmental factors and their effects on the geo-

ecosystems, a variety of statistical methods and models were applied. Among others, the 

nonlinear regression model for the estimation of erythemally weighted solar radiation 

was developed and successfully validated under various atmospheric and environmental 

conditions. In addition, the usefulness of satellite-based data for the reconstruction and 

prediction of solar irradiances at the ground level were evaluated. The assessment of the 

influence of selected factors on solar radiation clearly confirmed that irradiance variation 

in the central part of Antarctica was strongly correlated with solar elevation angle and the 

total ozone column, while the significant reduction of irradiance levels in the Antarctic 

Peninsula region was related to cloudiness, aerosol loads and surface albedo changes. 

Furthermore, the capability of the mesoscale numerical weather prediction model to 

simulate the surface wind field in the complex topography of the Svalbard Archipelago 

was successfully tested. The effects of local circulation systems on the wind-field structure 

in the fjords and surrounding valleys were thoroughly documented. The presence of sea 

ice cover as a very important factor determining the specific local climate conditions in 

the Svalbard fjords was also shown. 

A comprehensive evaluation of the important aspects of local climate conditions and 

climate variability in the presented work indicated that some features and links between 

biotic and abiotic environments remain challenging for a full explanation. The enormous 

complexity in the interactions between the individual components needs to be assessed 

over a long-term period using appropriate methods and data acquisition systems adjusted 
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for year-round operation in harsh weather conditions. The ice-free coastal areas of 

northern James Ross Island and central Spitsbergen offer a great opportunity to continue 

the study of the processes and interactions among the atmosphere, cryosphere, 

hydrosphere, biosphere and geosphere. From this point of view, the long-term monitoring 

research programmes already established in these areas can provide extensive 

environmental data and unique information about the polar landscape systems for further 

studies. Future possible investigations would also include the comprehensive scientific 

works and comparative studies across other localities where a large extent of atmospheric 

warming and environmental impact has been reported. 
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SUMMARY
One of the research programs carried out within the Czech-Ukrainian scientific co-operation is the monitoring of
global solar and ultraviolet radiation at the Vernadsky Station (formerly the British Faraday Station), Antarctica.
Radiation measurements have been made since 2002. Recently, a special attention is devoted to the measurements
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of the erythemally effective UVB radiation using a broadband Robertson Berger 501 UV-Biometer (Solar Lig
Co. Inc., USA). This paper brings some results from modelling the daily sums of erythemally effective UV
radiation intensity in relation to the total ozone content (TOC) in atmosphere and surface intensity of the glo
solar radiation. Differences between the satellite- and ground-based measurements of the TOC at the Vernads
Station are taken into consideration. The modelled erythemally effective UVB radiation differed sligh
depending on the seasons and sources of the TOC. The model relative prediction error for ground- a
satellite-based measurements varied between 9.5% and 9.6% in the period of 2002–2003, while it ranged fro
7.4% to 8.8% in the period of 2003–2004. Copyright # 2009 John Wiley & Sons, Ltd.

key words: Antarctica; UV radiation; ozone depletion; cloudiness; nonlinear regression model

1. INTRODUCTION

Antarctica plays a very significant role in many environmental aspects and processes of the Earth. O

of them is the impact on the global climate system (considerable influence on the planet’s albedo, lo

‘‘climate memory’’ of the huge mass of ice, important factor of the meridional exchange of air masse

and on the water circulation in the oceans. Many aspects of the Antarctic climate, such as season

changes of sea ice in the Southern Ocean, temperature stability of the atmosphere, orographic a

katabatic winds, are affected by the annual regime of energy balance and solar radiation subsequent

Specific feature of solar radiation in the Antarctic region is a seasonal increase of the ultraviolet (U

radiation intensity, due to the decrease of the stratospheric ozone concentration.

*Correspondence to: K. Láska, Department of Geography, Faculty of Science, Masaryk University, Kotlářská 2, Brno 611
Czech Republic.
yE-mail: laska@sci.muni.cz
Copyright # 2009 John Wiley & Sons, Ltd.
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The extraterrestrial solar radiation spectrum contains ultraviolet-C (UVC) radiation in the spectral

range of 100–280 nm, ultraviolet-B (UVB) radiation in the spectral range of 280–320 nm, and

ultraviolet-A (UVA) radiation in the spectral range of 320–400 nm. The UVC radiation is completely

absorbed by oxygen and ozone in the stratosphere. Due to the wavelength dependence of the ozone absorp-
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tion, a decrease in the ozone amount determines a greater increase in the UVB radiation than in the UV

Surface UV irradiance is affected by extraterrestrial factors (Earth’s distance from the Sun, and so

elevation angle, which determines the optical path length), as well as by terrestrial factors, such

aerosol concentration in the atmosphere including cloudiness and cloud types, ozone concentration,

vertical distribution and integrated column amount, particularly the surface geometry and the grou

albedo. Model calculations also indicate that the UVB radiation increases by about 5%/km in altitu

(Bodeker, 1997).

The spatiotemporal variation of incident solar UV radiation increases from the central p

(Antarctic plateau) to the coastline (maritime Antarctica). Apart from ozone concentration, t

cloudiness is the main factor. The mean annual cloudiness in coastal regions of Antarctica near 608S
about 80–90% (result of the frontal activity). Near 708S, the surface observations show a total clo

cover of about 45–50% with little variability through the year and only a small decrease during t

winter months (King and Turner, 1997). In contrast to oceanic and coastal areas, the amount of clou

near the South Pole shows large seasonal variations—from about 35% in autumn and winter to nea

55% in spring and summer. Latitudinal changes in cloud types exhibit a certain influence, too; a lar

amount of stratus occurs close to 608S, cirrus and altostratus prevail at 708S. Over the interior

Antarctica, cirrus is the most commonly reported type of cloud (King and Turner, 1997).

The stratospheric ozone depletion over Antarctica was discovered at the beginning of the 198

(Farman et al., 1985). The lowest total ozone content (TOCs) in Antarctica are usually reached in t

first week of October, which, despite the rather low solar elevation in the autumn season, produce hi

intensities of UVB radiation (Hermann et al., 1995). The formation of ozone depletion begi

approximately in the second half of August, culminates in the first half of October, and dissolves

November. During the ozone depletion development, the average ozone concentration has varied at t

time of its culmination in October from the original value reaching over 300 Dobson Unit (DU) in t

1950s and 1960s to a level between 100 and 150 DU in 1990–2000. The area of ozone depletion h

been growing, although with some anomalies, in parallel with the increasing ozonosphere destructio

Satellite measurements showed that in the early 1980s, the average October surface area with ozo

concentration below 220 DU did not exceed 7.5 million km2, while at the end of the 1990s it was ov

16 million km2. At the beginning of the new millennium, the ozone depletion development can

described as considerably irregular. With the exception of the year 2001 (15.3 million km2), its surfa

area did not surmount 10 million km2 (Antarctic Ozone Bulletin, 2002, 2003; Newman et al., 200

2. MATERIALS AND METHODS
Monitoring and forecasting of the UV radiation has become very important due to its harmful effects on

the biota as well as because of human health risks. Excessive exposure to UVB radiation can be harmful

on

of

ed

on
0S;

46

env
to the skin and can result in damage of DNA and formation of skin cancers. Based on the cooperati

contract between the National Antarctic Scientific Center of Ukraine (NASCU) and the Faculty

Science, Masaryk University, Brno, experts from the Department of Geography at the Faculty launch

a team work with the Ukrainian colleagues at the beginning of 2002 at the Ukrainian Vernadsky Stati

in Antarctica (formerly the British Faraday Station) with geographical coordinates w¼ 658010450
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l¼ 6481502300W (see Figure 1). The cooperation included systematic measurements of the intensity of

solar radiation and important constituents of its spectrum, among other things also:

– Global solar radiation—CM-6B Kipp&Zonen pyranometer (in service since 12 February 2002),

er,

Figure 1. The location of the Vernadsky Station in the northern part of the Antarctic Peninsula
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– Erythemally effective UVB radiation—broadband Robertson Berger 501 Version 3 UVB-Biomet

Solar Light Co. Inc. (in service since 12 February 2002).
ter

o-
To protect them from snow and ice accumulations, all instruments were equipped with a hea

ventilation system (CV2, Kipp&Zonen). Solar and Ozone Observatory of the Czech Hydrometeor
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logical Institute in Hradec Králové performed calibration checks of all sensors thoroughly eve

2 years. The sensors were installed on the Vernadsky Station building roof, while the original Briti

equipment for radiation measurement continued to work, allowing—among other things—to link t

original time series measurements with a new series of measurements and their integration witho

disturbing the homogeneity of the entire series.

The installation of the above-mentioned equipment and the subsequent data analysis are to contin

in the earlier activities of the British Antarctic Survey and NASCU, which were focused

atmospheric ozone and UV radiation issues and associated with the Vernadsky Station. Also, they li

up with the first Czech measurements of erythemally effective UV radiation carried out betwe

December 1994 and November 1998 at the Polish Arctowski Station in Antarctica (see Prošek a

Janouch, 1996; Prošek et al., 2001).

The measurement of the UV radiation intensity with the above-mentioned equipment was limited

the UVB interval. With regard to the construction of the device, it is necessary to point out that the UV

measurements using the UVB-Biometer were made in MED (Minimum Erythema Dose) units. O
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MED h�1 is equivalent to UVB radiation intensity required for a minimum irritation (i.e., reddening,

skin erythema) in the skin of average pigmentation after 1 h of exposure. Conversion into physical units

is accomplished by means of the relationship: 1 MED h�1¼ 0.0583 W m�2, or 210 kJ m�2 h�1. In view

of the units of measurement and their relationship to the effects on human skin, the sensors are
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calibrated using the knowledge about the erythemal effects of individual wavelengths. The

wavelengths are described by the McKinlay–Diffey Erythemal Action Spectrum, which quantifies t

contribution made by the particular spectral intensities within the defined band to the appearance

erythema (CIE, 1987; McKinlay and Differy, 1987). From the above it follows that the results of t

measurements presented in this paper, whether our own or those of other stations, do not represent dire

daily measurements of total UVB intensities in the physical sense, but rather their biological impa

This paper presents results from the analysis of two periods (seasons) of measuring the intensity

erythemally effective UVB radiation: Season 1—from 23 July 2002 to 28 February 2003, and Seas

2—from 23 July 2003 to 28 February 2004. Both analyzed periods differ significantly, particularly

the ozone anomaly area with the ozone concentration below 220 DU (Newman et al., 2004). In 200

the October average amounted to mere 3.0 million km2 and its development was very slow fro

August. At the beginning of October, it split into two parts, which reunited again and then became extin

relatively rapidly. The average surface area in October 2003 amounted already to 9.8 million km2 with t

ozone depletion formed as early as in mid-August and retained without any significant change un

mid-October. It became rapidly extinct in the second half of November (Stolarski et al., 2005).

Data about the ozone concentration can be obtained either from ground measurements pred

minantly taken with Dobson and Brewer ozone spectrophotometers or from satellite measuremen

TOC is a parameter that is frequently used to determine ozone content of the atmosphere. Recent

many authors have assessed the uncertainties in the TOC from satellite measurements as well as differenc

between ground and satellite observations (e.g., Labow et al., 2004; Vanicek, 2006; Schmalwieser et a

2007). In this study, both TOC data sources were used and compared due to uncertainties raised in t

measured ozone. The first data series was derived from space-based measurements of the Total Ozo

Mapping Spectrometer (TOMS) aboard the NASA’s Earth Probe Satellite (EPTOMS). The EPTOM

Version 8 provided both single retrievals and daily gridded ozone data from 1996 to 2004 (McPete

et al., 1998; Labow et al., 2004). The daily gridded TOC values were acquired for the geographic

coordinates of the Vernadsky Station (http://toms.gsfc.nasa.gov/ftpdata.html). The second TOC ser

based on the Dobson No 031 spectrophotometer measurements at Vernadsky Station was applied he

Figures 2 and 3 primarily show the high diurnal and seasonal variability and the logical similarity

TOC, daily sums of global solar radiation (Ig) and erythemally effective UVB regimes.

Basic extraterrestrial factors affecting these regimes are the Earth–Sun distance and the so

elevation angle; terrestrial factors—in addition to ozone—are cloudiness, presence of aerosols a

atmospheric gases, altitude and the Earth’s surface albedo. Of these, attention is paid at this place to t

effects of cloudiness and ozone, which logically show most particularly in the UVB regime as it is mo

significantly affected by ozone content. At the same time, the two terrestrial factors apparently opera

in different time regimes. While the variable cloudiness determines shorter-term fluctuations of t

radiation fluxes, ozone declines cause radiation changes of prolonged periodicity in the second half

the year. These impacts are furthermore overlaid by the effect of cloudiness. In 2002, the effects we

clearly demonstrated for example in the period of ozone hole occurrence between 20 September a

22 October, and in the period from 23 October to 10 November. In 2003, a significant increase of UV

between 25 September and approximately 12 October was related to the decline of ozone while t

subsequent increase of the ozone concentration from 13 October suppressed the natural increasi

trend of UVB until late November. This is why the absolute UVB maxima did not relate—unlike in t
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Figure 2. Daily sums of global solar radiation (Ig), erythemally effective UVB radiation (UVB), and total ozone content (TOC)

at the Vernadsky Station in the period of 2002–2003. The TOC values were measured by the Dobson spectrophotometer

Figure 3. As in Figure 2, but for 2003–2004
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previous year—to the ozone minima, but rather occurred in early December, close to the summer

solstice in the Southern Hemisphere. This fact is well documented also by the timing and frequency of

occurrence of daily maximal UVB intensities and corresponding TOC values (Table 1). Only four

events of UVB intensities higher than 4 kJ m�2 d�1 were recorded in Season 1, while the number of the

Table 1. Maximal daily sums of erythemally effective UVB radiation (UVB) and daily means of total ozone
content (TOC) recorded at Vernadsky Station within the period of 2002–2004

Date UVB (kJ m�2 d�1) TOC (DU)

Season 1
1.11.02 4.064 210
24.12.02 4.204 289
29.12.02 4.048 271
4.1.03 4.122 286
Season 2
25.11.03 5.478 230
28.11.03 4.635 255
4.12.03 4.390 271
5.12.03 5.157 248
6.12.03 4.423 279
7.12.03 4.332 284
8.12.03 4.117 296
25.12.03 4.126 302
28.12.03 4.067 300
2.1.04 4.217 287

The TOC values were measured by the Dobson spectrophotometer.

638 K. LÁSKA ET AL.
events reached 10 in Season 2.

3. MODEL DESCRIPTION
Models of UV radiation prediction can be divided mainly into three groups: (1) radiative transfer

models including multi-scattering (e.g., Stamnes et al., 1988), (2) physical models with a simple
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parameterization (e.g., Schippnick and Green, 1982 or Schauberger et al., 1997), and (3) statistic

models (Canadian model—Burrows et al., 1994; CHMI model—Vanicek, 1997; ETH Züri

model—Renaud et al., 2000). Particularly the radiative transfer models require extensive computati

and many assumptions about the atmospheric parameters, which are generally difficult to obtain. T

simplest group of statistical models uses a regression equation, which is obtained by fitting t

observed UV radiation to the selected file of input parameters. These models, mostly developed a

used outside Antarctica, have to be verified as to their sensitivity to the input data and their effect

model outputs for the maritime Antarctica. This is why we came up with the development of our ow

model, corresponding to both the character of available data and the specific conditions of Antarctic

The model is to explain the regime of erythemally effective UVB radiation in dependence

extraterrestrial (solar height) and terrestrial (atmospheric) factors.

Characteristics of the atmosphere can be expressed by the ratio of extraterrestrial global radiati

intensity and intensity of this radiation incident on the Earth’s surface. The intensity of the UV

radiation can be then calculated on the basis of known atmospheric ozone content, changes of glob

solar radiation when passing through the atmosphere, and the UVB radiation intensity at the top of t
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atmosphere (TOA). Global radiation intensity at the TOA can be estimated from theory; global

radiation on the Earth’s surface and erythemally effective UVB radiation are measured directly by a

pyranometer and UV-Biometer, respectively. TOC in the atmosphere is measured by spectropho-

tometers either from the Earth’s surface or from satellites, which normally carry two

he

to

ke

al

ht

at

1)

he

U.

he

2)

ce
1),

1,

nd

he

ng

re.

nd

n.

n,

n,

he

3)

m

to

ns

on

46

nv

UVB RADIATION MODELLING 639
spectrophotometers, one of which is oriented toward the Earth’s surface and the other one to t

outer space. With respect to the position of the Sun, directly measured TOC have to be converted

values of a so-called effective total ozone content (TOCeff) for the purposes of the model. This is to ta

account of the sunlight through the atmosphere path to the Earth’s surface, which makes their actu

path through the ozonosphere longer than toward the zenith.

We obtain the resulting daily mean TOCeff (in DU) by resolving the geometrical problem of sunlig

path through spherical layers of atmosphere (simpler solution in the plane gives higher concentration

low solar heights)

TOCeff ¼
�2r � sin aþ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð2r � sinaÞ2 þ 4½ðr þ hÞ2 � r2� � ð1þ sin2 aÞ

q
2ð1þ sin2 aÞ

� TOC

h
(

where r and h are the radius of the Earth and mean height of the ozonosphere in kilometers, a is t

daily mean solar elevation angle in radians, and TOC is the daily mean total ozone content in D

The newly developed nonlinear regression model applies a hyperbolic attenuation of t

erythemally effective UVB radiation

UVB ¼ Ig

Igex

� �b0 UVBex

1þ b1TOC
b2

eff

(

where Ig is the daily sum of global solar radiation intensity incident on the Earth’s surfa

(MJ m�2 d�1), Igex is the daily extraterrestrial sum of global solar radiation intensity (MJ m�2 d�

UVBex is the daily extraterrestrial sum of erythemally effective UVB radiation (kJ m�2 d�1), and b0, b

b2 are the regression parameters. b0 approximates the dissimilar absorption of global radiation a

UVB radiation in the atmosphere while b1 and b2 express the ozonosphere effectiveness in t

absorption and diffusion of UVB radiation. The absorption of UVB radiation increases with increasi

ozone content in the atmosphere and with increasing length of solar ray paths through the atmosphe

This situation particularly occurs at low heights of the Sun.

Despite the usually used ozone transmissivity exponential function (see e.g., Kondratyev a

Varotsos, 2000), we propose a new approach based on quantum transmission model of UVB radiatio

Such type of transmission is described by a hyperbolic function (Equation (2)). In the equatio

attenuation of solar UVB radiation related to optical phenomena such as absorption, reflectio

refraction, or scattering in the atmosphere is expressed by the element Ig
Igex

� �b0
. The other part of t

equation, that is, the ozone absorption, is described by the element

1

1þ b1TOC
b2

eff

(

For the purpose of the model, the ozone layer was divided into artificial layers. Each of the

contained such amount of ozone so that intensity of UVB radiation that passed the layer was reduced

one half of an initial intensity of radiation at the upper surface of the layer. Such consideration mea

that there is twice as much of ozone in each consecutive layer. Since the intensity of UVB radiati

Copyright # 2009 John Wiley & Sons, Ltd. Environmetrics 2009; 20: 633–6

DOI: 10.1002/e



does not decrease in jumps but smoothly, this consideration does not fully reflect reality. Therefore, we

multiplied TOCeff in real atmosphere by a coefficient b1 that related to the UVB attenuation due to

ozone amount. However, there are additional processes connected with the effective diameter of ozone

molecules in the atmosphere. It is reported (Kondratyev and Varotsos, 2000) that the effective diameter
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is usually higher than the geometric one which might alter absorption effectiveness of UVB. Then, t

higher TOCeff, the higher effectiveness of UVB quantum absorption by ozone molecules. That was w

we used coefficient b2 in exponential part of TOCeff.

A model used in this way does not fulfill a boundary condition. The condition is a changeless UV

radiation intensity if there is no ozone in layer. If number 1 is added to the denominator in the element (

the condition is fulfilled. For real TOC in the atmosphere, addition of 1 into the denominator has on

negligible effect on UVB attenuation and the range of b1 value (see the Section 5 below).

4. MODEL RESULTS

We explored the model properties for the two analyzed seasons using both ground and satellite ozo

measurements. The b0, b1, b2 parameters of the nonlinear hyperbolic regression model were estimat

by using the STATISTICA system and Levenberg–Marquardt’s method through least squares with t

initial approximations of all three parameters equal to 0.1.

As seen in Table 2, we can reject hypotheses about nonsignificance of regression parameters at t

0.05 significance level as all the 95% confidence intervals do not include 0. The variability of t

erythemally effective UVB radiation is explained by means of the model at 98.65% for Season 1 and

98.6% for Season 2.

The hypotheses about the nonsignificance of the regression parameters at the 0.05 significance lev

can be rejected also in the processing of satellite measurements of the ozone content (Table 3) since

the 95% confidence intervals of these parameters do not include 0. The variability of the depende

variable UVB is explained by means of the model at 98.5% for Season 1 and at 98.6% for Season

Modeling of UVB radiation with the use of ground ozone measurement provides lower estimates

the b0 and b1 parameters, and—in contrast to the satellite-based measurements—higher estima

Table 2. Estimates of parameters and their 95% confidence intervals for ground ozone measurements

Estimates of parameters Season 1 Season 2
b̂0
0.6704� 0.0245 0.6794� 0.0270

b̂1
0.1055� 0.0437 0.0724� 0.0276

b̂2
1.0920� 0.0653 1.1492� 0.0598

Table 3. Estimates of parameters and their 95% confidence intervals for satellite ozone measurements

Estimates of parameters Season 1 Season 2

b̂0
0.7191� 0.0247 0.7472� 0.0273

b̂1
0.1182� 0.0501 0.0964� 0.0347

b̂2
1.0662� 0.0662 1.0950� 0.0558
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of the b2 parameter. Errors of estimates expressed by means of the 95% confidence intervals in the case

of using the ground ozone measurement are generally lower. This can be attributed to the fact that the

distribution of systematic errors in measuring the ozone content with respect to the area of cloudiness

and solar elevation angle differs in the ground- and satellite-based measurements. This discrepancy
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Table 4. Relative estimate errors calculated on 95% confidence intervals for ground and satellite ozone
measurements

Estimates of parameters Ground ozone Satellite ozone

Season 1 Season 2 Season 1 Season 2

b̂0
3.65% 3.97% 3.93% 3.65%

b̂1
41.42% 38.12% 42.38% 36.00%

b̂2
5.97% 5.20% 6.21% 5.10%
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comes from the fact that the ground measurements were made several times a day, while the satell

ones took place only when passing over the concerned territory (usually once a day), and can affect t

accuracy. In this respect, the ground measurements are considered more accurate.

Using the model, we predicted UVB radiation, parameters b0, b1, and b2 respectively, for tw

seasons (Table 4). Relative estimate error of the regression parameters was calculated as the h

width of 95% confidence interval to estimate value, expressed in percents. Estimates of the b0 a
Figure 4. Scatterplot of daily sums of erythemally effective UVB radiation (UVB) and predicted daily sums of erythemally

effective UVB radiation (predicted UVB) at the Vernadsky station in the period of 2002–2003. The results are shown for both

satellite and ground ozone measurements used in the model
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b2 parameters exhibited a considerable stability in both the cases and the relative estimate errors were

also very small. Differences in the estimated b1 values for Seasons 1 and 2 (see Tables 2 and 3) as well

as the large relative errors of the estimates were apparently caused by the moderate development of the

ozone anomaly over Antarctica in Season 1, while its influence in Season 2 was of much greater

642 K. LÁSKA ET AL.
significance (for details see Section 2).

5. DISCUSSION AND CONCLUSIONS
Figures 4 and 5 show the correlation between measured and predicted daily sums of erythemally
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effective UVB radiation for Season 1 (2002–2003) and Season 2 (2003–2004). The results are show

for both satellite and ground ozone measurements used in the model. The model quality for the tw

considered seasons and both ozone estimation methods is comparable. High values of the indexes

determination were reached. The mean average prediction errors ranged between 9.6 and 9.5% f

Season 1, and 7.4 and 8.8% for Season 2, when ground and satellite ozone measurements were applie

Our results are in agreement with findings of Weihs and Webb (1997), Koepke et al. (1998), or D

Backer et al. (2001). They found differences between measurements and models in the range of 5–10

with statistical uncertainty of 2–3%. To assess the differences between empirical and theoretic

distribution of residuals, the normal probability plots were used (Figures 6 and 7). The slightly wor
Figure 5. Normal probability plot of the ordered erythemally effective UVB residuals from the nonlinear regression model

against the ordered quantiles of the standard normal distribution. The results are shown for both satellite and ground ozone

measurements at the Vernadsky Station in the period of 2002–2003
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Figure 6. Histogram of the erythemally effective UVB residuals (UVB) at the Vernadsky Station in the period of 2002–2003.

The results are shown for both satellite and ground ozone measurements used in the model

Figure 7. As in Figure 4, but for 2003–2004
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Figure 8. As in Figure 5, but for 2003–2004

Figure 9. As in Figure 6, but for 2003–2004
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results for Season 2 can be partly explained also by the fact that extreme values occurred in the

measurement of UVB radiation in November and December, for example, 25 November 2003 (see

Table 1). In the case of great change of ozone content, the results may be unfavorably affected by daily

average or daily sum values used at its application. The consequence may be that the model either
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underestimates or overestimates the UVB radiation value at an expressively uneven solar radiati

regime within the day period (particularly at a different radiation intensity in the noon hours

compared with the morning and evening ones). This fact is likely to affect also the magnitude of t

errors for the parameters b1 and b2, which express general ozone content, its role in UVB absorptio

and scattering.

The quality of the regression model is also documented by the distribution of residuals, whi

should be ideally near the normal distribution (Figures 8 and 9). Hence the accumulation of UV

residuals occurs with values close to zero. Therefore, the resulting distribution has high kurtosis, whi

is essentially greater than in the case of normal distribution.

A model-based prediction of erythemally effective UVB radiation toward real values could

possibly improved through the transformation of UVB radiation values. Such modification wou

achieve stabilization of the variance. Searching for an appropriate transformation will be subject

further research. We also assume that the quality of the model can be further enhanced by using valu

of the studied variables measured simultaneously with the atmospheric ozone content—both grou

and satellite. This should at least eliminate problems with the informative value of daily averages a

sums with respect to the UVB radiation absorption model and its properties.
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Prošek P, Janouch M. 1996. The measurement of ultraviolet radiation at the Polish Henryk Arctowski Station (South Shetlan

Antarctica) in the Summer of 1994/95. Problemy Klimatologii Polarnej 6: 139–148.
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(eds). Folia Fac. Sci. Nat. Univ. Masarykianae Brunensis, Geographia 25: Brno; 35–48.
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A new approach to the estimation of erythemally effective ultraviolet (EUV)

radiation for all sky conditions that occur in maritime Antarctica is reported.

The spatial variability of the total ozone content (TOC) and attenuation of the

EUV radiation in the atmosphere are taken into consideration. The proposed

nonlinear regression model of EUV radiation is described by a hyperbolic trans-

mission function. The first results and the model validation for Vernadsky Station

(formerly the British Faraday Station) during the period 2002–2005 show very

good agreement with the measured values (R2 ¼ 99.2). The developed model was

evaluated using daily doses of EUV radiation with respect to solar elevation angle

and cloudiness. The mean average prediction error (MAPE) for cloudy (4.1–7.0

oktas) and overcast skies (7.1–8.0 oktas) varied between 4.0% and 4.3%, while for

partly cloudy days (0–4.0 oktas) with high variability of cloud types during a day,

MAPE reached 5.9%.

1. Introduction

The amount of UV radiation reaching the Earth’s surface is affected by several

physical factors, including stratospheric ozone, solar elevation angle, clouds, surface

albedo and aerosols. The large-scale depletion of stratospheric ozone over the

Antarctic during the past two decades has led to an intensive investigation of both
physical and chemical changes in the atmosphere and the effects of increasing solar

ultraviolet (UV) radiation on polar ecosystems. The extraterrestrial solar radiation

spectrum contains ultraviolet-C (UVC) radiation in the spectral range 100–280 nm,

UVB radiation in the spectral range 280–320 nm, and UVA radiation in the spectral

range 320–400 nm. UVC radiation is completely absorbed by oxygen and ozone in the

stratosphere. Because of the wavelength dependence of the ozone absorption, a

decrease in the amount of stratospheric ozone results in a greater increase in UVB

radiation than in UVA.
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Ozone depletion over the Antarctic was discovered at the beginning of the 1980s

(Farman et al. 1985). The lowest total ozone columns in the Antarctic are usually

reached in the first week of October, and despite the fairly low solar elevation in the

spring season, they produce high intensities of UVB radiation incident on the surface

(Hermann et al. 1995). Ozone depletion begins approximately in the second half of
August, culminating in the first half of October and ending in November. During the

ozone depletion development, the average ozone concentration varied at the time of its

culmination in October in the 1950s and 1960s in the original value, reaching over 300

Dobson Units (DU). In 1990–2000 the ozone concentration declined to 100–150

DU. The area of ozone depletion grew, although with some anomalies, in parallel with

the increasing ozone layer destruction. Satellite measurements showed that, in the early

1980s, the average surface area in October with an ozone concentration below 220 DU

did not exceed 7.5 million km2, while at the end of the 1990s it was over 20 million km2.
At the beginning of the new millennium, the development of the ozone depletion can be

described as considerably irregular. With the exception of the year 2002 (the lowest

ozone hole area due to a sudden major stratospheric warming), its surface area exceeds

20 million km2, with a maximum of 26 million km2 in 2006 (Varotsos 2002, WMO 2002,

2003, 2004, Newman et al. 2004). According to recent data, ozone loss at the high

southern latitudes has levelled off since the mid-1990s and the mean global and mid-

latitude ozone losses for 2002–2005 were close to those for 1998–2001 (WMO 2008). The

weakening of the negative global trend in the total ozone content (TOC) was attributed
to stabilization in the level of ozone-depleting substances in the stratosphere due to the

Montreal Protocol international regulations. Model simulations suggest that global

ozone levels will recover to 1980 levels in the period 2060–2075 (WMO 2006).

In Antarctica, apart from the ozone concentration, ozone variability at the edge of

ozone depletion and the solar elevation angle, cloudiness is the main factor causing high

variability of solar UV radiation. As shown by several authors, the amount of clouds,

the cloud position relative to the sun, cloud type and its optical properties strongly

modulate the course of incident UV radiation (e.g. Frederick et al. 1998, Luccini et al.

2003). The temporal and spatial variation of the UV radiation increases from the central

part (Antarctic plateau) to the coastline (maritime Antarctica). The mean annual

cloudiness in the coastal regions of Antarctica near 60� S is about 80–90% (the result

of the cyclogenesis on the polar front). At around 70� S, surface observations show a

total cloud cover of about 45–50% with little variability throughout the year and only a

small decrease during the winter months (King and Turner 1997). In contrast to the

coastal areas, the amount of cloud near the South Pole shows large seasonal variations:

from about 35% in autumn and winter to nearly 55% in spring and summer. Latitudinal
changes in cloud types also have some influence; a large amount of stratus cloud occurs

close to 60� S, and cirrus and altostratus prevail at 70� S. Over the interior of Antarctica,

cirrus is the most commonly reported cloud type (Warren et al. 1986).

The biologically effective UV radiation plays a very important role in many biological

processes including harmful effects of DNA damage to human skin and the immune

system overall (De Fabo et al. 1990). The biological effectiveness of solar UV radiation

depends on the wavelength and can be measured or estimated by various theoretical

approaches. Models of biologically effective UV radiation can be divided mainly into
three groups: (1) radiative transfer models including multi-scattering (e.g. Stamnes et al.

1988, Schwander et al. 2001), (2) physical models with a simple parameterization for

discrete wavelengths (e.g. Diffey 1977, Schippnick and Green 1982, Schauberger et al.

1997) and (3) statistical models (Canadian model – Burrows et al. 1994, CHMI
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model – Vanicek 1997, ETH Zürich model – Renaud et al. 2000, Polish IMGW model –

Krzyscin et al. 2001). The radiative transfer models in particular require extensive

computation, many assumptions about the atmospheric parameters (ozone, tempera-

ture, aerosols) and their vertical distributions, which are generally difficult to obtain. The

simplest group of statistical models uses regression equations, which are obtained by
fitting the observed UV radiation to the selected file of input parameters (solar zenith

angle, TOC). These models can incorporate a number of fixed input parameters such as

aerosol amount, trace gases or regional surface albedo (snow or snowless ground). To

consider attenuation of the solar UV radiation by the clouds, many of the models use a

cloud modification factor (CMF). The CMF for global solar and UV radiation is

defined as the ratio of all-sky to clear-sky irradiance (e.g. Calbó et al. 2005).

Most of the UV radiation models were designed and parameterized outside

Antarctica. The specific feature of the Antarctic continent and its atmosphere, such
as high surface albedo and the highest temporal variation of TOC and cloudiness at

50–70� S, made it difficult to simply transfer the models without previous validation.

Only a few models have been validated at a global scale and used for UV forecasting

or reconstruction of UV radiation in the past (e.g. Schmalwieser et al. 2002). We

therefore developed our own model (Láska et al. 2009), corresponding to both the

character of the available data and the specific conditions of Antarctica.

This paper presents a comprehensive analysis of stratospheric ozone, cloudiness

and solar UV radiation measured at Vernadsky Station over a 3-year investigation. A
new approach to the estimation of solar UV radiation based on a nonlinear regression

model is presented. This work is a continuation of our previous research on strato-

spheric ozone and UV radiation issues carried out in maritime Antarctica since 1995

(e.g. Prošek and Janouch 1996, Prošek et al. 2001, Láska et al. 2009). The model

validation is carried out with respect to the temporal variation of TOC and the

different categories of cloudiness. To evaluate the model features and document its

usefulness, normal-probability plots and other statistical methods are used.

2. Materials and methods

The measurements in this paper were taken at the Ukrainian Vernadsky Station in

Antarctica (formerly the British Faraday Station) with geographical coordinates f ¼ 65�

150 S; l¼ 64� 150 W; h¼ 11 m a.s.l. Vernadsky Station is located on Galindéz Island in the

Argentinean Islands off the western coast of the Antarctic Peninsula (see figure 1). Global

solar radiation was measured by a Kipp&Zonen CM-6B pyranometer. The measurement

was carried out at sampling interval of 10 s from which 10-min average values were
recorded to the MiniCube VV/VX Data Logger (EMS, Czech Republic). Then, daily

sums of global solar radiation were evaluated as the 10-min average values for each day.

Erythemally effective ultraviolet (EUV) radiation, according to the McKinlay and

Diffey (1987) Erythemal Action Spectrum, was measured with a Solar Light broadband

UV-Biometer 501 Version 3. The instrument was set to keep the temperature stable at

25�C and store data as 10-min integral values. In this study, only daily sums (doses) of

EUV radiation calculated from the corresponding 10-min values were used for the

model parameterization. The spectral response of the UV-Biometer ranges from 280
to 400 nm while its spectral sensitivity is similar to the sensitivity of the human skin to the

acute effect of erythema. With regard to the construction of this instrument, it should be

pointed out that the EUV radiation intensity was measured in minimum erythema dose

per hour (MED h–1). One MED h-1 is equivalent to the UV radiation intensity required
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for minimum irritation (i.e. reddening) of the skin of average pigmentation after 1 h

exposure. Conversion into physical units is accomplished by means of the relationship: 1

MED h-1 ¼ 0.0583 W m-2, or 210 kJ m-2 h-1. The solar radiation instruments were set

up on the roof of Vernadsky Station building on 12 February 2002. To protect them

from snow and ice accumulation, the instruments were equipped with a Kipp&Zonen

CV2 heater ventilation unit. Both radiometers were sent to the Solar and Ozone

Observatory of the Czech Hydrometeorological Institute in Hradec Králové for calibra-
tion checks using a Brewer MKIV spectrophotometer and the Czech national standard

UV-Biometer and CM-11 pyranometer every 2 years.

Ozone concentration data can be obtained either from ground measurements

predominantly taken with Dobson and Brewer ozone spectrophotometers or from

satellite measurements. TOC is a parameter that is used frequently to determine the

ozone content of the atmosphere. Recently, many authors have assessed the uncer-

tainties in the TOC from satellite measurements as well as differences between ground

and satellite observations (e.g. Labow et al. 2004, Vanicek 2006, Schmalwieser et al.

2007). In this study, TOC data from both ground and satellite measurements were

applied to eliminate the uncertainties in measured ozone concentration. The first TOC

series based on the Dobson No. 031 and Dobson No. 123 (with modern electronics,

since 27 March 2005) spectrophotometer measurements at Vernadsky Station was

applied. The second set of TOC data was derived from the Total Ozone Mapping

Spectrophotometer (TOMS) onboard NASA’s Earth Probe Satellite (EPTOMS). The

TOC values were acquired for geographical coordinates of Vernadsky Station from

the daily gridded ozone of EPTOMS Version 8 (http://toms.gsfc.nasa.gov/ftpda-
ta.html). When the ground-based measurements were inaccurate (e.g. poor weather

conditions, low solar elevation angle), satellite data were applied. In this case, the

relative air mass of the ozone layer (m) was a criterion of the data quality (Kasten and

Young 1989). In addition, the daily mean cloudiness based on 3-h synoptic

Figure 1. Northern part of the Antarctic Peninsula showing the location of Vernadsky Station.
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observations of total cloud amount (in oktas) at Vernadsky Station was used for the

purpose of model validation.

To estimate the EUV radiation reaching the Earth’s surface, a new approach based

on a nonlinear regression model with hyperbolic transmissivity function was devel-

oped (Láska et al. 2009). The daily sum of EUV radiation was calculated as

EUV ¼ Ig

Igex

� �b0 EUVex

1þ b1TOC
b2

eff

(1)

where Ig is the daily sum of global solar radiation intensity incident on the Earth’s
surface (MJ m-2 day-1), Igex is the daily extraterrestrial sum of global solar radiation

intensity (MJ m-2 day-1), EUVex is the daily extraterrestrial sum of erythemally

effective UV radiation (kJ m-2 day-1), TOCeff is the effective total ozone content

(DU), and b0, b1 and b2 are regression parameters.

The characteristics of the atmosphere can be expressed by the ratio of the extra-

terrestrial global radiation intensity (Igex) and the intensity of this radiation incident

on the Earth’s surface. Both Igex and EUVex at the top of the atmosphere (TOA) can

be easily estimated from theory for any geographical locality and time. Ig and EUV
radiations are measured directly by a pyranometer and UV-Biometer, respectively. b0

approximates the dissimilar absorption of global radiation and UV radiation in the

atmosphere, while b1 and b2 express the ozonosphere effectiveness in the absorption

and diffusion of UVB radiation. The absorption of UVB radiation increases with

increasing ozone content in the atmosphere and with increasing length of the solar ray

path through the atmosphere. This situation occurs particularly at low heights of the

Sun. In Antarctica, the amount of the aerosols is usually very low, and therefore it was

not taken into consideration. Moreover, it was assumed that the ratio of Ig to Igex

partly takes into consideration the seasonal variation in surface albedo. To eliminate

the heteroscedasticity of EUV and EUVex radiation, both parameters were adjusted

by the square root transformation.

Instead of using the usual ozone transmissivity exponential function (see

e.g. Kondratyev and Varotsos 1995, 1996), we have proposed a new approach

based on a quantum transmission model of UVB radiation. This type of transmission

is described by a hyperbolic function (Láska et al. 2009). To compare the differences

between the exponential and hyperbolic ozone transmissivity functions, theoretical
TOC values in the atmosphere were used for calculation of the ozone transmissivity

values (figure 2). It can be seen that both ozone transmissivity functions are identical

up to 200 DU, while the exponential function overestimates TOC values (attenuates

the UVB radiation) more than the hyperbolic distribution at the lower TOC. In

equation (1), attenuation of solar UVB radiation related to optical phenomena such

as absorption (except the ozone absorption effect), reflection, refraction or scattering

in the atmosphere is expressed by the element (Ig/Igex)b0. The other part of the

equation, that is the ozone absorption, is described by the element 1/(1þ b1TOCeff
b2).

TOC in the atmosphere is measured by spectrophotometers either from the Earth’s

surface or from satellites, which normally carry two spectrophotometers, one of

which is oriented towards the Earth’s surface and the other to outer space. With

respect to the position of the Sun, directly measured TOC has to be converted to

values of a so-called effective total ozone content (TOCeff) for the purposes of the

model (Láska et al. 2009). This is to take account of the sunlight path through the

atmosphere to the Earth’s surface, which makes its actual path through the
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ozonosphere longer than towards the zenith. TOCeff is obtained by resolving the

geometrical problem of the sunlight path through spherical layers of the atmosphere:

TOCeff ¼
�2r sin aþ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð2r sin aÞ2 þ 4½ðrþ hÞ2 � r2� ð1þ sin2 aÞ

q
2ð1þ sin2 aÞ

TOC

h
(2)

where r and h are, respectively, the radius of the Earth and the mean height of the

ozonosphere in kilometres, a is the daily mean solar elevation angle in radians, and

TOC is the daily mean total ozone column in DU.

For the purpose of the model, the ozone layer was divided into artificial layers. Each of

them contained an amount of ozone such that the intensity of UVB radiation that passed
the layer was reduced to one half of the initial intensity of radiation at the upper surface

of the layer. This means that there is twice as much ozone in each consecutive layer

towards the Earth. As the intensity of UVB radiation does not decrease in jumps but

smoothly, this consideration does not fully reflect the reality. Therefore, we multiplied

TOCeff in the real atmosphere by a coefficientb1, which is related to the UVB attenuation

due to the amount (van der Waals diameter) of ozone molecules in the atmosphere. It has

been reported (e.g. Feynman et al. 1989) that the effective diameter is usually higher than

the geometric one, which might alter the absorption effectiveness of the UVB. Then, the
higher the TOCeff, the higher the effectiveness of UVB quantum absorption by ozone

molecules. That was why we used the coefficient b2 in the exponential part of TOCeff.

3. Results and discussion

The seasonal variability of global solar (Ig) and EUV radiation intensities, TOC and

cloudiness at Vernadsky Station within the period from 1 August 2002 to 30 April

Figure 2. Values of ozone transmissivity functions based on hyperbolic and exponential
distribution with respect to the theoretical total ozone content in the atmosphere.
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2005 is shown in figure 3. A logical similarity between cloudiness and high diurnal

variation in both solar radiation regimes is evident from this figure. The ozone

depletion period (September–October) is not clearly pronounced on the EUV radia-

tion intensities due to low solar elevation and short daytime. Figure 4 shows the

frequencies of the TOC values and daily mean cloudiness (in oktas) observed at
Vernadsky Station. Daily mean cloudiness reached 6.9 oktas in the period from 1

August 2002 to 30 April 2005. The high occurrence of total cloud amount from 7 to 8

oktas coincided with cyclogenesis in the circumpolar trough near 60� S. Figure 3 also

shows that TOC data were not available from May to July due to low solar elevation

angle. The weather conditions made it difficult to provide good quality observations

either on the zenith sky or against the Sun disc.

TOC values over Antarctica differ significantly in the analysed period, especially in

the ozone anomaly area with the ozone concentration below 220 DU (Newman et al.

2004). In 2002, the October average amounted to only 3.0 million km2 and its

development was very slow from August. At the end of September, it split into two

parts, which became extinct relatively rapidly on 1 October 2002. The average surface

area in October 2003 had already amounted to 9.8 million km2, with the ozone

Figure 3. Daily sums of global solar radiation (Ig), erythemally effective UV (EUV) radiation,
daily means of cloudiness and total ozone content (TOC) at Vernadsky Station in the period
2002–2005. The TOC values were measured by the Dobson spectrophotometer.
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depletion formed as early as mid-August and retained without any significant change

until mid-October. It became rapidly extinct in the second half of November
(Stolarski et al. 2005). In 2004, the ozone hole started to grow during mid-

September. Then in the next 3 weeks, the ozone hole increased in area by more than

23 million km2. This slow increase was followed by a rapid decrease in area that ended

in mid-November, when the ozone hole disappeared. The ozone hole in 2004 was

much smaller than the average size over the past decade, and it was almost similar in

mid-October to 2002 when the ozone hole had split into two parts (WMO 2004).

While the variation in cloudiness determined shorter-term fluctuations of the

radiation fluxes, ozone decline caused solar radiation changes of prolonged periodi-
city in the second half of the year. These impacts were furthermore overlaid by the

effect of cloud cover and cloud optical depth. In 2002, these effects were clearly

demonstrated; for example, in the period of ozone hole occurrence between 20

September and 22 October, and in the period from 23 October to 10 November. In

2003, a significant increase in EUV radiation between 25 September and approxi-

mately 12 October was related to the decline in ozone, while the subsequent increase in

ozone concentration from 13 October suppressed the natural increasing trend of EUV

radiation until late November. In 2004, a particularly significant ozone decline was
observed in two periods: 15–29 September and 4–14 October. However, in only the

second period was the EUV radiation increase pronounced. Maximum values of the

EUV radiation did not relate to the ozone minima (figure 3), but rather occurred in

mid-December, close to the summer solstice in the Southern Hemisphere. This fact

was well documented by the timing and frequency of occurrence of daily maximum

EUV radiation intensities and corresponding TOC values (see table 1). In 2002–2003

and 2004–2005, up to five events of EUV radiation intensities higher than 4 kJ m-2

were recorded at Vernadsky Station. By contrast, 10 days with maximum EUV
radiation were reported during partly cloudy and clear-sky conditions around the

summer solstice of 2003–2004.

Using the above-described nonlinear hyperbolic regression model, daily sums of the

EUV radiation intensities at Vernadsky Station were calculated. For the purpose of the

model parameterization, we selected 808 days from the original data set (2002–2005)

where both TOC and global solar radiation were available. The b0, b1 and b2

Figure 4. Relative frequency distribution of daily means of total ozone content (TOC) and
cloudiness at Vernadsky Station in the period 2002–2005. The TOC values were measured by
the Dobson spectrophotometer.
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parameters of this model were estimated by the STATISTICA system and

Levenberg–Marquardt’s method using the least squares method with the initial approx-

imations of b0¼ 0.6, b1¼ 0.1, b2¼ 1.0. As seen in table 2, we could reject the hypotheses

about the nonsignificance of the regression parameters at the 0.05 significance level as

all of the 95% confidence intervals did not include 0. The relative estimates error of the

regression parameters was calculated as the half width of the 95% confidence interval to

estimate value, expressed as a percentage (see table 2). Estimates of the regression

parameters differed slightly from the previous study of Láska et al. (2009) because of
the different period considered in this paper (2002–2004). However, the relative esti-

mated errors of the new regresssion parameters decreased significantly after the new

parameterization to half of the original value. This was probably caused by the square

root transformation applied to the EUV radiation data.

The model results for the period 2002–2005 are shown in figure 5 as the scatterplot

of measured versus predicted daily sums of EUV radiation intensities. The variability

in EUV radiation was explained by means of the model at 99.21% in the period

studied. As in our previous study (Láska et al. 2009), the indexes of determination
reached high values. Two different statistical parameters were used for the model

Table 1. Maximum values of daily sums of global solar (Ig) and erythemally effective UV
(EUV) radiation, daily means of total ozone content (TOC), cloudiness (CL), and solar
elevation angle (a) at noontime recorded at Vernadsky Station within the period 2002–2005.

Date Ig (MJ m-2) EUV (kJ m-2) TOC (DU) CL (oktas) a (�)

1 November 2002 26.337 4.064 209 4.0 39.2
24 December 2002 32.652 4.204 288 5.9 48.2
29 December 2002 27.713 4.048 270 7.0 48.0
4 January 2003 33.910 4.122 285 5.3 47.5
25 November 2003 25.739 5.478 230 7.0 45.5
28 November 2003 32.464 4.635 257 2.5 46.1
4 December 2003 30.455 4.390 272 3.3 47.0
5 December 2003 34.286 5.157 249 3.6 47.1
6 December 2003 34.490 4.423 280 1.0 47.3
7 December 2003 34.907 4.332 285 1.1 47.4
8 December 2003 34.346 4.117 298 2.0 47.5
25 December 2003 34.501 4.126 303 5.3 48.2
28 December 2003 31.638 4.067 301 2.5 48.0
2 January 2004 34.171 4.217 287 6.6 47.7
29 November 2004 32.222 4.186 296 4.0 46.4
10 December 2004 31.736 4.161 307 5.0 47.8
11 December 2004 35.010 4.228 306 1.3 47.8
21 December 2004 35.455 4.524 280 0.8 48.2
30 December 2004 29.512 4.178 294 5.6 47.9

Table 2. Estimates of parameters and relative estimated errors calculated
with 95% confidence intervals for ground ozone measurements in the period

2002–2005.

Parameter Estimate Relative estimated error (%)

bb0 0.70 � 0.01 1.9bb1 0.08 � 0.01 17.2bb2 1.14 � 0.03 2.4
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validation: (1) residuals of the EUV radiation intensity in kJ m-2 and (2) mean average

prediction error (MAPE) expressed as a percentage.

The temporal variability of the EUV residuals in the period 2002-2005 is shown in

figure 6. It is apparent that the smallest EUV residuals (up to 0.08 kJ m-2) occurred

only at low solar elevation (April, August). The highest EUV residuals occurred from

September to March independently of the ozone depletion. In addition, a notable
variation in the EUV residuals throughout the year can be seen in figure 6. The largest

absolute values of the EUV residuals reached -0.18 andþ0.24 kJ m-2, respectively. As

seen in figure 7, the relative distribution of the largest EUV residuals (more than

�0.15 kJ m-2) represented only 1% of all cases.

The MAPE of our model reached 4.4% over the period studied. This can be

compared with our previous results (Láska et al. 2009), when both ground and

satellite ozone measurements were applied. In the latter case, MAPE values ranged

from 7.4% to 9.6% depending on the season and the method of ozone measurement.
The results were difficult to compare to other studies as only a few Antarctic stations

Figure 5. Scatterplot of daily sums of predicted erythemally effective UV radiation (predicted
EUV) and EUV radiation measured at Vernadsky Station in the period 2002–2005. The results
are shown for all types of cloudiness.

Figure 6. Residuals of the erythemally effective UV (EUV) radiation for all types of cloudi-
ness at Vernadsky Station in the period 2002–2005.
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equipped with the same instruments carried out both measurements and estimations

of the EUV radiation intensities similarly. In general, our results are in agreement

with the findings of Weihs and Webb (1997), Koepke et al. (1998) and De Backer et al.

(2001). They found differences between measurements and models in the range 5–10%

with a statistical uncertainty of 2–3%.
The second part of our study was to examine the predicted EUV radiation inten-

sities and investigate how the variation in TOC and cloudiness affected the EUV

residuals in different seasons. EUV residuals were separated according to the solar

elevation angle (a) and the time interval of the ozone depletion occurrence as follows:

August–October (low a, the largest ozone depletion), November–January (high a,

ozone depletion retreat), and February–April (low a, no ozone depletion).

Furthermore, the EUV residuals were distinguished according to daily mean cloudi-

ness into three categories: partly cloudy (0–4.0 oktas), cloudy (4.1–7.0 oktas), and
overcast conditions (7.1–8.0 oktas).

Seasonal variability of TOC and cloudiness was calculated as the coefficients of

variation for the individual seasons of 2002–2005 (table 3). Then, model quality

expressed by the standard deviation of EUV residuals and MAPE was evaluated.

As shown in table 3, TOC variation decreased rapidly from spring to autumn (as a

consequence of the ozone depletion disappearing). However, the highest variation in

cloudiness occurred around the summer solstice (November–January). It is also

evident that the behaviour of the standard deviations of the EUV residuals and
MAPE did not relate to TOC but to the cloudiness. Hence, the smallest standard

deviations (up to 0.031 kJ m-2) occurred in the same period as the lowest variability of

the cloudiness was observed (August–October and February–April). That was also

related to small a around both equinoxes. A significant dependence of the EUV

residuals on cloudiness was documented by MAPE. Contrary to the standard devia-

tions, the smallest values of MAPE were reported during high summer when they

ranged from 2.6% to 3.5%. The relative frequency distributions of the EUV residuals

confirmed slight differences between individual seasons of 2002–2005 (figure 8). It is
obvious that the largest dispersion and the lowest kurtosis of the EUV residuals

occurred annually within the summer months and was the effect of cloudiness varia-

tion. On the contrary, high kurtosis and small dispersion occurred in both spring and

autumn months.

The quality of the regression model was also documented by the relative frequency

distributions of the EUV residuals according to different categories of cloudiness

(figure 7). A histogram of the EUV residuals for all cases of cloudiness was very

similar to the normal distribution. The largest EUV residuals were found in partly
cloudy conditions (0–4.0 oktas) with high variability of cloud types, their thickness

and brightness during a day (data not shown). In this case, MAPE increased to 5.9%.

On the contrary, the smallest EUV residuals documented by their large accumulation

close to zero were reported for cloudy and overcast days. Therefore, the resulting

distribution had high kurtosis, which was essentially greater than in the case of

normal distribution. Slightly better results were documented by means of MAPE,

ranging from 4.0% to 4.3%.

To assess the differences between empirical and theoretical distribution of the EUV
residuals, normal probability plots were used (figure 9). Similarly to previous out-

comes, slightly worse results were reached for partly cloudy conditions. This can be

partly explained by the fact that the model parameterization was undertaken for all

sky conditions, under which daily mean cloudiness reached 6.9 oktas. In addition, the
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Figure 7. Relative frequency distribution of the residuals of erythemally effective UV (EUV)
radiation at Vernadsky Station in the period 2002–2005. The results are shown for different
categories of cloudiness (see §2).

Figure 8. Relative frequency distribution of the residuals of erythemally effective UV (EUV)
radiation for all types of cloudiness at Vernadsky Station. The results are shown for three consecutive
seasons: August–October, November–January and February–April in the period 2002–2005.
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partly cloudy conditions represented only 11% of all cases. Furthermore, the partly
cloudy category included thin and moderately thick clouds in which the strong

Rayleigh scattering of short wavelengths and consequent wavelength-dependent

directional distribution of the sky radiance were well documented (Kylling et al.

1997, Bernhard et al. 2004, Lindfors and Arola 2008). Figure 10 shows the relative

frequency distributions of the positive and negative EUV residuals according to the

cloudiness categories. Nearly identical shares of the positive and negative EUV

Figure 9. Normal probability plot of the ordered residuals of erythemally effective UV (EUV)
radiation from the nonlinear regression model against the ordered quantiles of the standard
normal distribution. The results are shown for different categories of cloudiness at Vernadsky
Station in the period 2002–2005.

Figure 10. Relative frequency distribution of the positive and negative residuals of erythe-
mally effective UV (EUV) radiation at Vernadsky Station in the period 2002–2005. The results
are shown for different categories of cloudiness (see §3).
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residuals were found in the categories of 5.1–6.0 and 6.1–7.0 oktas, while in the

category of up to 4.0 oktas, negative EUV residuals dominated. On clear-sky days

(0–1.0 oktas), observed seven times within the period 2002–2005, only negative EUV

residuals were reported (see table 4). Moreover, overcast days (7.1–8.0 oktas), which

occurred 533 times at Vernadsky Station, provided the best results, among others,
with the mean EUV residuals of 0.007 kJ m-2. However, the range of the EUV

residuals increased progressively from clear sky (0.123 kJ m-2) to overcast conditions

(up to 0.388 kJ m-2). The consequences may be that our model either underestimates

or overestimates the EUV radiation intensities at an expressively uneven regime of

solar radiation within the day period (particularly at a different radiation intensity

around noontime as compared with the morning and evening hours). This is also

likely to affect the magnitude of the errors for the parameters b1 and b2, which express

the general ozone content, its role in UVB absorption, and scattering.

4. Conclusions

In this paper we have demonstrated a new approach to the estimation of EUV

radiation using a nonlinear regression model with a hyperbolic transmissivity

function. Parameterization of the model was performed on daily sums and

daily mean values of the selected input parameters such as solar elevation
angle, global solar radiation and TOC measured at Vernadsky Station during

2002–2005.

Model validation showed that there were no significant differences for the cloudy

(4.1–7.0 oktas) and overcast conditions (7.1–8.0 oktas). MAPE for the two cate-

gories ranged between 4.0% and 4.3%, while for partly cloudy days (0–4.0 oktas)

with high variability of cloud types, their MAPE reached 5.9%. These results were

mainly affected by the distribution of cloud cover within the analysed period.

Cloudiness in the category of 4.1–8.0 oktas represented 89% of all cases.
Therefore, estimates of the regression parameters were highly affected by days

with a large amount of clouds. Under clear-sky or partly cloudy conditions, the

differences between the absorption of global solar and UV radiation varied signifi-

cantly, therefore the model results based on daily mean values were slightly worse

than for overcast days. This problem could be reduced by using a different type of

absorption, which will be the subject of further study. In addition, an improvement

to the surface albedo approximation and the estimation of hourly EUV radiation

doses in our model will be addressed.
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The effects of the cloudiness and satellite-based ozone measurements on ery-
themally effective ultraviolet (EUV) radiation were examined using a non-linear
regression model. Instead of the widely used ozone transmissivity exponential
function, we proposed a new approach based on a quantum transmission model
using hyperbolic attenuation of the EUV radiation. The radiation data were col-
lected at the Czech Johann Gregor Mendel Station, James Ross Island, Antarctica
(63◦ 48′ S, 57◦ 53′ W), between 14 March 2007 and 3 March 2009. The total ozone
content and effective surface reflectivity at 360 nm were obtained from the Ozone
Monitoring Instrument on board the EOS-Aura spacecraft for the geographical
coordinates of the J. G. Mendel Station. The model predicted 98.6% variability of
the EUV radiation. The residuals between the measured and predicted EUV radi-
ation intensities were evaluated separately for the ranges of solar elevation angle,
total ozone content and surface reflectivity. The results of this study were compared
to previous findings where the influence of ground-based and satellite-based ozone
measurements and model usefulness was discussed.

1. Introduction

Over the last two decades, there has been a large-scale depletion of the stratospheric
ozone in Antarctica, except in 2002, when an unprecedented major sudden strato-
spheric warming resulted in an almost no-ozone-hole episode (Varotsos 2002, 2003,
2004). Therefore, an intensive investigation has been carried out there into both
the physical and chemical changes in the atmosphere and the effects of rising solar
ultraviolet (UV) radiation on polar ecosystems. Recent studies indicate that both
atmospheric circulation and stratospheric temperature play an essential role in the
intensity of ozone losses over both hemispheres (e.g. Varotsos and Cracknell 1993,
Kondratyev et al. 1994, Varotsos and Cracknell 1994, Chandra and Varotsos 1995,
Gernandt et al. 1995, Varotsos et al. 1995, Varotsos et al. 2000, Efstathiou et al. 2003,
Balis et al. 2009, Hofmann et al. 2009). Apart from that, the consecutive deceleration
of ozone losses over Antarctica during the last decade was reported. It was supported
both by the ground-based measurements from the ozonometric stations and satellite-
based data (Kravchenko et al. 2009). In high latitude locations, the cloudiness and
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3166 K. Láska et al.

total ozone content in the atmosphere are the most important factors affecting the
incident UV radiation. As shown by several authors, the amount of cloud, cloud posi-
tion relative to the sun, cloud type and its optical properties strongly modulate the
course of incident UV radiation (e.g. Varotsos 1994, Kondratyev et al. 1995, Varotsos
et al. 1995, Efstathiou et al. 1998, Frederick et al. 1998, Ziemke et al. 2000, Varotsos
et al. 2001, Luccini et al. 2003, Weihs et al. 2008).

Therefore, it is important to understand both the geographical distribution of
stratospheric ozone over Antarctica and the changes in solar UV radiation during
the last decade. Solar UV radiation plays a very significant role in many biological
processes, including harmful effects on DNA, human skin and the overall immune sys-
tem (De Fabo et al. 1990). The biological effectiveness of UV radiation depends on the
wavelength and can be either measured or estimated by various theoretical approaches.
However, the specific features of the Antarctic, such as high surface albedo, the sea-
sonal variations in the extent of sea ice, the atmosphere dynamics affecting the highest
temporal variation of total ozone content (TOC) and cloudiness may complicate
forecasting or the reconstruction of solar UV radiation. Moreover, most of the UV
radiation models were designed and parameterized outside the Antarctic vortex. Only
a few models have been validated on a global scale and used to forecast UV radiation
intensity (e.g. Schmalwieser et al. 2002, Varotsos et al. 2004, Cracknell and Varotsos
2007).

In order to study and evaluate the effects of atmospheric factors on UV radiation,
we proposed a new statistical model (Láska et al. 2009) taking into consideration
both the structure of the available data and the specific conditions of Antarctica.
This paper presents the results from the first three years of solar radiation measure-
ment at the Czech Johann Gregor Mendel Station, for which a new version of the
non-linear regression model with an improved algorithm for estimating erythemally
effective UV radiation is tested. Furthermore, recent validation results based on satel-
lite measurements of the total ozone content and effective surface reflectivity in high
latitude locations are discussed. This work is a continuation of the previous research
on stratospheric ozone and UV radiation issues carried out in maritime Antarctica
since 1995 (e.g. Prošek and Janouch 1996, Prošek et al. 2001, Láska et al. 2009, 2010).

2. Materials and methods

Measurements of solar radiation and the other meteorological observations were per-
formed at the Czech Johann Gregor Mendel Station (hereafter, the Mendel Station)
situated on the northern tip of James Ross Island, Antarctica (ϕ = 63◦ 48′ S;
λ = 57◦ 53′ W; 7 m above sea level). James Ross Island is a relatively large island
(2500 km2) located off the south-east coast of the Antarctic Peninsula (see figure 1).
The Peninsula ridge, approximately 1000 m high, is 20 km north of the Mendel Station
across the Prince Gustav Channel. The Mendel Station was established in 2006 on the
marine terrace about 200 m southward from the coastal line. The recent climatological
program is focused mainly on the following objectives: (1) to study atmospheric circu-
lation and climate change along the Antarctic Peninsula, (2) to evaluate the impact of
regional atmospheric warming on deglaciation processes and (3) to estimate the effect
of atmospheric factors on solar UV radiation. Therefore, special attention is devoted
to monitoring solar radiation and its components, photosynthetically active radiation,
UVA, UVB (ultraviolet-A and ultraviolet-B), erythemally effective UVB and global
UV radiation in particular.
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Atmospheric studies by optical methods 3167

Figure 1. Location of the Czech Johann Gregor Mendel Station in the northern part of James
Ross Island.

In this study, global solar radiation (Ig) and erythemally effective ultraviolet (EUV)
radiation was analysed between 14 March 2007 and 3 March 2009. Ig radiation was
measured with a CM-11 pyranometer (Kipp & Zonen, The Netherlands) with a spec-
tral interval between 305 nm and 2800 nm. EUV radiation, according to the McKinlay
and Diffey (1987) Erythemal Action Spectrum, was measured with a broadband UV-
Biometer 501A Version 3 (Solar Light, Glenside, PA, USA). The construction of the
UV-Biometer was based on experience gained during the Robertson–Berger meter
design (Berger 1976), thus its spectral intervals ranged between 280 nm and 400 nm.
The nominal temperature stabilization was set to and maintained at 25◦C. With regard
to the construction of the UV-Biometer, it should be noted that the EUV radiation was
measured at the minimum erythema dose per hour (MED h−1). It was then converted
into physical units afterwards by the equivalent: 1 MED h−1 = 0.0583 W m−2 or 210
kJ m−2 h−1.

Both instruments were installed at a height of 4 m on a special platform on the
top of a technical container (figure 2). To protect them from snow and ice, the
instruments were equipped with Kipp & Zonen CV2 heater ventilation units. The
radiometers were thoroughly calibrated at the Solar and Ozone Observatory of the
Czech Hydrometeorological Institute in Hradec Králové using a Brewer MKIV spec-
trophotometer (Kipp & Zonen, Canada), the Czech national standard UV-Biometer
and a CM-11 pyranometer every year. The measurements were taken at a sampling
interval of 10 s. From this basic data set, 10-min average values were calculated and
recorded on the MiniCube VV/VX Data Logger (EMS, Czech Republic). Then, the
daily sums of Ig and EUV radiation were calculated from the 10-min average values
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3168 K. Láska et al.

Figure 2. The radiometers equipped with the Kipp & Zonen CV2 ventilation units installed
on a special platform at the Mendel Station.

for each day. The annual course of Ig and EUV radiation intensities at the Mendel
Station between 2007 and 2009 is shown in figure 3. The maximum daily sums of Ig

and EUV radiation are ∼35 MJ m−2 and 5 kJ m−2 respectively. The high diurnal and
seasonal variability of both parameters is affected mainly by cloudiness and cloud
genera, together with cyclogenesis over the Antarctic Peninsula.

In order to estimate the solar EUV radiation, a non-linear regression model with a
hyperbolic transmissivity function was used. Instead of the widely used ozone trans-
missivity exponential function (see, e.g., Kondratyev and Varotsos (1995, 1996)), we
proposed a new approach based on a quantum transmission model using hyperbolic
attenuation of the EUV radiation (Láska et al. 2009, 2010). To run this model, it is
necessary to know the information on the date, time, latitude and longitude, solar ele-
vation angle, TOC and Ig radiation. In this paper, the estimation of the daily dose of
EUV radiation with the improved algorithm is described as

EUV = EUVex

1 + β0
Igex −Ig

Ig

1
1 + β1TOCeff

, (1)

where Ig is the daily sum of global solar radiation that incidents on the Earth’s surface
(MJ m−2 d−1), Igex is the daily extraterrestrial sum of global solar radiation intensity
(MJ m−2 d−1), EUVex is the daily extraterrestrial sum of erythemally effective UV
radiation (kJ m−2 d−1), TOCeff is the effective total ozone content (DU) and β0 and
β1 are the regression parameters. Both Igex and EUVex at the top of the atmosphere can
be easily estimated for any geographical location, date and time. Ig and EUV radiation
are measured directly using a pyranometer and UV-Biometer respectively. To eliminate
the heteroscedasticity of EUV and EUVex radiation, the square-root transformation
was applied on both sides of the regression equation (1).

The previous version of our model (Láska et al. 2009) used three regression param-
eters instead of two. However, the performance of the model and the results achieved
by the recent modification of the model were identical. Therefore, β0 is the ratio of
the absorption coefficient of EUV radiation in the atmosphere without ozone and
the absorption coefficient of Ig radiation in the atmosphere, while β1 expresses the
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1 Mar 07 1 Jul 07 1 Nov 07 1 Mar 08 1 Jul 08 1 Nov 08 1 Mar 09

1 Mar 07 1 Jul 07 1 Nov 07 1 Mar 08 1 Jul 08 1 Nov 08 1 Mar 09

1 Mar 07 1 Jul 07 1 Nov 07 1 Mar 08 1 Jul 08 1 Nov 08 1 Mar 09

Figure 3. Annual course of daily sums of global solar radiation (Ig), erythemally effective UV
radiation (EUV) and daily mean total ozone content (TOC) at the Mendel Station between 2007
and 2009.

effectiveness of the ozonosphere in absorbing and diffusing EUV radiation. In this
approach, the quantum transmission model of EUV and Ig radiation is described by
a hyperbolic function (Láska et al. 2010). The first fraction in the model describes the
transmission of EUV radiation in atmosphere without ozone, as computed from the
measured Ig transmission. The transmission of Igex to Ig radiation is calculated as

Ig = Igex

1 + α1�
. (2)

The transmission of EUVex to EUV radiation without ozone effects is calculated as

EUV = EUVex

1 + α2�
(3)

where α1 and α2 are the transmission coefficients and � is the optical thickness of
the atmosphere. In order to resolve the first part of our model, � from equation (2)
was computed and inserted into equation (3). Then α2/α1 can be expressed as β0. The
second fraction of the model is the transmission of EUVex radiation including ozone
effects but without the influence of the other parts of the atmosphere. Moreover, the
amount of aerosol emissions and their seasonal variation in Antarctica is usually very
low and so is not taken into consideration. Apart from that, the seasonal variation of
the surface albedo is assumed to be partly included in the Ig to Igex ratio.
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3170 K. Láska et al.

The effective total ozone content (TOCeff) is calculated from the TOC values with
respect to the path of sunlight through the ozonosphere to the Earth’s surface (Láska
et al. 2010). In this approach, the radius of the Earth, mean height of the ozonosphere,
the daily mean solar elevation angles and TOC are used to resolve the geometrical
problem of the actual path of sunlight through the spherical layer of the atmosphere.
In this paper, TOC data were obtained by the Ozone Monitoring Instrument (OMI)
on board the EOS-Aura spacecraft for the geographical coordinates of the Mendel
Station (http://avdc.gsfc.nasa.gov/). As reported by many authors, the Total Ozone
Mapping Spectrometer (TOMS) Version 8.5 algorithm applied to OMI measurements
should have a root-mean-squared error of 1–2%, depending on the solar zenith angle,
aerosol amount and cloud cover (Ahmad et al. 2004, Ialongo et al. 2008, Jaross and
Warner 2008, Tzanis and Varotsos 2008). To evaluate the quality of satellite-based
TOC with respect to the prediction errors of EUV radiation model, the effective sur-
face reflectivity at 360 nm (hereafter, reflectivity) and the distance between the Mendel
Station and the centre of the ground pixel (OMI field of view) were additionally
acquired. Figures 3 and 4 show the annual course of the daily mean TOC and reflec-
tivity for the Mendel Station between 2007 and 2009. In contrast to the central part of
the Antarctic plateau, there is high seasonal variation of TOC, reflectivity (due to sea-
ice concentration) and cloudiness in the coastal regions of the continent. Therefore,
the maximum values of the EUV radiation are not related to the ozone minima, but
instead occur at the end of November or mid-December, close to the summer solstice
in the Southern Hemisphere (Láska et al. 2010).

The previous version of our model was validated for the Ukrainian Vernadsky
Station in Antarctica (ϕ = 65◦ 15′ S; λ = 64◦ 15′ W; 11 m above sea level) from
2002 to 2005 (Láska et al. 2010). Apart from that, the sensitivity of EUV radiation to
uncertainties of TOC data from both ground- and satellite-based measurements was
studied (Láska et al. 2010). To examine whether the sensitivity of input parameters
affects recent model results, the relative prediction errors of EUV radiation based on
Ig radiation and TOC values were calculated (figure 5). In the first case, we supposed

1 Mar 07 1 Jul 07 1 Nov 07 1 Mar 08 1 Jul 08 1 Nov 08 1 Mar 09

1 Mar 07 1 Jul 07 1 Nov 07 1 Mar 08 1 Jul 08 1 Nov 08 1 Mar 09

Figure 4. Annual course of daily mean effective surface reflectivity at 360 nm (Reflectivity)
and residuals of the erythemally effective UV radiation (Residuals EUV) at the Mendel Station
in the period 2007–2009.
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the mean error of Ig measurement to be around ±5%, while the ozone measurement
error was hypothetically zero. It can be seen from figure 5(a) that the largest rela-
tive prediction error (RPE) was up to 5% at the lowest intensities of Ig radiation.
Contrary to that, the RPE descended below 2% when Ig radiation increased. This
error was almost symmetrical, which was also reported by deviations of symmetry
<0.1%. In the second case, ozone measurement errors ±5 and ±20 DU were tested,
while the Ig measurement error was hypothetically zero. As shown in figure 5(b), the
relative prediction errors of EUV radiation were more asymmetrical at ±20 DU than
at ±5 DU. The largest RPE (up to 25%) occurred at the lowest TOC values and vice
versa. Based on these results, it can be concluded that uncertainties in TOC measure-
ment significantly affect the estimation of EUV radiation. Moreover, timing of the
ozone depletion over Antarctica coincides with the very low solar elevation angle in
the spring season (August–October). Hence, the aforementioned factors during ozone
decline may cause inaccuracies of EUV predictions of about 7% on average and as
high as 27% in extremes. Out of the ozone depletion period, the inaccuracy of EUV
predictions may reach 3.5% and 10% respectively.

3. Results and discussion

The effects of the atmospheric factor on the predicted daily sums of EUV radia-
tion were evaluated by means of a non-linear regression model with a hyperbolic
transmissivity function. Model parameterization and additional computation were
performed for 539 days from the original data set (2007–2009), in which both TOC and
Ig radiation were available. The β0 and β1 parameters of the model described were esti-
mated using the STATISTICA (2009) software package and Levenberg–Marquardt’s
method through the least squares method with the initial approximations of β0 = 0.5
and β1 = 0.2. Consequently, the relative estimate error of the regression parameters
was calculated as a half width of 95% confidence interval to estimate value, expressed
as a percentage. The estimates of the parameters and relative estimated errors were
0.57 for β0 (6.6%) and 0.19 (2.2%) for β1 respectively. The relative estimated errors
of the new regression parameters were slightly better than errors estimated in the
previous version of the model (Láska et al. 2010).

The model results for the period 2007–2009 are shown in figure 6(a) as the scat-
terplot of measured versus predicted daily sums of EUV radiation intensities. In the

Figure 5. Relative prediction errors of EUV radiation estimated by means of nonlinear regres-
sion model. Theoretical distribution of (a) Ig radiation and (b) total ozone content (TOC) at 5%
and 20% levels of uncertainty were considered.
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3172 K. Láska et al.

Figure 6. (a) Scatterplot of daily sums of predicted erythemally effective UV radiation
(Predicted EUV) and erythemally effective UV radiation (EUV) measured at the Mendel
Station between 2007 and 2009. (b) Scatterplot of residuals of the erythemally effective UV
radiation (Residuals EUV) and effective surface reflectivity at 360 nm (Reflectivity).

studied period, the variability of EUV radiation was explained by means of the model
at 98.61%. However, the coefficient of determination decreased slightly in comparison
to the previous study (Láska et al. 2010). This was probably caused by uncertainties
of satellite-based TOC measurement applied as the input parameter. The mean aver-
age prediction error (MAPE) and residuals of the EUV radiation intensity were used
to evaluate the quality of the model. The MAPE value for the recent version of our
model was 6.0% over the studied period. This can be also compared with the previous
results of Láska et al. (2009), when both ground and satellite ozone measurements
were applied. In the latter case, MAPE values ranged from 9.6% to 7.4% (ground
ozone) and from 9.5% to 8.8% (satellite ozone) depending on the season. Since only a
few stations in high-latitude locations performed both estimations and measurements
of EUV radiation using the same instruments and methods, the results obtained were
difficult to compare with the other relevant data. In spite of this, our results concur
with the studies of Weihs and Webb (1997), Koepke et al. (1998) and De Backer et al.
(2001). Moreover, we intend to compare results from our model with similar statistical
models with limited input parameters used for UV prediction in the future. A forth-
coming paper will be devoted to the intercomparison of models and their sensitivity
analysis for various input data.

Figure 4 shows the annual course of the satellite-based reflectivity and EUV residu-
als between 2007 and 2009. Seasonal changes in sea-ice concentration, sea-ice age and
cloudiness in the vicinity of the Mendel Station had some consequences in the tempo-
ral variability of reflectivity and EUV residuals. The largest reflectivity and its small
variation were closely linked with the maximum sea ice present along the Antarctic
Peninsula from August to November each year. Summer shrinkage of the sea ice con-
sequently caused the high variability of reflectivity from December to April. Therefore,
the performance of the model was strongly influenced by the daily mean reflectivity
(figure 6(b)). It was only when the reflectivity values were <45% (11.9% of all cases
– 60 days) that the EUV residuals ranged between –0.12 and +0.07 kJ m−2. From
figure 4, it is apparent that the smallest EUV residuals (up to 0.1 kJ m−2) can be
found only at low solar elevation (August–September and March–April). The highest
EUV residuals occurred frequently from October to February independently of the
ozone depletion. The largest values of EUV residuals reached –0.21 and +0.28 kJ m−2
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Atmospheric studies by optical methods 3173

Figure 7. Relative frequency distribution of the residuals of erythemally effective UV radiation
(Residuals EUV) at the Mendel Station. The results are shown for three consecutive seasons:
August–October, November–January and February–April between 2007 and 2009.

respectively. On the other hand, the largest EUV residuals (more than ±0.15 kJ m−2)
represented only 4.8% of all cases (26 days).

The last part of our study was to evaluate how the variation in TOC affected
the EUV residuals in different seasons. Therefore, EUV residuals were analysed
separately according to the solar elevation angle (hS) and the time interval of the
ozone depletion. On the basis of the above-mentioned criteria, three periods were
distinguished: August–October (low hS, the largest ozone depletion), November–
January (high hS, ozone depletion retreat) and February–April (low hS, no ozone
depletion). From figure 7, it is apparent that the relative frequency distributions
of the EUV residuals in 2007–2009 were mainly dependent on the season and
hS respectively. Then, the lower the hS, the smaller the residuals of EUV radiation
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Table 1. Seasonal variability of total ozone content (TOC), global solar radiation (Ig) and effec-
tive surface reflectivity at 360 nm (Reflectivity) expressed by the variation coefficient at the
Mendel Station between 2007 and 2009. Model quality is presented by the standard deviation

of erythemally effective UV residuals (EUV) and mean average prediction error (MAPE).

Coefficient of Variation (%)

Period TOC Ig Reflectivity

Standard
deviation EUV

residuals
(kJ m−2)

MAPE
(%)

August 2007–October 2007 25.87 67.75 10.67 0.058 7.3
November 2007–January 2008 13.33 30.33 20.21 0.096 4.4
February 2008–April 2008 7.95 70.26 25.94 0.064 7.8
August 2008–October 2008 21.99 64.41 18.46 0.070 5.1
November 2008–January 2009 10.65 32.47 30.83 0.077 3.6

and model underestimation/overestimation. Therefore, high kurtosis and small dis-
persion occurred in both spring and autumn months at low hS (August or April).
On the contrary, normal distribution or the lowest kurtosis of the EUV residu-
als were found within the summer months at high hS. The highest EUV residuals
(–0.3 to +0.3 kJ m−2) occurred in November or February. These results concur
with a previous study (Láska et al. 2010) in which a similar frequency analysis was
performed.

To supplement this validation, seasonal variability of TOC, Ig radiation and
reflectivity were calculated as the variation coefficients for the individual seasons of
2007–2009 (table 1). The model quality expressed by the standard deviation of EUV
residuals and MAPE was then examined. As seen in table 1, TOC variation rapidly
decreased from spring to autumn (as a consequence of the disappearing ozone deple-
tion). On the other hand, the highest variation of Ig radiation affected by cloudiness
was found from February to April 2008. The significant dependence of the EUV
residuals on both TOC and Ig radiation was documented by MAPE. The seasonal
variability of satellite reflectivity had only a marginal effect on MAPE and the esti-
mation of EUV radiation. Contrary to standard deviations, the smallest values of
MAPE were reported during summer when variation coefficients of TOC and Ig were
at their lowest. Therefore, MAPE reached only 4.4% between November 2007 and
January 2008 and 3.6% between November 2008 and January 2009. This fact sup-
ported the aforementioned analysis of the sensitivity of input parameters (§2), where
the uncertainties in measured TOC and Ig values significantly affect the estimation of
EUV radiation. Therefore, the largest model-prediction error may occur during ozone
decline and reach about 7% on average.

4. Conclusions

In this study, EUV radiation was estimated using a new version of a non-linear regres-
sion model with a hyperbolic transmissivity function applied. The parameterization
of the model was performed on the daily mean values of the selected input parameters
such as solar elevation angle, global solar radiation and total ozone content measured
at the Mendel Station from 2007 to 2009. The model results concur with previous
studies (Láska et al. 2009, 2010). The validation results imply improvements in the
accuracy of the model prediction thanks to the improved algorithm with transmission
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function of both Ig and EUV radiation. The model results were mainly affected by
the temporal variation of Ig radiation and the uncertainties of satellite-based TOC
measurements.
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Mendel station the surface solar irradiance is strongly affected by the changes in the cloud cover, aerosols
bedo that cause a decrease in EW between 20% and 35%, and from 0% to 50% in SWD component, which
butions are slightly lower than the seasonal SWD variations evaluated to be about 71%. On the contra
changes in the cloud cover features at Concordia station produce only a 5% reduction of the solar irrad
whilst the seasonal oscillations of 94% turn out to be the predominant mode. The present analysis leads
conclusion that the variations in the ozone column cause an average decrease of about 46% in EW irra
with respect to the value found in the case of minimum ozone content at each of the stations. In additi
ratio between EW and SWD spectral components can be used to achieve a realistic assessment of the ra
amplification factor that quantifies the relationship between the atmospheric ozone and the surfa
irradiance.
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the study of variability in solar radiation is considered an imp
issue in natural sciences examining the environmental prob
Antarctica is an interesting subject for such investigations beca
the significant contrast in the atmospheric and environmental fe
characterising the costal and continental zones, on the onehand a
specific atmospheric processes such as polar vortex creating favo
conditions of intensive photochemical reactions in the stratosphe
the other (Farman et al., 1985;Molina and Rowland, 1974). Anoth
portant feature determining Antarctica as a specific geographical r
is the lower, with respect to themid-latitude areas, extent of the h
activity that more clearly outlines the effects of the natural fact
the solar irradiance. These circumstances enhanced the interest
scientific community in solar radiation over Antarctica and
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so that Z=90∘−α (Iqbal, 1983). Beside of this astronomical param
the environmental characteristics, such as the atmospheric tran
tance, mainly determined by the cloud cover features and aeroso
ings, together with the surface reflectivity (albedo) significantly i
the solar irradiance at the ground (Lee et al., 2015). In addition, th
tude abovemean sea level of the irradiated surface is an important
for themagnitude of solar radiation reaching the observational poi
the other hand, the total ozone content in the atmosphere stron
fects the fraction of the solar ultraviolet B (UV-B) irradiance that re
the ground (~0.295–0.315 μm) and acts upon photo-chemical rea
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as a result their impact on the solar irradiance variations at deep conti-
nental zone was assumed to be of minor importance.

Since the environmental factors usually change significantly with
the season, latitude and altitude, the distinct difference between the
transmittance characteristics of the atmosphere over the coastal regions
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properties of the corresponding environments. Table 1 exhibits a basic
statistics of the surface reflectivity (albedo) variations during the year,
provided by the version 3 of OMAERUVG daily global data products
(level 2G) retrieved from the Ozone Monitoring Instrument (OMI
2014). Table 1 presents also a similar statistics of the cloud cover fraction
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(Antarctic Peninsula) and interior Antarctic Plateau affects the s
temporal variability of solar irradiance on the continent. This study
yses the features of solar radiation observed at two contrastingAn
sites placed at the coastal zone and plateau, respectively and aims
amine the role of the factors, impacting radiation variability duri
daylight part of the year. As a result, approximate quantitative e
tions outlining the contribution of these factors to the solar irra
variations that take place at the different Antarctic regions are ach
and discussed below.

2. Observational sites and instrumentation

The present study examines the solar radiation, simultane
measured at the Johann Gregor Mendel and Dome Concordia An
stations (hereinafter referred to as Mendel and Concordia) d
260 days of the austral spring–summer months from 2007 to
Mendel station is located in the northern part of James Ross I
close to the eastern coast of the Antarctic Peninsula, whilst Con
is situated on the plateau in the opposite part of the continent at
tance of about 4600 km far from Mendel (see Fig. 1(a) and Ta
The two stations are characterised by quite different surroundin
meteorological conditions that assumes quite different features
solar irradiance reaching these sites. In respect to limited in-situ
surements, space-born observations performed by passive remote
ing instruments were used to give evidence about contrasting o
ngths
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e col-
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Fig. 1. (a) Location of the Mendel and Concordia stations on the Antarctic contin
(b) Time-patterns of the variable cos(90∘−αm), where αm is the daily maximum of
solar elevation α at Mendel and Concordia, respectively. It is considered that
variable determines the level and the seasonal trend of the solar irradiance at the Ear
surface.
io-
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(CCF) that was taken to characterise the atmospheric transmittan
was derived from the Atmospheric Infrared Sounder (AIRS) L3
property retrievals (Platnick et al., 2003), which give the daily av
cloud fraction with a spatial resolution of 1° (Susskind et al., 2006
values of the albedo and CCF were extracted for an area of ±1° i
latitude and longitude around each of the sites and the averages o
minimum, mean andmaximum values are presented in Table 1 to
with the corresponding standard deviations. As can be seen, in the c
Antarctic zone, where the Mendel station is situated, the albedo is
ject of large seasonal variations (Hrbáček et al., 2016), likely due
changes in the snow and sea–ice occurrences, which cause variab
the surface reflectivity ranging between 12% in summer and 96%
late winter. In contrast, the permanent snow-covered surface of th
teau (Concordia station) is characterised by a high albedo slightly v
from 88% to 100% during the year that creates favourable conditio
multiple reflections between the surface and the scattering atmos
(Wuttke et al., 2006; Cordero et al., 2014). The prevailing overcast
tions at Mendel station, where the mean CCF reaches a value of
63%, are able to reduce significantly the surface solar irrad
(Bernhard et al., 2005; Láska et al., 2011), whilst the cloudless
sphere and low aerosol content over Concordia contribute to a
solar radiation level (Vitale et al., 2011).

An UV Biometer 501 A version 3 manufactured by Solar
(Glenside, PA, USA) provided the erythemally weighted (EW) irra
for the present analysis at Mendel station, whilst the short
downwelling (SWD) irradiance was measured using a
pyranometer, produced by Kipp & Zonen, the Netherlands (Láska
2011). At Concordia, the corresponding radiations were observed b
rowband filter radiometer UV-RAD (EW) and Kipp & Zonen CM22
pyranometer (Petkov et al., 2006; Vitale et al., 2011), operating as a
Baseline Surface Radiation Network (BSRN) (Ohmura et al., 1998
RAD is equipped with 7 spectral channels centred at peak wavele
ranging between 0.300 μm and 0.364 μm, each channel being d
by a set of pass-band filters determining an overall bandwidth of
1 nm and transmittance varying between 12% and 27%. The irrad
measured by the UV-RAD channels allow the extraction of the ozon
umn and the solar UV spectrum, which is used to calculate the EW
ance by means of Eq. (1). The spectral response of UV Biometer 50
very close to the erythemal action spectrum,whilst CM11 and CM2
vide the total irradiance within 0.305–2.800 μm and 0.290–3.6
spectral ranges, respectively. In addition, the ozone amounts giv
the OMI satellite instrument on the one hand (Levelt et al., 2006) a
tracted from UV-RAD measurements on the other, were also used
present analysis.

3. Data sets

For the purposes of the present study, the EW and SWD irradi
both observed at the two stations and computed by a radiative tr
model have been examined.

3.1. Measurements

The EW(t) spectral component, measured at time t, represen
solar irradiance I(λ, t) at wavelength λ, weighted by the erythem
tion spectrum E(λ) (McKinlay and Diffey, 1987):

EW tð Þ ¼
Z0:400

0:290
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ent.
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The SWD(t) irradiance measured by the CM11 and CM22
pyranometers covers the UV, visible and near infrared (IR) bands:

SWD tð Þ ¼
Z4:000

I λ; tð Þ S λð Þ dλ ; ð2Þ
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MODTRAN code as discussed below. Similarly, Perrina et al. (2005)
made an extension of the TUV model to the IR diapason by applying
another approach, which gave results, similar to those presented here.

The calculations of both EW and SWD components were per-
formed through the TUV model by inserting the following inputs:
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affecting the surface irradiance, as discussed in Section 1. The analysis
actors

Table 1
Geographic location of the two selected stations togetherwith their environmental characteristics presented by the surface reflectivity (albedo) and cloud cover fraction (CCF) determined
from space-bornmeasurements over an area of ±1° in latitude and longitude, around each of the stations. The albedo valueswere derived from the OMAERUVG (level 2G) data provided
by OMI (2014), whilst the CCF was extracted from the AIRS L3 daily data products (both available at http://giovanni.gsfc.nasa.gov).

Station Location
Albedo (%) CCF (%)

Minimum Mean Maximum Minimum Mean Maximum

Mendel
63°48′S, 57°53′W

7 m a.s.l.
12 ± 12 62 ± 10 96 ± 3 22 ± 7 63 ± 3 94 ± 2

Concordia
75°06′S, 123°21′E

3233 m a.s.l.
88 ± 4 94 ± 2 100 0 4 ± 3 31 ± 19
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0:290

where S(λ) is the relative spectral response of the corresponding i
ment. Taking into account that UV irradiance is less than 5% of the
radiation reaching the ground, SWD(t) is thought to represen
behaviour of the visible and near infrared spectral ranges.

In order to remove the short-term diurnal oscillations in the
sured irradiance that allows a better representation of the variatio
tures observed during the comparatively long period considered
the study focussed on the daily irradiance doses DEW(G) and DS

evaluated as:

DWW Gð Þ ¼
Z

ΔTG

WW tð Þ dt ;

where WW denotes either EW or SWD and ΔTG is the period
00:00 h to 24:00 h local time of the day G of the year.

The action spectrum E(λ) in Eq. (1) determines amaximumof
at about 0.305 μm and gives a low weight of the irradian
wavelengths longer than 0.325 μm. However, when the Sun is cl
the horizon, the surface irradiance at λ N 0.325 μmenhances signifi
ly with respect to the shorter wavelengths and its contribution
correspondingly increases. As can be concluded from Fig 1(b),
is discussed in Section 4.1, the maximum daily solar elevation
higher than 17° during the days of the period considered.Model e
tions show that about 70% of the EW irradiance falls within 0
0.330 μm spectral range for α≈17o, whilst for α≈25o this perce
corresponds to 0.295–0.323 μm interval. Thus, for the period an
here, it can be concluded that the irradiance at wavelength no l
than 0.330 μmmainly contributes the doseDEW(G), which is the sp
band representing the ozone depending UV radiation.

3.2. Model estimations

Since the field measurements give the variations in the surface
irradiance caused by all the impacting factors it was considered
realistic representation of the seasonal component in the observe
iations can be determined through model evaluations perform
clear sky conditions. MODTRAN (Berk et al., 2011) is one of the cla
computer codes providing precise estimates of the solar radiation
UV, visible and IR spectral ranges. However, the computation
formed by MODTRAN take a long time to obtain the doses giv
Eqs. (1)–(3). On the other hand, the free available Troposp
Ultraviolet-Visible (TUV, http://gcmd.nasa.gov/records/UCAR
html) radiative transfer model (Madronich and Flocke, 1997) all
simple configuration of the calculations and achievement of satisf
results within comparatively short computation time. The TUV m
works in the UV and visible bands, so that, for the purposes of the
ent analysis, it has been extended to the IR diapason by usin
ru-
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(i) the atmosphere temperature and density profiles constr
by Tomasi et al. (2015) for Concordia and Neumayer Antarcti
tion (70°39′S, 08°15′W, 40 m a.m.s.l.); the second station wa
sidered to represent the atmospheric conditions of the coastal
(ii) null clouds; (iii) aerosol atmospheric thicknesses equal to
and 0.019 at Mendel and Concordia respectively, with the c
sponding values of Ångström exponent of 0.64 and 1.61 (T
et al., 2007); and (iv) surface albedo equal to 0.6 at Mende
0.9 at Concordia (see Table 1). The assumed input values o
ozone column are discussed latter, in this section.

TUVmodel estimates the surface solar irradiance for the wavele
up to 0.700 μm, taking into account the scattering and absorptionpr
es in the atmosphere. However, only the first kind of these processe
resents the irradiance attenuation in the IR spectral range, excludi
absorption bands of O2, H2O and CO2. Fig. 2(a) illustrates the IR s
of the surface solar irradiance calculated by TUV and MODTRAN m
for Mendel station on 15 November 2008. As can be seen, TUV g
smooth curve, whilst MODTRAN depicts a different spectral patte
take into account the absorption bands in the TUV computations, t
mospheric transmittance within 0.700 b λ b4.000 μm spectral
was calculated through MODTRAN for clear sky conditions, no a
loadings and different solar elevations. The calculations were perfo
assuming values of perceptible water equal to 2 mm at Mende
0.2 mm at Concordia, which values correspond to the minimum
amounts at costal and plateau areas (Tomasi et al., 2011; Sarti
2013), typical for clear sky conditions. The estimated transmitt
were used after that to correct the IR part of the TUV spectrum and
late SWD(t) irradiance and doses DSWDðGÞ through Eqs. (2) and (
spectively. Fig. 2(b) and (c) demonstrate that the results are cons
with the irradiances, measured during days with predominantly
sky conditions.

The time patterns of DSWDðGÞ, shown in the lower panel of Fig.
resent upper envelopes of themeasurements and can be considere
erence curves for extracting the effects of environmental factors
the EW irradiance is an ozone depredating component, the min
ozone column values of 135 Dobson Units (DU) at Mendel an
DU at Concordia were taken as inputs for the model calculations
an assumption gives reference seasonal EW trends (see upper pa
Fig. 3), analogously to the SWD case, which highlight the irradian
crease caused by the environmental factors and theozone column
the latter varies from its minimum to its maximum.

4. Results and discussion

The solar radiation observed atMendel and Concordia stationsw
the chosen period have been examined bearing inmind themain f
he was performedmaking an attempt to separate the effects of these f

http://gcmd.nasa.gov/records/UCAR_TUV.html
http://gcmd.nasa.gov/records/UCAR_TUV.html
http://giovanni.gsfc.nasa.gov


and to evaluate the contribution of each of them to the solar irradiance
variations at both sites.

4.1. Effect of the geographic position on seasonal irradiance variations
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Fig. 2. Panel (a) shows an example of the IR solar spectra calculated by TUVandMODTR
computer codes, respectively for Mendel station. The lower two panels demonstrate
diurnal variations of the SWD irradiance observed at Mendel (b) and Concor
(c) stations together with the corresponding estimations performed by the TUV mo
after its extension to the IR spectral band as described in Section 3.2.

Fig. 3. Time patterns of the doses DEW(G) and DSWD(G), which represent the variatio
during the spring–summer months of 2007–2011 at Mendel and Concordia statio
considered a realistic representation of the seasonal variations are exhibited by dash
DU at Mendel and 150 DU at Concordia for the period under examination.
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The solar irradiance reaching the Earth's surface strongly depe
the solar elevation α behaving as cos(90∘−α) or cos(Z) (Iqbal,
Fig. 1(b) shows the time patterns of the solar elevations at Mend
Concordia stations, expressed by cos(90∘−αm) and assuming th
maximum daily solar elevation αm realistically represents the se
changes of the Sun's position on the sky. Hence, due to the differen
graphic locations of the two stations it can be expected that both E
SWD irradiances should follow a seasonal trend, similar to that gi
Fig. 1(b), so that the irradiance at Mendel station turns out be hig
20–60% from that observed at Concordia. However, except for D
the observed andmodelled irradiance time patterns shown in Fig.
cate that the irradiance at Mendel slightly exceeds the irradia
Concordia only in October and early November, whilst for the
the period the relationship between the irradiances at the two st
is predominantly opposite to the expected one. The exception conc
the DEW ðGÞ trends is due to thedifferent ozone columns taken as in
the model evaluations at both stations.

Fig. 3 reveals another important distinction between the time
provided by thefieldmeasurements at the two stations. It is clearl
that the seasonal component of the observed variations, expresse
minimum in October and maximum in December according
model estimates and Fig. 1(b), is almost masked by sharp fluctu
at Mendel station, whereas this seasonal trend is easy to recogn
Concordia. To examine these differences we resorted to the concl
achieved by the theory of nonlinear dynamical systems, where it
sidered that the probability distribution of a variable gives an idea
the character of the processes affecting this variable. Usually, the G
ian distribution is attributed to a stochastic process, in other wor
analysed parameter turns out to be impacted by numerous rando
tors, whilst the deviation from the Gaussian distribution is a sign f
terministic behaviour (Wernik and Yeh, 1996; Hannachi and O
2001). In the second case, the variable ismainly affected by a few f
connected through well determined relationships of each other. A
ing such a test to the parameters DEW(G) and DSWD(G), Fig. 4 show

AN
the
dia
del
ns in the erythemally weighted (EW) and short-wave downwelling (SWD) irradiances, observed
ns. Time patterns of the corresponding computed by TUV values DEW ðGÞ and DSWDðGÞ that are
ed curves. The doses DEW ðGÞ were evaluated for the minimum ozone column registered to be 135



the variations in the solar irradiance atMendel station are characterised
by almost Gaussian distributions, whereas at Concordia the histograms
present completely different features. This result leads to the
assumption about random behaviour of the solar irradiance at the first
site, when at the second site the observed variations could be accounted
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variations that enlarge the scatter of the data points with respect to
the SWD radiation case. In contrast, both EW and SWD components reg-
istered at Mendel station do not show any functional relationship with
the solar elevation. As can be seen fromFig. 5, due to the frequent occur-
rences of dense clouds atMendel station,many days show considerably
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Fig. 4.Histograms of the daily doses DEW(G), DSWD(G) and DSWDðGÞpresented in Fig. 3, constructed for Mendel and Concordia stations. The correspondingmeans (black vertical lines) and
medians (grey dashed vertical lines) are also shown. The closeness amongst the mean, median and the peak of the histogram is considered an indicator for the Gaussian distribution.
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for a prevailing impact of deterministic circumstances (Wernik an
1996). Generally speaking, amongst the factors, listed in Section 1
the solar elevation follows a well-determined trend (see Fig.
whilst the environmental variables, especially the cloud cover, ar
jects of sharp causal variations over different time scales. Bear
mind the ranges of variability in CCF and albedo given in Table
logical to conclude that these factors are able to introduce random
tures in the solar variations observed at Mendel station. In fact,
demonstrates that the SWD irradiance observed at Concordia is str
correlated with the maximum daily value of the solar elevatio
whereas a similar strong link between EW irradiance and αm

marked likely because of the additional effect of the ozone co
Fig. 5. Scatter plots showing the dependence of DEW(G) and DSWD(G) on the solar el
values, whilst the best fit polynoms, approximating the dependences at Concordia ar
in the lower two panels together with the coefficients of determination R2. T
seasonal variations DSWDðGÞ on αm at Mendel station.
eh,
nly
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b-
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lower than the seasonal trend DSWDðGÞ irradiances that disturbs
tionship like in the Concordia case. Thus, it can be concluded th
cept for the solar elevation and ozone column, the other factors h
minor importance for the solar irradiance variations taken pl
Concordia station, whilst at Mendel, the environmental factors
to play a prevailing role.

Since the seasonal variations at both stations, are characteris
non-Gaussian distributions (see the right column of Fig. 4

corresponding medians were assumed to represent the average l

D
aver
SWD of the daily SWD doses at the two stations. Table 2 pro

these averages togetherwith themaximumvalues D
max
SWD and the re
evation αm at Mendel (up) and Concordia (down) stations. The grey circles present the measured
e shown graphically by solid black curves and analytically by the corresponding formulas given
he black dashed curve in the upper right panel indicates the dependence of the modelled



seasonal variations ΔDSWD, evaluated with respect to D
aver
SWD. The high

seasonal and year-to-year variability in the ozone column (see
Fig. 8(a)) does not allow for the correct estimation of the seasonal
variations in the EW irradiance for the analysed period, so that the cor-
responding relative variations in DSWDðGÞ can be considered a first ap-
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observed irradiance with respect to the seasonal trend. Fig. 6 exhibits
the time patterns of variables ΔDEW(G) and ΔDSWD(G), whilst their
probability distributions are shown as histograms in Fig. 7. Despite the
closeness amongst the means, medians and histogram peaks found for
Mendel, all the distributions cannot be identified as normal ones. Such
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Table 2

Characteristics of the seasonal trends DSWDðGÞof the SWD irradiance, observed atMendel and Concordia stations, represented by the correspondingmedians D
aver
SWD, maximumvalues D

max
SWD

and relative seasonal variations ΔDSWD calculated with respect to the median values (fourth column). The average contributions of the main environmental factors causing a decrease in
the surface solar irradiancewith respect to the seasonal trend are presented in the last two columns together with the intervals of their variations in parentheses. It should be pointed out
that the reference seasonal trend DEW ðGÞ, used to assess the impact of the ozone columnwas evaluated taking into account the minimum ozone values registered at each of the stations
within the studied period.

Station
Characteristics of seasonal trend DSWDðGÞ Effect of the environmental factors (%)

D
aver
SWD (MJ m−2) D

max
SWD (MJ m−2) ΔDSWD ¼ D

max
SWD−D

min
SWD

D
aver
SWD

100 (%) Cloud cover, aerosols and albedo Ozone column (concerns only DEW(G))

Mendel 31.2 36.2 71
25 (20–35) (EW)
29 (0–50) (SWD)

46 (31–56)

Concordia 34.0 41.9 94 5 (0–10) (only clouds, on both EW and SWD) 46 (31–56)
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proximation for the EW component. The values given in Ta
indicate that the average daily SWD dose registered at Concordia s
is higher than that at Mendel by about 9% in contrast to the exp
tendency as discussed at the beginning of this subsection. Such
currence can be accounted for the significant differences in the en
mental characteristics and the large discrepancy between altitu
the two stations (see Table 1) on the one hand, and to the longe
light hours at Concordia on the other.

4.2. Effects of the environmental factors on the short-term irra
variations

The short-term variations in DEW(G) and DSWD(G) modulatin
seasonal cycle (see Fig. 3), can be attributed to the changes in
cover, aerosols, albedo, and the ozone column. To analyse the con
tion of these factors, the seasonal trends DEW ðGÞ and DSWDðGÞ
removed from the corresponding data sets that eliminates the ef
different geographic and altitude positions of the stations. Thus, t
ative short-term variations ΔDEW(G) and ΔDSWD(G) can be defin

ΔDWW Gð Þ ¼ DWW Gð Þ−DWW Gð Þ
DWW Gð Þ ;

where WW denotes either EW or SWD. Since DEWðGÞ and DSWDð
upper envelopes of the measurements, the parameters ΔDEW(G
ΔDSWD(G) are positive values indicating the relative decrease
Fig. 6. Time patterns of the relative irradiance variations ΔDEW(G) and ΔDSWD(G) esti
lines present the average decreases in the irradiances expressed by the medians of th
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deviations from the expected Gaussian shapes can be attributed
different cloud occurrences during the different timeswithin the
examined in the present study. For instance, as can be seen fro
lower part of Fig. 6, the behaviour of ΔDSWD(G) determined for M
in October is different than the behaviour in January.

Fig. 7(d) shows that the average decrease in the SWD irradia
Concordia, determined by the median value is about 5% with r
to the seasonal trend and this decrease varies between 0% an
where more than 80% of the cases fall. Since the contribution
UV band to the SWD irradiance is negligible, it can be assume
the latter is slightly affected by the ozone and consequently, its
tions are caused predominantly by the cloud cover, aerosols and a
changes. On the other hand, the aerosol effect over the plateau ar
be neglected as pointed out in Section 1, and considering also th
surface albedo slightly varied during the studied period (see Tab
prevalent role of the cloud cover features in SWD variations can
pected. Hence, the cloud occurrences at Concordia station pre
minor importance (only 5 ± 5%) for the irradiance fluctuation
agrees with the conclusion made in Section 4.1. The cloud eff
the UV irradiance was assessed to be 15%–45% lower than the
on SWD (Calbó et al., 2005) so that the decrease percentage ob
for SWD component at Concordia can be assumed as an upper
for the cloud effect on EW irradiance. Assuming also that the
and clouds affect EW irradiance independently of each other, the c
bution of the ozone column to the average decrease in DEW(G) w
spect to the seasonal trend, evaluated for theminimum ozone am
at each of the stations, should be approximately equal to the diffe
mated for the Mendel and Concordia stations (solid curves) through Eq. (5). The horizontal dashed
e corresponding distributions given in Fig.7.



between the medians of the histograms in Fig. 7(c) and (d), i.e. 46%
(0.51–0.05). Fig. 7(c) indicates that the reduction in EW can varymainly
from−20% to 15% around themedian (more than 80% of cases), and as-
suming that ±5% of these variations are due to the clouds it can be con-
cluded that the ozone column causes from −15% to 10% variations

1
ian
56
im
clo

cover contribution to the average EW decrease atMendel station should
be equal to the difference between the median of the histogram in
Fig. 7(a), which is equal to 0.71 and the average decrease of 0.46 caused
by the ozone. However, this reduction of 25% cannot be attributed to the
clouds only because the effect of seasonal changes in albedo at Mendel

le 1).
ion of
l zone
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Fig. 7. Probability distributions of the relative variationsΔDEW(G) andΔDSWD(G), shown in Fig. 6, both obtained through Eq. (5) forMendel (a, b) and Concordia (c, d) stations. The vertical
lines represent the mean values (solid lines) and medians (grey dashed lines).
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around the median. Hence, the changes in the ozone column from
DU to 350 DU (see Fig. 8(a)) at Concordia, reduce the EW irrad
by about 46% on average and this reduction can vary from 31% to

Assuming that the ozone column at both stations presents a s
variability pattern (see Fig. 8(a)) it can be concluded that the
Fig. 8. (a) Time patterns of the ozone column at Mendel and Concordia stations dete
during the studied period. (b) The daily ozone column distributions over the Souther
ozonewatch.gsfc.nasa.gov/monthly/SH.html) that outline the areas of the ozone dep
top of the corresponding maps and the locations of the two stations are shown by re
the colours are given for the black–white version of the figure).
50
ce
%.
ilar
ud

station cannot be neglected as in the case of Concordia (see Tab
In addition, the aerosols play an important role in the propagat
solar radiation through the atmosphere over the Antarctic coasta
in contrast to the plateau areas (Tomasi et al., 2007; Láska et al., 2
so that the above contribution of 25% should be considered an ad
rmined by the satellite-based OMI (2014) instrument and the ground-based UV-RAD radiometer
n Hemisphere, provided by the National Aeronautic and Space Administration (NASA, USA, http://
letion (in blue/black) for 4 days of the period under consideration. These days are indicated at the
d/black (Mendel) and yellow/white (Concordia) circles, respectively. (The additional indications of

http://ozonewatch.gsfc.nasa.gov/monthly/SH.html
http://ozonewatch.gsfc.nasa.gov/monthly/SH.html


effect of the clouds, albedo and aerosols. These factors determine the be-
haviour of SWD irradiance at Mendel, causing a slightly stronger average
decrease of 29% as Figs. 6 and7(b) indicate that can be due to the different
impact of these factors on EW and SWD spectral bands. AtMendel station,
the variations of ΔDEW(G) around the median are about ±20% (see
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The sensitivity of the UV irradiance IUV(λ) reaching the ground to the
variations in the ozone column Q is quantified by the radiation amplifi-
cation factor (RAF), introduced through the relationship (Madronich,
1993):
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Fig. 9. (a) EW irradiancemeasured at Concordia station for solar elevation α=15°, plotted
versus mean daily ozone column Q. (b) The same for α=5°. (c) The same for IUV(λ=
0.306 μm) at α=5°. In each of the plots the grey circles present the measured
irradiances, whilst the black curves indicate the corresponding best fit approximations
performed by power functions according to Eq. (6). The parameter RAF together with
the coefficient of determination R2 are given in each of the plots.
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Fig. 7(a)) and assuming the contribution of the ozone column be
−15% and 10% as in the Concordia case, the other factors should
duce variations from−5% to10%or 15%around themedian. This pe
age is much lower than that characterising the corresponding ΔDS

variations estimated to be from 0% to 50% at Mendel (see Fig 7(b)
The above estimates, summarised in Table 2, show that the se

variations in SWD irradiance observed atMendel station are comp
with those caused by the environmental factors, whilst the corres
ing seasonal variations at Concordia significantly predominate ov
environmental factors. At Mendel station, the EW component dec
until 91% due to the combined effects of clouds, albedo, aeroso
ozone column that is appreciably higher than the seasonal varia
whilst the similar decrease at Concordia is no more than 66%, w
lower than seasonal variations. These findings allow the conc
that the solar irradiance observed at Concordia is much eas
forecast.

4.3. Effect of the ozone column on EW irradiance

The ozone is an atmospheric component that determines to hi
tent the level of UV-B irradiance at the Earth's surface. The speci
namical processes characterising the Antarctic atmosphere,
favourable conditions for chemical ozone destruction in the s
sphere during the spring months (Farman et al., 1985; Molin
Rowland, 1974; Brasseur and Solomon, 2005) that leads to the f
tion of a large ozone depletion area over the continent, whe
total ozone drops below 220 DU. Since the effect of such an event
portant for the Antarctic environment, the relationship betwe
daily erythemal dose DEW(G) and the ozone column has been an
in the present subsection.

Fig. 8(a) presents the variations of the ozone column obser
Mendel and Concordia stations by OMI (2014) over the studied p
The ozone data provided by UV-RAD radiometer that are also sho
Fig. 8(a) differ from the satellite measurements by about ±3% on
age. It can be seen that the ozone column variations follow a simil
terns at both stations except for December 2007 and Oct
November 2010, when the discrepancy between the ozone lev
the two stations can be attributed to their different position w
spect to the ozone depletion area as it is shown in Fig. 8(b). D
these months the Mendel station was out of the area, whilst f
rest of the period both stations were on the opposite sides
ozone depletion area as the pattern of 20 November 2008 s
Bernhard et al. (2010) observed sharp enhancements of the UV-
diance at the Antarctic Peninsula region duringNovember and ear
cember that were accounted for the combined effects of compara
high solar elevation at this time and a transport of air masses wi
ozone concentration towards the Peninsula due to instabilities
polar vortex. Similar episodes can be identified in the results disc
here comparing the data on solar irradiance and ozone column gi
Figs. 3 and 8. In fact, the upper panel of Fig. 3 exhibits values of t
irradiance, measured at Mendel station in November 2007 and
that exceeded those registered at Concordia by about or mor
1 kJ m−2, despite that the corresponding SWD irradiances (s
lower panel of Fig. 3) indicate a rise in the atmospheric attenua
Mendel. Such an occurrence can be attributed to sharp depletio
sodes in the ozone column over the Mendel station with resp
Concordia during November 2007 and 2008. For instance, total
of 175 DU was registered at Mendel on 23 November 2007, whi
corresponding value was 330 DU at Concordia. A similar event w
served on 24 November 2008, when the ozone column at Mend
173 DU versus 335 DU at Concordia.
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IUV λð Þ ∝ Q−RAF λð Þ :

The RAF is usually estimated by examining the results of ob
tions performed at fixed solar elevation α and clear-sky cond
(Booth and Madronich, 1994; Blumthaler et al., 1995; Bodhaine
1996). Fig. 9 shows the dependence of the EW spectral comp
and irradiance at λ = 0.306 μm, measured at Concordia station
clear sky conditions and different solar elevations, on the OMI
column. Fitting the presented dependences by power curves acc
to Eq. (6) we obtain the RAF equal to 0.90 and 0.62 for EW irradia
solar elevations of 15° and 5°, respectively, and RAF= 1.55 for IU
0.306 μm) and α=5°. These values are consistent with those rep
by Vitale et al. (2011), who analysed the observations ma
Concordia station during 2008–2009 and found a good agreeme
tween the evaluated by them RAFs and those, given by pre
estimations.

As mentioned above, the cloud effect on the EW component is
45% lower than on the SWD irradiance (Calbó et al., 2005) that i
firmed by the 16% difference between the average impacts of the
ronmental factors on EW and SWD irradiances found at Mendel s
(see Table 2). On the other hand, the ozone column changes regi



at the studied sites produce variations in EW component higher than
other environmental factors (Table 2) that leads us to assume the ra

RD Qð Þ ¼ DEW Gð Þ
DSWD Gð Þ
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and 29% for SWD. Bearing inmind that the seasonal trend of the solar el-
evation is a strongly determined parameter, it can be concluded that the
radiation on the interior Antarctic Plateau should bemuch easier to pre-
dict than at coastal region where the day-to-day variability in cloud
cover, together with the changes in aerosol concentrations and surface
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Fig. 10. Scatter plots of the ratio RD(Q) evaluated through Eq. (7) versus the mean d
ozone column Q (OMI, 2014) for the considered stations. The grey circles present
values derived from the measurements, whilst the black curves indicate the best fits m
through power functions, analogously to the cases presented in Fig. 9. The correspond
coefficients of determination R2 and parameters RAF′ are also given in the plots.
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as a function predominantly of the mean daily ozone column Q. I
as Fig. 10 indicates, this ratio is satisfactorily correlated with Q an
lowing the same approach as in determining of the RAF, the fitting
data shown in Fig. 10 by power functions (see Eq. (6)), defines an
ogous parameter RAF′. As can be seen, the values of RAF′, given in
for bothMendel and Concordia stations are very close to each oth
are consistentwith the value of RAF, found for EW irradiance obser
Concordia for α = 15° (see Fig. 9(a)) that assumes the ratio RD
mined byEq. (7) as being able to give a realistic estimate of the rad
amplification factor RAF. Such a conclusion makes possible the a
ment of the RAF at stations, where only broadband observations
solar radiation are carried out that offers further opportunities f
proving our knowledge on solar UV-B irradiance and its spatial dis
tion over high latitude areas.

5. Conclusions

The variations in erythemally weighted (EW) and short
downwelling (SWD) solar irradiances observed during the daylig
riods of 2007–2011 at Mendel and Concordia Antarctic stations,
are placed at the coastal region and on the Eastern Antarctic Plate
spectively, have been analysed in the present study. The adopte
proach allows a separation of the effects produced by the fa
predominantly affecting the surface solar radiation. The seasonal
ance variations, determined by the solar elevation trend are clearl
at Concordia station,where this astronomical factor causes 94% of
radiance changes, whilst the cloud cover fluctuations reduce the
radiation by 5% on average. On the contrary, the seasonal tren
served at Mendel, which causes about 71% of irradiance variati
significantly masked by the clouds, aerosols and albedo change
lead to an average decrease in the solar irradiance of about 25% f
the
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albedo has a higher weight.
The ozone column was found to be a subject of similar chang

terns at both stations over the studied period, reducing by near
the EW irradiance with respect to the corresponding EW, calcu
for the minimum ozone value at each site. It is worth mentionin
for certain times, the Mendel station was out of the ozone dep
area occupying the Antarctic continent during the spring time, d
its lower latitude with respect to Concordia. The performed analy
lows the conclusion that the ratio RD between daily doses of EW
SWD irradiances, considered a function of the ozone column Q, i
to provide a realistic estimate of the radiation amplification f
which quantifies the impact of the ozone on surface UV irradianc
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ABSTRACT. This study calculates area, volume and elevation changes of two glaciers on James Ross
Island, Antarctica, during the period 1979–2006. Davies Dome is a small ice cap. Whisky Glacier is a
valley glacier. Ground-penetrating radar surveys indicate ice thickness, which was used for calculations
of the bed topography and volume of both glaciers. Maximum measured ice thicknesses of Davies Dome
and Whisky Glacier are 83� 2 and 157�2m, respectively. Between 1979 and 2006, the area of the ice
cap decreased from 6.23�0.05 km2 to 4.94� 0.01 km2 (–20.7%), while the area of the valley glacier
reduced from 2.69�0.02 km2 to 2.40�0.01 km2 (–10.6%). Over the same period the volume of the ice
cap and valley glacier reduced from 0.23� 0.03 km3 to 0.16�0.02 km3 (–30.4%) and from
0.27� 0.02 km3 to 0.24� 0.01 km3 (–10.6%), respectively. The mean surface elevation decreased by
8.5�2.8 and 10.1�2.8m. The average areal (�0.048–0.011 km2 a–1) and volumetric (�0.003–
0.001 km3 a–1) changes are higher than the majority of other estimates from Antarctic Peninsula glaciers.

INTRODUCTION
The mean annual temperature in the Antarctic Peninsula
(AP) region has increased by 1.58C to 3.08C since the 1950s
(e.g. King, 1994; Vaughan and others, 2001, 2003; Turner
and others, 2005). This warming has coincided with the
disintegration of ice shelves and the retreat of many land-
terminating glaciers in the region (e.g. Skvarca and others,
1998; Cook and others, 2005; Davies and others, 2011;
Glasser and others, 2011). Land-based glacial mass loss has
been most prominent at the northern tip of the AP due to the
pronounced glacier acceleration (Rignot and others, 2008).
Detailed analyses of satellite imagery and some isolated
mass-balance measurements together suggest that small
land-terminating glaciers are especially sensitive to climate
change (Rau and others, 2004; Skvarca and others, 2004).
The sensitivity of small land-terminating glaciers to climate
is related to a short response time of variations in mass
balance (Knap and others, 1996).

Along with direct mass-balance measurements, changes
in surface area and volume of glaciers are important
indicators of climate changes. Volumetric characteristics
are necessary for improved understanding of: (1) the
responses of these sensitive glacier systems to climate
change; (2) the present contribution of AP glaciers to sea-
level rise; and (3) future predictions of AP glacier behaviour.
Although changes in glacier mass over long time periods can
be analysed by volumetric methods, these do not replace the
field-based techniques, which provide detailed measures of
glacier change in space and time. Direct methods are time-
consuming and expensive, however, and typically only
cover short time periods (Gudmundsson and Bauder, 1999).
Glacier bed topography and ice thickness are important for
understanding ice dynamics (e.g. Rippin and others, 2011a)
and for assessing basal pressure and thermal regimes (e.g.
Rippin and others, 2011b). Determination of glacial mass
changes may be used to detect shifts in climate and to

predict glacial changes associated with future climate
conditions (e.g. Paterson, 1994; Fountain and others, 1999).

In this study, we present the volumetric data for Davies
Dome ice cap and Whisky Glacier on James Ross Island
(JRI). The name Whisky Glacier is used here for IJR-45
glacier as given in the inventory by Rabassa and others
(1982). The name Whisky Glacier was referred to by Chinn
and Dillon (1987) and is given on the Czech Geological
Survey (2009) map. It should not be confused with the
tidewater Whisky Glacier located in Whisky Bay, as named
by the British Antarctic Survey (2010). The changes in
elevation, area and geometry between 1979 and 2006 were
derived from digital elevation models (DEMs) and aerial
photographs. Ice thickness was measured during a field
campaign in January and February 2010 using ground-
penetrating radar (GPR). Glacier volume and glacier bed
elevations were then derived from these data.

STUDY AREA
Approximately 81% of JRI is covered with 138 glaciers,
which are concentrated in the central and southern parts of
the island (Rabassa and others, 1982). The variety of existing
glacier systems and fluctuations of glacier front positions on
JRI have been presented by Rabassa and others (1982),
Skvarca and others (1995) and Rau and others (2004). Mass-
balance changes have been studied at Glaciar Bahı́a del
Diablo on Vega Island (Skvarca and others, 2004) and at
Davies Dome and Whisky Glacier on JRI (Nývlt and others,
2010; Láska and others, 2012). However, these existing
glaciological studies only describe elevation and surface
area; data on ice thickness and hence on ice volume are
hitherto unknown.

The investigated glaciers are located on the Ulu
Peninsula, northern JRI (Fig. 1). This predominantly
glacier-free area extends northwards from the central part
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of the island, which is dominated by the JRI ice field, an
area of ice covering 587 km2 (Rabassa and others, 1982).
The climate of the Ulu Peninsula is influenced by the
regional-scale atmospheric circulation formed by the AP,
which generally provides a barrier to westerly winds
associated with cyclonic systems centred in the circumpolar
trough (King and others, 2003). High interdiurnal and
seasonal variability of cloudiness, incoming solar radiation
and near-surface air temperature can be found along the
eastern coast of the AP (Marshall, 2002; Láska and others,
2011) although the long-term trend appears to involve
increased frequency of warm airflows advected over the AP
as described by Marshall and others (2006).

Contemporary glaciation of JRI is characterized by ice
caps, outlet glaciers and different types of alpine glaciers
(Rabassa and others, 1982). The JRI ice field covers the
southern part of the island where only small masses of rock
protrude to the surface. By contrast, most ice has retreated
from the northern part of the Ulu Peninsula. Small glaciers
have persisted in higher locations with snow accumulation
areas above �460ma.s.l. (Nývlt and others, 2010). The
glacial features include an ice cap on Davies Dome (514m)
and on Lachman Crags (641m), cirque, apron and piedmont
glaciers around these plateaux, and valley glaciers carved
into Smellie Peak (704m) and Stickle Ridge (767m). These
glaciers are relics of an ice cap that covered the whole island
in the last glacial period (Rabassa, 1983; Ingólfsson and
others, 1992). In the northern part of JRI, this ice cap merged
with the northern Prince Gustav Ice Stream, which drained
the northeastern AP (Rabassa, 1983). During the Holocene,
the ice cap was linked to the Röhss Bay Ice Shelf, until it
disintegrated in 1995 (Glasser and others, 2011).

Two contrasting types of glacier from the Ulu Peninsula
were selected to assess recent volume changes. Davies Dome
(DD) is an ice dome (63852’–63854’ S, 58801–58806’W)
which originates on the surface of a flat volcanic mesa at
>400ma.s.l. and terminates as a single 700m wide outlet in
Whisky Bay. In 2006, DD had an area of �6.5 km2 and lay in
the altitude range 0–514ma.s.l. (Table 1). Whisky Glacier
(WG) is a cold-based land-terminating valley glacier (63855’–
63857’ S, 57856’–57858’W), which is surrounded by an
extensive area of debris-covered ice (Chinn and Dillon,
1987). In 2006, the glacier covered an area of �2.4 km2 and
ranged from 520 to 215ma.s.l. Mean annual near-surface air
temperatures of –7.88C and –8.88C have been recorded since
2009 by automatic weather stations (AWSs) on WG (356m)
and DD (514 m), respectively (Fig. 1). Summer temperatures
(November–February) vary from –98C to +108C on WG and
from –128C to +78C on DD. The snowmelt period generally
starts at the beginning of November and lasts until the end of
February. The meteorological data were collected as part of
this study using AWSs on glaciers (Fig. 1).

DATA AND METHODS
DEMs and aerial photographs of DD and WG were used to
extract topographic information for glacier extent and
geometry. Two separate DEMs produced by the GEODIS
company (Czech Republic) were stereoplotted from aerial
photographs obtained by the British Antarctic Survey (BAS)
in 1979 and 2006 (Czech Geological Survey, 2009).
Ground-control points for the photogrammetric processing
were obtained in the deglaciated landscape in 2008 using a
dual-frequency differential GPS receiver. The 1979 aerial

photos were registered with root-mean-square (rms) errors of
2.0m in both the horizontal and vertical. Rms errors of the
2006 dataset are 0.7m and 0.8m in the horizontal and
vertical direction, respectively. Meixner (2009) provides a
more complete description of the DEM generation method.

The GPR survey was conducted in January and February
2010 in accordance with numerous descriptions of radar
investigations of glacier thickness (e.g. Plewes and Hubbard,
2001; Navarro and Eisen, 2010). GPR surveys were applied
on DD (except over a steep and crevassed outlet glacier) and
across the whole surface of WG. GPR data were collected
along six radial profiles on DD (Fig. 1). On WG, GPR was
carried out along the central longitudinal profile and five
transverse profiles (Fig. 1). A longitudinal profiling was
carried out from the glacier terminus to the upper reaches of
the ablation zone (226–444ma.s.l.). Three transverse pro-
files were undertaken in the lower part of the snout
delimited by lateral moraines and two profiles in the upper
zone enclosed by the left lateral moraine and a valley slope
facing to the west. GPR profiling was carried out using an
unshielded 50MHz Rough Terrain Antenna and RAMAC
CU-II control unit (MALÅ GeoScience, 2005). The signal
acquisition time was set to 2040ns, and scan spacing ranged
from 0.2 to 0.3m. GPR position was given by GPS: a Garmin
GPSMAP 60CSx receiver (Garmin International, 2009) was
used to determine coordinates for the corresponding trace
numbers with the horizontal rms position accuracy <4m.
The GPR profiling equipment was man-hauled at a mean
speed of �0.5m s–1.

GPR data were processed and interpreted using the
REFLEXW software version 5.0 (Sandmeier, 2008). The raw
GPR profiles were filtered using an automatic gain function
(AGC-Gain), background removal and static correction. The
AGC-Gain was used to amplify deep signals reduced due to
pulse dispersion and attenuation. Strong direct wave signal

Fig. 1. Location of GPR transects (labelled as D-n and W-n, n being
an integer) on Davies Dome andWhisky Glacier (dark grey areas) on
the Ulu Peninsula, northern JRI. Other ice bodies are shown in
medium grey. Triangles mark the position of meteorological stations.
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and noise reflections were eliminated using the background
removal filter. Finally, the radargrams were corrected for
topographic elevation. For this purpose, elevations from the
collected GPS data were used. Depth was calculated
assuming a wave velocity for cold glacier ice, 0.168mns–1

(Narod and Clarke, 1994). The velocity model used to
convert two-way travel times to depths affects the accuracy
of the ice thickness determination. As signal velocities in
glacier ice range from 0.167 to 0.169mns–1 (Kovacs and
others, 1995; Pellikka and Rees, 2009), the velocity used
was accurate to within 0.002mns–1. Thus, the estimated
uncertainty of conversion of travel time to depth is �1%.
Moreover, the accuracy in depth measurement is restricted
by the ability to determine the first arrival of the signal (Jol,
2009). This uncertainty was approximated by a quarter of the
signal’s wavelength in ice, which corresponds to 0.84m for
the 50MHz antenna used.

Ice-thickness values converted from two-way travel times
along GPR profiles were used to calculate glacier volumes.
Because the accuracy of the calculation depends on the
algorithm applied we investigated and selected the most
appropriate interpolation first. We applied five techniques
(inverse distance weighing, kriging, minimum curvature,
spatial neighbour and triangulation) to the complete ice-
thickness datasets to create grids of glaciers. We then
removed the ice-thickness information along one complete
section from each of the two datasets. We selected the
section D-1, which represents both the upper part of an ice
dome on a flat volcanic plateau and the lower termination
on mountain slopes. For WG, we chose the section W-4 as it
crosses the middle part of the snout. The reduced datasets
and the same interpolation techniques were used to generate
a new series of grids from which ice-thickness values were
assigned for verification points along sections D-1 and W-4.
The interpolated values were compared with the measured
values and the difference was expressed using standard
deviation values. Results of interpolation techniques were
also evaluated based on glacier volumes calculated from a
complete and reduced dataset. A comparison of the calcu-
lated values shows that the minimum curvature technique
most accurately represents the ice-thickness data (Table 2).
This method was selected for further processing of the data.

The volume of glaciers was calculated using a combin-
ation of 2006 surface elevation data and GPR-based ice-
thickness data taken in 2010. The elevation of GPS-derived
locations along GPR profiles was taken from the 2006 DEM
because the accuracy of an altitude measurement was low
during the GPR survey. The vertical error of GPS-based
coordinates (�8–18m) is larger than the vertical error of the
DEM and elevation changes of glacier surfaces between

2006 and 2010. According to mass-balance measurements
on DD and WG the elevation differences ranged from –0.4
to +1.1m during this period (Nývlt and others, 2012). The
volume of glaciers for 1979 was calculated based on the
2006 volumes and the difference between 1979 and 2006
surface DEMs. The uncertainty associated with the glacier
volume determination was calculated as the product of the
glacier surface area and vertical uncertainty. The vertical
uncertainty for 2006 is related to the accuracy of ice
thickness and to surface elevation changes in 2006–10. The
uncertainty for 1979 was calculated as the sum of the glacier
surface topography-related uncertainty for 1979 plus the
uncertainty of the glacier volume for 2006. The mean ice
thickness of DD and WG is 32.4 and 99.6m, respectively,
and average uncertainties of conversion of travel time to ice
thickness are 0.3 and 1.0m, respectively. The total
uncertainty of the ice volume per glacier area in 2006 is
3.5m3m–2 for DD and 4.1m3m–2 for WG. Uncertainties of
5.5 and 6.1m3m–2 have been obtained for the 1979 volume
of DD and WG, respectively.

Glacier bed topography maps were generated based on
the 2006 DEM and the 2010 GPR measurements. The bed
elevation was calculated for GPR survey locations by
subtracting the ice thickness from the surface elevation. At
the margin of DD, the ice thickness was set to zero except
for the upper reaches for the outlet where three bounding
points were placed. For these points, depth values were
approximated from the nearest points of GPR measurements
and from the position of a small rock outcrop that protrudes
to the surface of the eastern part of the outlet. The bed
elevation at the WG limit was determined from marginal
measurement points at GPR cross-sections that represent the
crest of lateral moraines. The minimum curvature inter-
polation, which generates a smoothed surface with low
standard deviation, was then used to construct an 8m
gridcell DEM of glacier beds. From the DEMs, contour lines
at 10m spacing were constructed for bed topography.

RESULTS

Glacier bed topography
The boundary between the glaciers and underlying bedrock
and/or till is recorded as continuous basal reflection in all of
our radargrams (Figs 2 and 3). A strong reflection at the
glacier bed is clearly visible in DD profiles where the slope
of the presumed bedrock is small (Fig. 2a and c). By contrast,
the amplitude of reflections is halved in the area below the
subglacial eastern flank of the plateau as shown in transect
D-3 (Fig. 2b) and in the eastern sections of transects D-1,

Table 1. Morphological characteristics of DD and WG for 2006

Name Type Elevation range Mean elevation Mean thickness Maximum thickness Length* Area Volume

ma.s.l. m a.s.l. m m km km2 km3

Davies Dome Dome 124–515 368.5�0.8 32.4�1.2 83� 2 3.43{ 4.94� 0.01 0.16� 0.02
6.49� 0.01{

Whisky Glacier Valley 215–520 340.6�0.8 99.6�1.8 158� 2 3.19 2.40� 0.01 0.24� 0.01

*The length was measured along the central axis of the DD outlet and WG snout.
{The value for the whole of DD including the outlet glacier.
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D-2 and D-6. Beneath WG, the strong and continuous
reflection was recorded in the upper half of profile W-1
(Fig. 3a). There are only a few minor diffractions visible
along the glacier bed in this section. The signal strength
decreases slightly in the middle section of the longitudinal
profile �1.8 km from the glacier terminus. The decreased
amplitude prevails in the lower part of the snout as seen
along the lower part of the longitudinal profile and in cross-
profiles W-4, W-5 and W-6 (Fig. 3c).

The subglacial topography of DD is relatively complex.
The uppermost part of DD is located on a near-horizontal
surface. GPR data indicate a slightly undulating glacier bed
with an elevation range of <50m (Fig. 2a and c). Most of the
near-flat bed is inclined to the north, and only �7% of this
zone faces southeast or south. An undulating glacier bed
extends to half the length of the northwest–southeast axis of
DD. Here the reflection boundary descends from 400–
430ma.s.l. by 70–90m to more dissected bed topography
(Fig. 2b). The fall line is oriented towards the southeast and
represents an eastern flank of the volcanic plateau (Fig. 4a).
Steeper slopes and concave wide channel-like depressions
are indicated in the radargrams of two sections of the flank.

The southernmost of these coincides with the main outlet
glacier that drains DD into Whisky Bay. The second slope
depression is carved into the central part of the bedrock step
�1 km from DD summit to the east.

WG bed interface has a simple geometry. The data
obtained along the centre flowline show an even longi-
tudinal profile without any subglacial steps or depressions
(Fig. 3a). The bed topography is inclined to the north with
low average slope angle of �58. The mean slope of the
basal contact in the lower part of the profile is <28. The
transverse profiles W-2 and W-3 across the central line of
WG show an asymmetric bottom of a trough with steeper
slopes rising towards the east, where the glacier is
constricted by a steep slope of Smellie Peak (Fig. 3b). The
western part of the bed topography is characterized by a
gentle slope angle, which is within 58 of the glacier surface.
As a result, the glacier bed is located up to �125m below
the western margin of the glacier surface (Fig. 5). The
pattern of the bed topography suggests that ice extends as a
debris-covered glacier towards the west. Similar conditions
are recorded in transverse profiles W-4, W-5 and W-6,
which were undertaken in the lower part of WG. These

Table 2. Results of glacier volume calculations

Gridding method Davies Dome Whisky Glacier

Volume SD* �V{ Volume SD* �V{

km3 % km3 %

Inverse distance weighing 0.153 10.2 2.0 0.236 33.8 0.5
Kriging 0.153 10.5 1.9 0.236 33.5 0.6
Minimum curvature 0.160 8.5 1.1 0.239 21.0 0.2
Spatial neighbour 0.152 10.7 2.3 0.232 29.7 0.6
Triangulation 0.154 9.4 2.4 0.232 20.7 0.5

*Standard deviation of interpolated ice thickness along sections D-1 and W-4.
{Difference in glacier volume interpolated based on complete dataset and on data without sections D-1 and W-4.

Fig. 2. Selected GPR transects across DD. (a) Profile D-2 covers the dome glacier in the northwest–southeast direction showing the
subglacial surface of the DD mesa and its transition to more undulated bed topography in the eastern part of DD. (b) Profile D-3 shows
the lower part of the glacier below the eastern margin of the DD mesa. (c) Profile D-4 shows the upper flat-bottomed part of the glacier.
Inverted triangles indicate points of crossover of other profiles.
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profiles suggest that the glacier ice also extends beyond the
eastern margin of WG forming a core of a right lateral
moraine (Fig. 3c). The minimum extent of debris-covered
ice is �0.5 km2. However, if the whole area of lateral and
terminal moraines is taken into account then the maximum
extent of ice-covered moraines is �3 km2.

Surface area, elevation and volume change
The area of DD in 1979 was 8.33� 0.06 km2 and in 2006
was 6.49� 0.01 km2. The dome area decreased from
6.23� 0.05 to 4.94�0.01 km2, losing 20.7% of its area
(Table 3). Assuming a constant rate of change, the ice cap
therefore lost 0.048�0.002 km2 a–1. Almost 70% of meas-
ured areal loss occurred in the southeast periphery of the
dome at 120–370ma.s.l.

Over the same time period, WG lost 10.6% of its non-
debris-covered area, decreasing from 2.69�0.02 km2 to
2.40 �0.01 km2. The mean glacier loss rate was
0.011� 0.001 km2 a–1. The form of WG remained almost
the same during this period. In 1979 its terminus descended
to 210m a.s.l. and terminated behind a complex of

ice-cored terminal moraines. By 2006 the snout had
retreated by �60m, with a mean retreat rate of 2.2ma–1

terminating at 215ma.s.l.
DEM comparisons show surface elevation changes

between 1979 and 2006 for each glacier. Surface lowering
occurred over 95% of the surface of DD, which lowered on
average by 8.5�2.8m. Most of the loss occurred in the
southern and western part of the dome (Fig. 6). The site that
experienced the greatest reduction in surface elevation
(�35� 3m) was occupied on 25 January 2010 by a
supraglacial lake (our observation during GPR survey).
Surface lowering greater than 25m occurred on the whole
southern part of the dome, where DD glacier descends over
rugged relief at lower elevations (300–330ma.s.l.). The
dome glacier surface decreased by �20�3m around its
western margin, which is located on Davies Mesa at 400–
460ma.s.l. The upper parts of the northwestern slope of the
dome above 450ma.s.l. experienced lesser changes in
surface elevation (<10m). The surface area located to the
north from the highest part of the dome remained either
unaltered or increased by <10m.

Fig. 3. Longitudinal transect W-1 (a) and cross-sectional transects W-3 (b) and W-4 (c) for WG. The position of the glacier bed along the
western margin of WG indicates that glacier ice continues to the west (b, c). The ice thickness on the eastern side of profile W-4 suggests that
the right lateral moraine delimiting the snout is also ice-cored (c). Inverted triangles indicate points of crossover of other profiles.

Fig. 4. (a) Glacier bed topography and (b) ice thickness at DD based on the 2006 DEM and GPR measurements. The investigated dome
glacier is marked in dark grey and the outlet glacier is shown in medium grey.
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Surface elevations of WG decreased on average by
10.1� 2.8m over the period 1979–2006. The whole glacier
experienced lowering, with the greatest reduction in surface
elevations (>25m) in the upper snow accumulation area
(Fig. 7). On average, surface elevations of WG decreased at
a rate of 0.37�0.11ma–1. This value is slightly higher than
the mean surface lowering for DD (0.32� 0.11ma–1).

GPR data obtained between 25 January and 17 February
2010 reveal the ice thickness of the two glaciers (Table 1;
Figs 4b and 5b). At DD, the maximum thickness of 83�2m
was recorded on its highest part near the crossing of the D-2
and D-4 profiles. The second area of greater thickness was
discovered in the eastern part of the dome (Fig. 4b). The
glacier ice along the subglacial step is �50–75m thick.

The mean thickness of WG is greater than on DD,
99.6�1.8m compared with 32.4�1.2m. The greatest
thickness was observed in the central part of this valley
glacier, where the glacier ice was as much as 158�2m
thick. The ice thickness of WG decreases towards the
eastern glacier margin, which abuts a steep valley side. In
contrast with the eastern margin, greater thickness values
(63–125m) were recorded along the western margin of WG
(Fig. 5b). The basal reflection remains well below the lateral
moraine surface, indicating that glacier ice extends beyond
the current visible glacier limit.

The volume of DD decreased from 0.23� 0.03 km3 to
0.16� 0.02 km3 between 1979 and 2006. The glacier lost
30.4% of its volume at a mean annual rate of 0.003� 0.002
km3 a–1. For WG, the values of the total volume changed
from 0.27� 0.02 km3 to 0.24� 0.01 km3. The volume loss
was 10.6% and the mean annual change was 0.001� 0.001
km3 a–1 over the period 1979–2006. The volume change
calculated for the dome was almost three times as high as for
the valley glacier.

INTERPRETATION AND DISCUSSION
Spatial variability in bed topography and surface
lowering
The strong reflection observed in the GPR data from the flat-
bottomed part of DD is interpreted as the transition from
glacier ice to solid bedrock. A possible interpretation of
weaker reflectors in the eastern flank of the plateau is that
sediments rather than solid bedrock form the glacier bed in
this area. A channel-like depression incised in the southeast
subglacial margin of the plateau suggests that the bedrock
has been deepened and widened by glacial erosion of an
outlet glacier (Figs 2a and 4a). The incised terrain in the
northeast margin of the plateau (Fig. 4a) indicates that

another outlet glacier has probably at some time in the past
drained the northeastern part of DD towards the Abernethy
Flats. The timing of this outlet glacier advance is unresolved
by our data, but it might have been synchronous with a mid-
Holocene advance of WG (Rabassa and others, 1982) dated
by Hjort and others (1997) at �4600 14C BP. The interpolated
flatter subglacial relief in the northern part of DD (Fig. 4a)
leads us to suggest that DD has not expanded to inundate
cirques on the northern margin of the DD mesa. The fact that
the steep cirque headwalls have sharp upper edges is also
evidence that these rock lips have not been subjected to basal
glacier erosion. This contrasts with the southeastern edge of
the DDmesa beneath the outlet flowing towardsWhisky Bay.

The strong reflection beneath the upper reaches of WG
and the straight long profile of the bed suggest that the bed
there is solid rock. By contrast, in the lower part of the
glacier the reflection from the assumed glacier bed is weak,
tentatively indicating a transition from ice to subglacial till.
Thick ice at the western periphery of WG and debris-
covered ice in adjacent moraine ridges together suggest that
WG is more extensive than the present bare-ice surface
would otherwise suggest. A large ice thickness along the
western margin of the snout supports the hypothesis that a

Fig. 5. (a) Bed topography and (b) ice thickness at WG based on the
2006 DEM and GPR measurements. The investigated valley glacier
is marked in dark grey, and the maximum possible extent of debris-
cored glacier area is shown by dots.

Table 3. Changes of surface area, elevation and volume of DD and WG between 1979 and 2006

1979 2006 Change Mean annual change

Davies Dome (without outlet)
Mean elevation (ma.s.l.) 377.0�2.0 368.5�0.8 –8.5�2.8 (–2.3%) –0.32�0.10 (–0.1%)
Surface area (km2) 6.23�0.05 4.94�0.01 –1.29�0.06 (–20.7%) –0.048�0.002 (–0.8%)
Volume (km3) 0.23�0.03 0.16�0.02 –0.07�0.05 (–30.4%) –0.003�0.002 (–1.1%)

Whisky Glacier
Mean elevation (ma.s.l.) 350.7�2.0 340.6�0.8 –10.1�2.8 (–2.9%) –0.37�0.10 (–0.1%)
Surface area (km2) 2.69�0.02 2.40�0.01 –0.28�0.03 (–10.6%) –0.011�0.001 (–0.4%)
Volume (km3) 0.27�0.02 0.24�0.01 –0.03�0.03 (–10.6%) –0.001�0.001 (–0.4%)
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broad zone of the lateral moraine is an internal debris-
covered part of WG (Chinn and Dillon, 1987).

The spatial distribution of surface lowering indicates that
the two glaciers are evolving differently. At DD, ice surface
reduced mainly at lower altitudes, while the accumulation
zone experienced little or slightly positive change. By
contrast, the whole surface area of WG experienced
lowering, with the greatest magnitude in the upper reaches
of the glacier. The local differences in surface lowering
probably result from higher air temperatures on WG and
from different flow patterns and surface mass balances of the
two glaciers. The assumption of the different flow rate is
consistent with ice velocities observed at mass-balance
measurement sites on the two glaciers. The surface velocities
on WG were nearly twice as high as on DD during the
period 2009–11 (Nývlt and others, 2012). As the ice flow in
the flat-bottomed upper part of DD is limited, the increased
melting in lower parts of the dome was not compensated by
transport of ice mass between the upper and lower parts of
the glacier. By contrast, WG is a well-delimited valley
glacier with high flow velocities (Nývlt and others, 2012)
and the spatial distribution of ice volume is controlled by
enhanced transport of ice mass. The higher total volume
change calculated for DD probably results from lesser
thickness of its margins and from the position of the dome,
which is more exposed to air masses than is WG.

Comparison to other studies in the AP region
Although the AP ice sheet, island ice caps and valley glaciers
cover �80% of the AP region (Rau and Braun, 2002),
volumetric characteristics are known only for a minority of
glaciers (e.g. Davies and others, 2011). Apart from the AP ice
sheet, data on ice thickness have been collected only on
Alexander Island (Wager, 1982), Adelaide Island (Rivera and
others, 2005), Anvers Island (Dewart, 1971), the South
Shetland Islands (e.g. Macheret and others, 2009; Navarro
and others, 2009), JRI (Rabassa and others, 1982) and
Dolleman Island (Peel and others, 1988). At JRI, until recently
the ice thickness was known only for Mount Haddington ice
cap. According to radio-echo sounding, the ice dome is
estimated to be �300m thick (Aristarain, 1980). This is a
typical value for island ice caps along the AP as shown in
Table 4. On DD the maximum ice thickness of �83m
is about three times thinner than Mount Haddington, which
is not unexpected given the smaller surface area of the dome
compared with the extent of the JRI ice cap (587 km2). The
ice thickness of WG is similar to the thickness of Spartan
Glacier at Alexander Island, which is the only valley glacier
in the AP region with known thickness (Wager, 1982).

Areal changes observed on DD and WG confirm that the
glacier retreat on JRI has increased in recent decades.
According to Rau and others (2004), ice masses on JRI lost
3.9% in area during the period 1975–2002 and, of these,
land-terminating glaciers were subject to the smallest retreat
rates. By contrast, we find that the DD glacier area
decreased by 22.1% and WG by 10.6% over the period
1979–2006. These values are in agreement with retreat rates
of DD reported by Davies and others (2011) for the period
1988–2009. The difference in retreat rate of the two glaciers
may be attributed to the faster downwasting of DD. The
tidewater front of the DD outlet in Whisky Bay shows more
prominent changes than the grounded glacier tongue of
WG. During the last 30 years the surface area of DD and
WG decreased at a mean rate of 0.8%a–1 and 0.4%a–1,

Fig. 6. Surface topography and elevation change at DD. Surface
topography in (a) 1979 and (b) 2006 and (c) surface lowering
between 1979 and 2006. The investigated dome glacier is marked
in dark grey, the outlet glacier is shown in medium grey and the
dotted line represents the 1979 ice outline (b). Isolines within the
investigated glacier area in (c) represent surface change.
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respectively. These values are higher than mean annual areal
changes of ice caps on Livingston Island (Calvet and others,
1999; Molina and others, 2007) and King George Island
(Simões and others, 1999) over the period 1956–2000
(Table 5). By contrast, the mean annual area decrease of DD
and WG is an order of magnitude less than the mean annual
area loss of cirque glaciers on King George Island (Simões
and others, 2004). Overall, the increase in glacier retreat
observed on JRI is similar to the accelerated area loss
reported for glaciers on King George Island in the period
2000–08 (Rückamp and others, 2011).

The mean elevations of DD and WG decreased by
0.3�0.1 and 0.4�0.1ma–1, respectively. These values

correspond well with the mean surface lowering of 0.32m
w.e. a–1 observed over the period 1988–97 at Rothera Point
on the southwestern AP (Smith and others, 1998) and with
the mean lowering rate of 0.2ma–1 reported from the
summit of Bellingshausen Dome on King George Island
(Rückamp and others, 2011). By contrast, our estimates are
lower than values reported from Vega Island, Livingston
Island and the eastern part of King George Island. According
to recent observations on Vega Island (Skvarca and De
Angelis, 2003; Skvarca and others, 2004), mean annual
surface lowering of Glaciar Bahı́a del Diablo ranged from
1.0 to 1.6ma–1 over the period 1985–2003. Pritchard and
others (2009) and Rückamp and others (2011) reported a

Table 4. Comparison of the maximum ice thickness of island glaciers along the Antarctic Peninsula

Island Glacier Maximum thickness Method Source

Name Type* m

Adelaide Fuchs Ice Piedmont P 300 RES Rivera and others (2005)
Alexander Spartan Glacier V 220 RES Wager (1982)
Anvers Anvers IC 600 Gravimetry Dewart (1971)
Dolleman Dolleman IC 460 ? Peel and others (1988)
James Ross Mount Haddington IC 300 RES Rabassa and others (1982)

Davies Dome IC 83 GPR This study
Whisky Glacier V 157 GPR This study

King George King George IC 395 RES Pfender (1999)
Lange Glacier O 308 RES Macheret and Moskalevsky (1999)

Fourcade Glacier IC 79 GPR Kim and others (2010)
Bellingshausen Dome IC 120 GPR Sobiech (2009)

Livingston Livingston ice cap IC 200 RES Macheret and others (2009)
Bowles Plateau IC 500 RES Macheret and others (2009)
Johnsons Glacier TW 196 RES Macheret and others (2009)
Hurd Glacier IC 205 RES Macheret and others (2009)

Nelson Nelson IC 169 RES Ren and others (1995)

*IC: ice cap; V: valley; O: outlet; P: piedmont; TW: tidewater.

Fig. 7. Surface topography and elevation change at WG. Surface topography in (a) 1979 and (b) 2006 and (c) surface lowering between 1979
and 2006. The investigated valley glacier is marked in dark grey, and the dotted line represents the 1979 ice outline (b). Isolines within the
investigated glacier area in (c) represent surface change.
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similar value of �1.5ma–1 on the South Shetland Islands for
the periods 2003–07 and 2000–08, respectively. Ximenis
and others (1999) obtained even higher lowering rates
(1–5ma–1) for glaciers on Livingston Island during the
period 1995–97. Comparison of the 1979 and 2006 DEMs
revealed a mean annual volume loss of 1.1%a–1 at DD and
0.4%a–1 at WG. The value for WG corresponds with mean
annual glacier volume loss (0.2–0.3%a–1) reported for the
South Shetland Islands for the period 1956–2000 (Molina
and others, 2007). The value obtained at DD is three to four
times higher than the mean annual volume loss of Hurd
(0.3%a–1) and Johnsons Glaciers (0.2%a–1) according to
volume change described by Molina and others (2007).

A comparison of our spatial data with earlier glacio-
logical observations suggests that DD and WG were subject
to greater retreat, surface lowering and ice volume loss than
other island ice caps in the AP region. If the recent rate of
volume loss continues, DD and WG could disappear within
62�52 and 227� 220 years, respectively. This approxi-
mated timing corresponds well with the value based on
mean rate of areal loss for WG (228�22 years to extinc-
tion), but the volumetric change of DD is more rapid than its
areal change (104�5 years). However, we assume that area
rather than volume has the largest control on the future
development of both glaciers. The estimated melting time of
WG based on both areal and volumetric changes is
consistent with the estimated future evolution of Bellings-
hausen Dome on King George Island, which is predicted to
completely disappear after 285 years if the present warming
trend persists (Rückamp and others, 2011). A total disap-
pearance of cirque glaciers will probably occur much faster,
as was shown by Simões and others (2004) for Ferguson and
Flagstaff Glaciers on King George Island.

SUMMARY AND CONCLUDING REMARKS
GPR data acquired in 2010 indicate that the subglacial
topography of an ice dome and of a valley glacier in the
northern part of JRI differ significantly. A near-flat plateau
forms the glacier bed of the upper accumulation area of DD,
whereas a steep plateau edge and dissected topography

underlie the lower elevated eastern part of the dome. In
contrast, almost uniform glacier bed topography exists
beneath WG. The maximum ice thicknesses as measured
by GPR at DD and WG are 83�2 and 158�2m,
respectively. The average surface elevation of the dome
decreased by 8.5� 2.8m between 1979 and 2006, whereas
the valley glacier experienced average surface lowering of
10.1� 2.8m. DD lost 22.1% of its area between 1979 and
2006, decreasing from 8.33� 0.06 km2 to 6.49�0.01 km2.
A dome area of the glacier decreased from 6.23�0.05 km2

to 4.94�0.01 km2 (–20.7%) and its volume changed from
0.26� 0.03 km3 to 0.16� 0.02 km3 (–30.4%). The surface
area of WG decreased from 2.69 �0.02 km2 to
2.40� 0.01 km2 (–10.6%), resulting in the glacier mass loss
from 0.27�0.02 km3 to 0.24�0.01 km3 (–10.6%). Between
1979 and 2006, glacial area loss ranged from an average of
0.048� 0.002 km2 a–1 (DD) to 0.011� 0.001 km2 a–1 (WG).
Average volume losses of DD and WG were 0.003� 0.001
and 0.001�0.001 km3 a–1, respectively. The observed
changes are higher than areal and volumetric losses reported
from the AP region between 628 and 688 S. If the recent
trend in air temperature continues, DD and WG may
disappear in 104�5 and 228�22 years, respectively. How-
ever, model projections reported by Carril and others (2005)
show that an increase in temperature trends is expected over
the 21st century.
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Table 5. Mean annual area changes of island glaciers along the northern part of the Antarctic Peninsula

Island Glacier Period Mean area change Source

Name Type* km2 a–1 %

James Ross 39 glaciers 1975–88 1.84 0.1 Skvarca and others (1995)
1988–93 2.08 0.1

58 glaciers 1988–2001 3.79 0.2 Rau and others (2004)
Davies Dome IC 1979–2006 0.048 0.8 This study
Whisky Glacier V 1979–2006 0.011 0.4 This study

Livingston Hurd Glacier IC 1956–2000 0.0116 0.2 Molina and others (2007)
Johnsons Glacier TW 1956–2000 0.0002 0.004 Molina and others (2007)
Livingston ice cap IC 1956–96 0.7902 0.1 Calvet and others (1999)

King George King George Island
ice field

IF 1956–95 2.28 0.2 Simões and others (1999)
2000–08 2.56 0.2 Rückamp and others (2011)

Babylon Glacier H 1979–2000 0.0046 2.7 Simões and others (2004)
Ferguson Glacier C 1979–2001 0.0078 4.0 Simões and others (2004)
Flagstaff Glacier C 1979–2002 0.0053 3.1 Simões and others (2004)
Lange Glacier O 1956–2000 0.0455 0.2 Barboza and others (2004)
Noble Glacier V 1979–2003 0.0049 2.1 Simões and others (2004)

Stenhouse Glacier IC 1956–2000 0.0100 0.1 Simões and others (2004)

*C: cirque; H: hanging; IC: ice cap; IF: ice field; V: valley; O: outlet; TW: tidewater.
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Nývlt D, Kopačková V, Láska K and Engel Z (2010) Recent changes
detected on two glaciers at the northern part of James Ross
Island, Antarctica. Geophys. Res. Abstr., 12 (EGU2010-8102)
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ABSTRACT

The response of active-layer thickness and the ground thermal regime to climatic conditions on the Ulu Penins

(James Ross Island, northeastern Antarctic Peninsula) in 2011–13 is presented. The mean air temperature over this
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(Domack et al., 2003). A complex orography causes fre-
quent variation between two main advection patterns: (1)
cold and dry southerly winds blowing along the eastern
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eratu
0°C
eratu
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inim
, 201
mak

long-term observations on the northern AP, the temperature
was 0.2°C colder in 2011–13 than over the reference period
of 1961–2000, with a MAAT of –5.2°C (Turner et al.,

o range
Lipzig

Temperature in the active layer was measured at depths of 5,
num re-
ic). Air
l using

Figure 1 Location of the study site in the northern part of James Ross Island, close to the eastern coast of the Antarctic Peninsula.

Figure 2 (A) Detailed view of the study site and (B, C) its geomorphological position on the northern coast of the Ulu Peninsula. The red arrow marks the
study site near Mendel Station. This figure is available in colour online at wileyonlinelibrary.com/journal/ppp
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., (2015)
coast of the AP, and (2) westerly winds bringing re
warm maritime air masses across the peninsula to n
JRI (King et al., 2003; Zvěřina et al., 2014). The m
nual air temperature (MAAT) at Mendel Station is
(2006–11) and the extremes of mean daily air temp
vary between around 8°C in January and –3
July/August (Láska et al., 2012). Mean daily temp
above 0°C typically occur only for 2months each
(December–January), with hourly maximum and m
values of 10°C and –5°C, respectively (Láska et al.
According to data fromEsperanza, the nearest station
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2004). Precipitation is mostly snow and estimated t
from 300 to 500mm water equivalent per year (Van
et al., 2004).

METHODS
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10, 20, 30, 50 and 75 cm using Pt100/Class A plati
sistance thermometers (EMS, Brno, Czech Republ
temperature was measured 2m above ground leve
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an EMS33 sensor (EMS Brno) with a Pt100/Class A plati-
num resistance thermometer placed inside a solar radiation
shield. Both ground and air temperatures were measured
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Active Layer Monitoring on James Ross Island
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with an accuracy of ± 0.15°C and data were reco
30min intervals with an EdgeBox V12 datalogge
Brno). We then calculated mean daily air temperatu
cumulative sum of mean daily air temperatures abo
(the thawing-degree days – TDDa) and the cum
sum of mean daily air temperatures below 0°
freezing-degree days – FDDa), according to Gug
et al. (2008) and De Pablo et al. (2014). Incom
reflected shortwave radiation (used to estimate albed
measured using EMS-11 (EMS Brno) and CM6B (
Zonen, Delft, The Netherlands) pyranometers, respe
at 10 s time intervals and stored as 30min average
Snow depth was recorded every 2h using an ultrason
sensor (Judd Communication, Salt Lake City, UT
with an accuracy of±1 cm. All meteorological par
and ground temperature data were analysed during th
from 1 March 2011 to 30 April 2013. MAAT an
annual ground temperature (MAGT) were also ca
for a period of 2years from March 2011 to Februar
referred to in the text as the 2011–12 and 2012–13 p
The ground thermal regime for the period of 2011–

evaluated in accordance with recent studies inves
Maritime Antarctic (Guglielmin et al., 2008; Miche
2012; De Pablo et al., 2014), using the following para
(1) mean annual and monthly ground temperatures; (2
mulative sum of mean daily ground temperatures abo
(the thawing-degree days – TDDg); (3) the cumulat
of mean daily ground temperatures below 0°C (the f
degree days – FDDg); and (4) the ALT, interpolated
0°C isotherm depth and derived from contours of th
mean ground temperature interpolated using krigin
rithms in the Surfer® software program (Golden S
Golden, CO, USA).
Freezing and thawing n-factors (Karunaratne and Bur

were calculated in order to evaluate the buffering effec
snow layer on heat transmission between air and the gro
face (De Pablo et al., 2014), with the effect of air temper
the ground analysed at 5cm depth (e.g. Zhang et al., 19
Snow cover duration was estimated using a comb

of ultrasonic depth sensors and the radiometric
The criteria for snow occurrence were a depth> 2 cm
the ultrasonic sensors) and albedo> 0.4 (which corre
to old snow; Warner, 2004). Snow depth records wer
able for the period from 1 March 2011 to 11 Jun
while radiometric albedo data were available for the
from 20 February to 16 May 2011 and 5 March 201
April 2013. Despite the presence of gaps in the reco
to sensor malfunctions, we were able to analyse an
tion effect of snow cover on the ground temperature
at 5 cm depth using (1) correlation analysis betwee
daily air and ground temperatures during the
snow-free and snow cover periods, and (2) compa
the snow cover records with ground temperature da
plitudes (Zhang et al., 1997).

Copyright © 2015 John Wiley & Sons, Ltd.
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The MAAT over the whole 2 year study period was
although the individual MAAT values for the 2 yea
equal, the temperature range differed from 44.0°C
12) to 42.3°C (2012–13). The larger temperature
in 2011–12 was documented by a lower mean temp
of the coldest month (July 2011, –18.5°C) and a
mean temperature of the warmest month (Decembe
2.0°C) compared to those for 2012–13 (–15.0°C a
C, respectively). The maximum air temperature r
during the entire study period was 11.6°C on 23 F
2013; the minimum recorded was –34.1°C on 26 Jul

The MAGT at 5 cm depth was –6.4°C in 2011–1
6.7°C in 2012–13. The mean monthly ground temp
at 5 cm depth varied between –16.3°C (July 201
6.1°C (December 2011). Minimum (–26.3°C) and
mum (16.0°C) 5 cm ground temperatures over th
period were recorded on 1 August 2011 and 18 De
2012, respectively. The MAGT at 50 cm depth, wh
resents active-layer conditions close to the permafro
ranged between –6.1°C in 2011–12 and –6.0°C in 20
Minimum (–16.3°C) and maximum (1.3°C) ground
atures at 50 cm were recorded on 5 August 2011
January 2012, respectively. The MAGT at 75 cm
which represents the uppermost part of the permafro
reached –5.8°C, while maximum and minimum te
tures for the greatest depth were –1.0°C and –
respectively.
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mal regime at 5 cm depth differed significantly b
the two periods (Table 1). In 2011–12, the thawing
started on 9 October 2011 and terminated on 27
2012, lasting for 170 days. In 2012–13, the thawing
both started and ended later (13 December 2012
April 2013, respectively) and its duration was consi
shorter (128 days). The mean ground temperature
depth was lower during the longer thawing sea
2011–2012 (2.3°C) than during the shorter thawing
of 2012–13 (4.3°C). TDDg calculated for the thaw
son, however, was much higher in 2011–12 (496.1
than in 2012–13 (358.3°Cday). The active layer
slowly in 2011–12, reaching its maximum on 26
2012 (58 cm). In contrast, active-layer thaw was mo
in 2012–13, reaching its maximum on 13 Februar
(52 cm).

The freezing season at 5 cm depth lasted for 203
2011 and 259days in 2012. The mean ground temp
at 5 cm varied from –13.4°C in the freezing se
2011 to –10.6°C in that of 2012. Despite the lowe
temperature recorded in 2011, a small difference
FDDg was observed between the two freezing sea
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–2735.5°Cday in 2011 and –2748.5°Cday in 2012. Al-
though positive air temperatures were recorded on several
days during both the freezing seasons (Table 1), there were
no signs of ground thaw at 5 cm depth.

The effect of snow cover on the active-layer thermal
regime was also indicated by a reduction in the daily ampli-
tude of ground temperature. Although the influence of snow

f 20 cm,
rded at
erature
seasons
he max-

Table 1 Quantitative characteristics of freezing and thawing seasons at Mendel Station during the period 2011–13.

Freezing season Thawing season

2011 2012 2011–12 2012–13

Period 19/3/2011 28/3/2012 9/10/2011 13/12/2012
8/10/2011 12/12/2012 27/3/2012 20/4/2013

Duration (days) 203 259 170 128
Mean air temperature (°C) �13.7 �11.0 �1.0 �0.5
Mean GT5 cm (°C) �13.4 �10.6 2.3 4.3
Min air temperature (°C) �34.1 �30.7 �17.2 �14.6
Max air temperature (°C) 5.7 7.1 9.9 11.6
Min GT5 cm (°C) �26.0 �23.5 �12.3 �11.4
Max GT5 cm (°C) �0.4 �0.3 15.3 16.0
Min GT75 cm (°C) �14.4 �12.0 �9.0 �3.3
Max GT75 cm (°C) �1.2 �1.0 �1.0 �1.1
FDDa (°C day) �2814.1 �2878.9 �330.4 �195.8
FDDg (°C day) �2735.5 �2748.5 �100.6 �77.6
n-factor 0.97 0.95 3.03 2.27
TDDa (°C day) 22.0 28.9 163.8 157.7
TDDg (°C day) 0.0 0.0 496.1 358.3

GT5 cm=Ground temperature at 5 cm depth. See text for other abbreviations.
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JRI varied significantly over the study period (Fig
In 2011–12, snow covered the study site for 1
with the period of continuous snow cover lastin
22 March to 20 September (67 days). The period o
mum snow depth (21 to 34 cm) persisted from 29
23 July. In 2012–13, continuous snow cover o
between 8 May and 12 December. The maximum
depth of 15 cm was observed on 8 May, with re
thick snow cover (up to 10 cm) lasting until at least
The continuous period of fresh snow cover was re
between 21 June and 10 December, based
albedo> 0.80 (Warner, 2004).
Figure 4 shows the relationship between air tem

and ground temperature at 5 cm depth for a
(Figure 4A, D), snow-free days (Figure 4B, E) an
cover days (Figure 4C, F) during 2011–12 (Figure
and 2012–13 (Figure 4D–F). The correlation pattern
a significant relationship between the air and ground
atures (coefficient of determination R2= 0.80) in 20
Moreover, a closer correlation between these temp
was found for snow-free days (R2=0.82) than fo
cover days (R2= 0.53). In contrast, a less significa
tionship (R2=0.67) between air and ground temp
at 5 cm depth, as well as a very small difference b
snow-free days (R2= 0.56) and snow cove
(R2= 0.52), was observed in 2012–13.

Copyright © 2015 John Wiley & Sons, Ltd.
on
3).
ys,
om
xi-
to
red
ow
ely
ne.
red
an

ure
ays
ow
C)
eal
er-
12.
res
ow
la-
res
een
ays

cover on amplitude values was detected to a depth o
the most significant temperature changes were reco
5 cm depth (Figure 5). Mean daily ground temp
amplitudes during snow-free days in thawing
ranged between 5.8°C at 5 cm and 1.5°C at 20 cm. T
imum daily ground temperature amplitude was r
between 6 and 9 March 2012, when values range
15°C at 5 cm to 5°C at 20 cm. The effects of snow
on daily ground temperature amplitudes were more
cant during freezing seasons, with the longer dura
snow cover in 2012 resulting in lower amplitude
(1.9°C at 5 cm and 0.9°C at 20 cm) than those reco
2011 (3.7°C and 1.2°C). Diurnal amplitudes of grou
perature rarely decreased to 0.1°C during freezing s
The longest period of very low diurnal amplitudes a
from 5 to 20 cm (0.1 to 0.4°C) was observed betwee
11 November 2012.

The overall influence of snow on the ground
regime at 5 cm depth during the freezing seasons
seen in the obtained values of the freezing n-factors (
Figure 6). Total freezing n-factors varied betwee
(2011) and 0.95 (2012), with values ranging from
0.95 on snow cover days. Differences in freezing
development were observed between the respective f
seasons of 2011 and 2012. The slower increase in th
tor during the period from the end of March 2011 to
of May 2011 indicates a more significant effect o
cover during this early winter than in 2012. The o
freezing n-factor regime indicates periods with thick
cover, which caused a slight decrease from values>
approx. 0.90 in both study years.
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DISCUSSION
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Although winters are generally much colder on JRI than
in the northern AP, we detected that subsurface conditions
can potentially be warmer during thawing seasons on JRI
than on South Shetland or South Orkney. TDD values cal-

day in
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d Signy
0°Cday
n even
rded at
014).
able on
mbotto,
Islands

Figure 3 (A) Daily mean air temperature, (B) albedo and snow depth, (C) ground temperature (GT) at 5, 10, 20, 30, 50 and 75 cm depths and (D) GT isopleths
at the study site for the period between 1 March 2011 and 30 April 2013. This figure is available in colour online at wileyonlinelibrary.com/journal/ppp

Active Layer Monitoring on James Ross Island

., (2015)
The annual variability of air and ground temperatures
del Station, compared to similar data from the South S
Islands and South Orkney Islands, suggests that cons
colder climatic conditions occur on JRI (see Table
is also indicated by the significantly lower FDDg

(-2735.5 to –2748.5°C day) calculated for Mendel
compared to those of –500 and –900 to –1200°C
ported from the South Shetland Islands and South
Islands, respectively (Michel et al., 2012; Gug
et al., 2012; Almeida et al., 2014; De Pablo et al.,
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culated for JRI (496.1°Cday in 2011–12 and 358.3°C
2012–13) are significantly higher than those for Liv
Island (98 to 257°Cday; De Pablo et al., 2014) an
Island (2 cm TDDg ranged between 260.5 and 378.
for the period 2006–09; Guglielmin et al., 2012). A
higher TDDg value of 618°Cday has been reco
Rothera Point, Adelaide Island (Guglielmin et al., 2

The active layer is generally thinner and less vari
JRI (22 to 150 cm according to Borzotta and Tro
2004; Engel et al., 2010) than on the South Orkney
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Figure 4 Relationship between air and ground temperatures at 5 cm depth for the periods (A–C) 2011–12 and (D–F) 2012–13 for (A, D) all days, (B, E) under
snow-free conditions and (C, F) under snow cover. Coefficients of determination R2 for a simple linear regression model are given in the plots.

Figure 5 Variation in ground temperature (GT) daily amplitude, snow depth and albedo for the period from 1 March 2011 to 30 April 2013.

Figure 6 Cumulative sums of n-factors and freezing-degree days for air temperature (FDDa) and ground temperature at 5 cm depth (FDDg) during the freezing
seasons of (A) 2011 and (B) 2012.

F. Hrbáček et al.
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(80 to 220 cm according to Guglielmin et al., 2008, 2012;
Bockheim et al., 2013) and South Shetland Islands (30
to> 500 cm; Vieira et al., 2010; Michel et al., 2012;
Bockheim et al., 2013; De Pablo et al., 2014; Almeida
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between air and ground temperatures was reported from
King George Island and Signy Island (Cannone et al.,
2006) in areas covered by different types of vegetation, a
stronger relationship (r>0.90) was described in areas of
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ground
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Table 2 Climatic conditions and active-layer depths at reported sites in the northern Antarctic Peninsula.

Region Study area Elevation
(m asl)

Period MAAT
(°C)

MAGT
(°C)

Ground
temperature

measurement depth
(cm)

ALT
(cm)

Reference

South Orkney Islands Signy
Island

80 1/06–12/09 �3.7 �2.4 2 112–158 Guglielmin
et al. (2012)�2.0a 2 101

South Shetland Islands King
George
Island

65–70 2/08–1/09 NA �0.8 8.5 89–92 Michel
et al. (2012)

86 4/09–1/11 �3.0 �1.4 10 120–147 Almeida
et al. (2014)

Livingston
Island

105 2/09–2/13 �2.5 �0.8 2.5 99–105 De Pablo
et al. (2014)

Deception
Island

130 1/10–12/10 �2.3 �1.5 2 46–67 Goyanes
et al. (2014)

Trinity Peninsula James
Ross
Island

10 3/11–2/13 �8.0 �6.6 5 52–58 This study

aData for site covered by vegetation. NA=Data not available. See text for other abbreviations.

Active Layer Monitoring on James Ross Island

., (2015)
et al., 2014; Goyanes et al., 2014). The ALT o
58 cm recorded at Mendel Station during the period
13 is significantly lower than that observed in oth
elevation parts of JRI and the AP region over the last
(Borzotta and Trombotto, 2004; Engel et al.,
Bockheim et al., 2013).

Effects of Air Temperature and Snow Cover on
Ground Thermal Regime

The data obtained in northern JRI between March 20
April 2013 reveal the impacts of air temperature an
cover on the ground thermal regime. The cor
between air and ground temperatures indicates a clo
tionship between these two variables during snow-fr
with diurnal ground temperature changes on the
directly reflecting air temperature variation (Figure
Such changes in air temperature also control the d
of the freezing and thawing seasons, as indicated by
sonal differences observed between 2011–12 and 20
Mean monthly air temperatures from October to De
2011 (–5.3 to 2.0°C) were significantly higher tha
in 2012 (–8.8 to –2.7°C), resulting in an extended t
period in 2011–12. The colder climatic condition
end of the 2012 freezing season also prolonged the p
of snow cover (see below), which in turn preven
ground from thawing on days with high solar radiat
A number of studies have suggested that the effe

temperature on ground temperature is highly variabl
AP region (Cannone et al., 2006; Guglielmin et al.
Whereas a relatively weak correlation (r = 0.58 t
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bare ground at Rothera Point (Guglielmin et al., 201
difference in effect may be attributed to the variable
surface conditions at the various study sites. The
surface at the site on JRI investigated in the presen
is free of vegetation, which is, by contrast, well de
on Signy Island, where a significant influence of ve
cover on ground temperatures was found (Cannone
2006). We also observed greater variability in grou
perature at 5 cm depth during winters with thinne
cover, in contrast to the South Shetland Islands w
snow depth greater than 40cm had a significant e
the active-layer thermal regime (De Pablo et al.,
The minor effect of a thin snow cover on the grou
mal regime during the freezing season at the study
also indicated by the high freezing n-factor value
to 0.97). Lower n-factor values (0.2 to 0.7) hav
reported from Maritime Antarctica (De Pablo et al
Almeida et al., 2014), reflecting the deeper winte
cover at sites on Livingston Island (De Pablo et al
and King George Island (Almeida et al., 2014).

Our conclusions regarding the effect of snow c
active-layer conditions, however, should be treated w
tion, as snow cover depth and distribution are highly
and our field data cover only a brief time period. The
lar pattern of snow cover results from a combination
climatic conditions, wind structure and orographic ef
precipitation (e.g. Turner et al., 2002). Moreover, Van
et al. (2004) confirmed an orographic effect of the AP
spatial distribution and irregular accumulation of sno
the AP coast. On the Ulu Peninsula, the relationship b
snow drift and prevailing wind direction was repo
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Zvěřina et al. (2014), suggesting a redistribution of snow
deposits in areas of low elevation in the Abernethy Flats
(6km south of Mendel Station). Clearly, more work is needed
regarding the snow cover distribution across JRI, using both

3. The effect of snow cover depth on the ground thermal
regime is indicated not only by the reduction in the daily
ground temperature amplitude, but also by the total
freezing n-factor values that were higher than 0.9. The

erature
e high
irregu-

F. Hrbáček et al.
ground-based and remote sensing observations.

CONCLUSIONS
Based on 2 years of meteorological observations and acti
layer ground temperature monitoring at Mendel Station
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tion for their hospitality and logistical support. We are also
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N. 2012.
ound sur-
ickness at
JRI, we draw the following conclusions:

1. ALTs were observed between the end of January
middle of February. Thicknesses of 58 and 52 c
sured in 2012 and 2013, respectively, are signi
lower than the ALT reported from low-elevati
on the South Shetland Islands and South Orkney

2. Correlation analysis indicates a significant effec
temperature on the ground thermal regime. This
especially apparent under snow-free conditions a
ing the advection of relatively warm air masses th
large day-to-day changes in air temperature during
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Czech Republic
2Institute of Botany, Academy of Sciences of the Czech Republic, Dukelská 135, 37982 Třeboň, Czech Republic
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Abstract. The floors of two shallow endorheic lakes, lo-

cated on volcanic surfaces on James Ross Island, are cov-

ered with calcareous organosedimentary structures. Their bi-

ological and chemical composition, lake water characteris-

tics, and seasonal variability of the thermal regime are in-

troduced. The lakes are frozen down to the bottom for 8–

9 months a year and their water chemistry is characterised

by low conductivity and neutral to slightly alkaline pH.

The photosynthetic microbial mat is composed of filamen-

tous cyanobacteria and microalgae that are considered to be

Antarctic endemic species. The mucilaginous black biofilm

is covered by green spots formed by a green microalga and

the macroscopic structures are packed together with fine ma-

terial. Thin sections consist of rock substrate, soft biofilm,

calcite spicules and mineral grains originating from differ-

ent sources. The morphology of the spicules is typical of

calcium carbonate monocrystals having a layered structure

and specific surface texture, which reflect growth and degra-

dation processes. The spicules’ chemical composition and

structure correspond to pure calcite. The lakes’ age, alti-

tude, morphometry, geomorphological and hydrological sta-

bility, including low sedimentation rates, together with ther-

mal regime predispose the existence of this community. We

hypothesise that the precipitation of calcite is connected with

the photosynthetic activity of the green microalgae that were

not recorded in any other lake in the region. This study has

shown that the unique community producing biogenic calcite

spicules is quite different to any yet described.

1 Introduction

The floors of most Antarctic lakes are covered with pho-

tosynthetic microbial mats (Vincent and Laybourn-Parry,

2008). However, the degree of disturbance plays a key role

in the development of microbial mats. When growing in

low-disturbance habitats, interactions between benthic mi-

crobial communities and their environments can produce

complex emergent structures. Such structures are best de-

veloped in extreme environments, including benthic com-

munities of deep, perennially ice-covered Antarctic lakes,

where physical and chemical conditions and/or geographi-

cal isolation preclude the development of larger organisms

that could otherwise disrupt organised microbial structures

(Wharton, 1994; Andersen et al., 2011). Many organosedi-

mentary structures that emerge in these conditions are lami-

nated and accrete through episodic trapping of sediments or

grains and precipitation of minerals within a growing bio-

genic matrix (e.g. Arp et al., 2001; Reid et al., 2003). In

perennially ice-covered lakes, the seasonality of growth im-

posed by the summer–winter light–dark conditions can in-

duce annual growth laminations (Hawes et al., 2001), rein-

forced by calcite precipitation during growth and sediment

diagenesis (Wharton et al., 1982; Wharton, 1994; Suther-

land and Hawes, 2009). Calcite precipitation is not, however,

a prerequisite for laminated, stromatolite-like communities

(Walter, 1976; Schieber, 1999; Yamamoto et al., 2009). A di-

versity of micro- to nanostructured CaCO3 associated with

extracellular polymeric substances and prokaryotes was de-

Published by Copernicus Publications on behalf of the European Geosciences Union.
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scribed from the sediments of an East Antarctic lake (Lepot

et al, 2014). There is also a growing experimental evidence

that some carbonate precipitates are only produced in the

presence of organic matter (Cölfen and Antonietti, 1998;

Pedley et al., 2009).

The precipitation of calcite by expulsion (segregation) is

also a common process in nature related to the freezing of

common low ionic strength Ca2+-HCO−3 waters. Calcite pre-

cipitation related to water freezing was observed and de-

scribed also from various polar-alpine settings, e.g. from lake

bottoms of Dry Valleys in Antarctica (Nakai et al., 1975)

or as a result of aufeis (icing, naled) formation in northern

Canada (Clark and Lauriol, 1997). Crystalline precipitates

that form subglacially on bedrock were reported from nu-

merous locations (Ng and Hallet, 2002), for example fine-

grained calcite powders were observed in subglacial deposits

and in aufeis formations, Svalbard (Wadham et al., 2000)

or in basal ice and subglacial clastic deposits of continen-

tal glaciers of Switzerland (Fairchild et al., 1993). Calcite

pendants occurred beneath coarse clasts in well-drained sed-

iments on Svalbard (Courty et al., 1994) and calcite coatings

were found in cavities in cold-climate Pleistocene deposits

of Western Transbaikalia, Russia, and in modern surface de-

posits at Seymour Island, Antarctica (Vogt and Corte, 1996).

James Ross Island belongs to a transitory zone between

the maritime and continental Antarctic regions (Øvstedal and

Lewis Smith, 2001). Air temperature records indicate pro-

gressive warming trends from 1.5 to 3.0 ◦C over the Antarctic

Peninsula during the past 50 years (Turner et al., 2014). More

than 80 % of the island surface is covered with ice (Rabassa

et al., 1982). Only the northernmost part of the island, the Ulu

Peninsula, is significantly deglaciated and represents one of

the largest ice-free areas in the northern part of the Antarctic

Peninsula. The origin of the lakes on James Ross Island is

related to the last glaciations of the Antarctic Peninsula ice

sheet and retreat of the James Ross Island ice cap during the

late Pleistocene and Holocene (Nývlt et al., 2011; Nedbalová

et al., 2013). Interactions between volcanic landforms and

glacial geomorphology during previous glacial–interglacial

cycles, the Holocene paraglacial and periglacial processes

and relative sea level change have resulted in the complex

present-day landscape of James Ross Island (Davies et al.,

2013). All of these processes have influenced the develop-

ment of the lakes which are found on the Ulu Peninsula at

altitudes from < 20 m above sea level (a.s.l.) near the coast to

400 m a.s.l. in the mountain areas (Nedbalová et al., 2013).

During two Czech research expeditions (2008 and 2009)

to James Ross Island, lake ecosystems of the Ulu Penin-

sula were studied in respect to their origin, morphometry,

physical, chemical and biological characteristics (Nedbalová

et al., 2013), together with detailed cyanobacterial and mi-

croalgal diversity descriptions (Komárek and Elster, 2008;

Komárek et al., 2012, 2015; Kopalová et al., 2013; Škaloud

et al., 2013). As part of this study, we encountered 1–5 mm-

scale calcareous organosedimentary structures on the floor
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Figure 1. Location of lakes 1 and 2 and air temperature measure-

ments (AWS) in the Solorina Valley. The upper inset map shows the

position of the study site and James Ross Island in the northeastern

part of Antarctic Peninsula.

of two endorheic lakes, 1 and 2, which are quite different

to any microbially mediated structures yet described from

modern environments. These shallow lakes on higher-lying

levelled surfaces originated after the deglaciation of volcanic

mesas which became ice-free some 6.5–8 ka ago (Johnson et

al., 2011) and are considered among the oldest in the region.

However, a later appearance of these lakes is also possible,

as we have no exact dates from their sediments (Nedbalová

et al., 2013).

The aim of this paper is to describe in detail the chemical

and biological composition of the organosedimentary struc-

tures together with the limnological characteristics of the

two lakes. A hypothesis concerning the formation of calcite

spicules is also presented. The results of this study can serve

as a baseline for understanding the microbial behaviours in

forming these organosedimentary structures, which will pro-
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Figure 2. Bathymetric parameters of lakes 1 (a) and 2 (b) together with marked lines of water level and maximum extent of the photosynthetic

microbial mat littoral belt in lake 1.

vide insight into the interpretation of fossil forms from early

Earth.

2 Materials and methods

2.1 Study site

Endorheic lake 1 (63◦54′11.7′′ S, 57◦46′49.9′′W, alti-

tude 65 m a.s.l.) and endorheic lake 2 (63◦53′54.6′′ S,

57◦46′33.8′′W, altitude 40 m a.s.l.) are shallow lakes located

near Andreassen Point on the east coast of the deglaciated

Ulu Peninsula, in the northern part of James Ross Island,

NE Antarctic Peninsula (Fig. 1). They are shallow with max-

imum depth of 1.1 and 0.9 m, and mean depth of 0.5 and

0.3 m. Their catchment areas are 0.340 and 0.369 km2, lake

area 4220 and 2970 m2 and water volume 2183 and 1037 m3,

respectively (Nedbalová et al., 2013). Melt waters from the

surrounding snowfields feed the lakes for a few weeks during

the austral summer. The water level in both lakes fluctuated

dramatically. Water is mainly lost through evaporation from

the ice-free water surface. During this period, intense evap-

oration in both lakes is coupled with macroscopic changes

in the littoral belt. The extent of water level fluctuation was

documented for lake 1 (Fig. 2).

Climate conditions of the Ulu Peninsula are characterised

by mean annual air temperatures around −7 ◦C and mean

summer temperatures above 0 ◦C for up to 4 months (Láska

et al., 2011a). The mean global solar radiation is around

250 W m−2 in summer (December–February), with large

day-to-day variation affected by extended cyclonic activity

in the circumpolar trough and orographic effects over the

Antarctic Peninsula (Láska et al., 2011b). The bedrock is

composed of two main geological units, namely Cretaceous

back-arc basin sediments and mostly subglacial Neogene to

Quaternary volcanic rocks (Olivero et al., 1986). The terres-

trial vegetation is limited to non-vascular plants and com-

posed predominantly of lichen and bryophyte tundra. A large

number of lakes can be found in this area, formed by glacial

www.biogeosciences.net/13/535/2016/ Biogeosciences, 13, 535–549, 2016
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�

(a)

(b)

(c)

Figure 3. (a) Annual variation of daily mean water temperature in lake 1 (L1 water) and annual variation of daily mean air temperature in

the Solorina Valley (SV air), (b) diurnal temperature amplitudes in lake 1 (L1 water) and diurnal air temperature amplitudes in the Solorina

Valley (SV air), respectively. (c) Daily mean global radiation at Mendel Station. All parameters were measured from February 2009 to

November 2010.

erosion and deposition, followed by glacier retreat during the

Holocene (Nedbalová et al., 2013).

2.2 Sampling procedures

Lake 1 was sampled on 22 February 2008. In 2009, lake 1

was sampled on 5 January, lake 2 on 12 January. Air temper-

ature at 2 m above ground was measured by an automatic

weather station (AWS) located nearby (Fig. 1). Incident

global solar radiation was monitored with a LI-200 pyra-

nometer (LI-COR, USA) at Mendel Station, located 11 km

northwest of the study site (Fig. 1). The LI-200 spectral re-

sponse curve covers wavelengths from 400 to 1100 nm with

absolute error typically of ±3 % under natural daylight con-

ditions. Global radiation was measured at a 10 s time inter-

val and stored as 30 min average values, while air temper-

ature was recorded at 1 h intervals from 1 February 2009

to 30 November 2010. In lake 1, water temperature was

monitored from 10 February 2009 to 30 November 2010 at

1 h intervals using a platinum resistance thermometer with

Minikin T data logger (EMS Brno, Czech Republic) installed

on the lake bottom.

Conductivity, pH, temperature and dissolved oxygen were

measured in situ with a portable meter (YSI 600) at the

time the lakes were ice free. Water samples were collected

from the surface layer, immediately filtered through a 200 µm

polyamide sieve to remove zooplankton and coarse particles.

Chlorophyll a was extracted from particles retained on What-

man GF/F glass microfibre filters according to Pechar (1987).

After centrifugation, chlorophyll a was measured by a Turner

TD-700 fluorometer equipped with a non-acidification opti-

cal kit. The remaining water was kept frozen until analysed at

the Institute of Hydrobiology (Czech Republic). The chemi-

cal analytical methods are given in Nedbalová et al. (2013).

The stones covered by photoautotrophic mats–biofilm col-

lected in the field were transported to the Czech Republic in

a frozen and/or dry state, documented with stereomicroscope

(Bresser, HG 424018) and imaging fluorometer (FluorCam,

PSI) and used for (a) phytobenthos community description

and isolation of dominant species, (b) fix for thin section

Biogeosciences, 13, 535–549, 2016 www.biogeosciences.net/13/535/2016/
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Figure 4. Dominant species in the photoautotrophic mats. (a) Calothrix elsteri, (b) Hazenia broadyi.

analyses, (c) scanning electron and optical microscopy and

(d) determination of the structure and chemical composition

of calcium carbonate spicules.

2.3 Thin-section analyses

Thin-section analyses were made to observe both rock sub-

strate and inorganic particles within biofilms. Dry micro-

bial mat were saturated with epoxy resins in vacuum, subse-

quently cut perpendicularly and saturated again with epoxy

resin. The sample was cemented to a glass slide after grind-

ing and polishing, and a thin section was prepared by final

sectioning, grinding and polishing to a desired thickness of

50–55 µm. Thin sections of rocks were studied in transmit-

ted (PPL) and polarised (XPL) light (Olympus BX-51M) and

documented in transmitted light of a Nikon SMZ-645 optical

microscope using NIS-Elements software.

2.4 Biofilm scanning electron and optical microscopy

The morphology of photoautotrophic mats and calcareous

spicules was studied using standard methods of scanning

electron microscopy (SEM) using back-scattered electrons

(BSE) (Jeol JSM-6380, Faculty of Science, Charles Univer-

sity) and optical microscopy (Nikon SMZ-645 using NIS-

Elements software). Calcareous spicules were collected di-

rectly from the surface of biofilms. Samples studied in SEM

were completely dried for 5 months at room temperature,

then mounted on stubs with carbon paste and coated with

gold prior to photomicrographing.

2.5 Structure and chemical composition of calcium

carbonate spicules – EDS and EBSD analyses

The chemical composition of the analysed spicules was mea-

sured by using the Link ISIS 300 system with 10 mm2 Si–

Li EDS detector on a CamScan 3200 scanning electron mi-

croscope (Czech Geological Survey, Prague). Analyses were

performed using an accelerating voltage of 15 kV, 2 nA beam

current, 1 µm beam size and ZAF correction procedures. Nat-

ural carbonate standards (calcite, magnesite, rhodochrosite,

siderite and smithsonite) were used for standardisation. Sub-

sequent structural identification was confirmed by electron

backscattered diffraction (EBSD). Identification data and

crystallographic orientation measurements were performed

on the same scanning electron microscope using an Oxford

Instruments Nordlys S EBSD detector. The thick sections

used for EBSD applications were prepared by the process

of chemo-mechanical polishing using colloidal silica sus-

pension. The acquired EBSD patterns were indexed within

Channel 5 EBSD software (Schmidt and Olensen, 1989) ap-

plying calcite and aragonite crystallographic models (Effen-

berger et al., 1981; Caspi et al., 2005). Orientation contrast

images were collected from a four-diode forescatter electron

detector (FSD) integrated into the Nordlys S camera. EBSD

pattern acquisition was carried out at 20 kV acceleration volt-

age, 3 nA beam current, 33 mm working distance and 70◦

sample tilt.

3 Results

3.1 General description of the lakes and water

chemistry

Pictures and detailed bathymetric parameters of both lakes

together with marked lines of water level and the maximum

extent of the photosynthetic microbial mat littoral belt in lake

1 are presented in Fig. 2.

The physico-chemical characteristics of the lake water for

both lakes are given in Table 1. The sampling of lake 1

(pH 7.4–7.9, saturation of oxygen 98.9 %) was performed

during cloudy days. Oxygen supersaturation (128 %) to-

gether with a relatively high pH (8.6) was observed in lake 2

during a sunny day. Conductivity was below 100 µS cm−1 in

www.biogeosciences.net/13/535/2016/ Biogeosciences, 13, 535–549, 2016
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(a) (b)

(c) (d)

(e) (f)

(g) (h)

Figure 5. Photoautotrophic mats in lakes 1 and 2. (a, b) Rapid development of the mat in January 2009 (lake 1). The two photos show the

mat at a 1-week interval; note the growth of gelatinous clusters of densely agglomerated filaments of the green alga Hazenia broadyi. (c,

d) Fully developed mats with mosaic-like structures on the surfaces of stones in the littoral zone of lake 2; (e, f) detail; (g) drying of the mat

in the littoral zone leaves a characteristic structure on the surface of stones; (h) calcium carbonate spicule in situ (arrowed).
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Table 1. Physico-chemical characteristics and chlorophyll a con-

centrations in lake water. Samples were collected from surface of

lakes. ND – not determined, ANC – acid neutralisation capacity,

PN – particulate nitrogen, DP – dissolved phosphorus, PP – par-

ticulate phosphorus, SRP – dissolved reactive phosphorus, DOC –

dissolved organic carbon, PC – particulate carbon, ∗ – laboratory

values.

Parameter Lake 1 Lake 2

Date 22/2/2008 5/1/2009 12/1/2009

Temperature ◦C 3.5 ND 12.3

O2 mg L−1 13.1 ND 13.7

O2 saturation % 98.7 ND 128.0

pH 7.9 7.4∗ 8.6

Conductivity µS cm−1 54 48∗ 97

(25 ◦C)

ANC mmol L−1 236 246 455

Na+ mg L−1 4.7 5.9 12.5

K+ mg L−1 0.24 0.29 0.60

Ca2+ mg L−1 2.12 1.26 2.32

Mg2+ mg L−1 1.24 0.77 1.65

SO2−
4

mg L−1 1.74 1.33 2.60

Cl− mg L−1 5.3 5.1 10.6

NO3-N µg L−1 < 5 11 < 5

NO2-N µg L−1 0.6 0.2 0.1

NH4-N µg L−1 6 < 5 < 5

PN µg L−1 20 50 73

DP µg L−1 7.8 20.2 30.4

PP µg L−1 4.6 5.9 11.7

SRP µg L−1 4.0 11.6 19.3

DOC mg L−1 1.25 1.13 2.17

PC mg L−1 0.13 0.41 1.33

Si mg L−1 1.45 0.87 2.85

chl a µg L−1 0.9 ND 6.0

both lakes. The concentrations of dissolved inorganic nitro-

gen forms were low, whereas the concentration of dissolved

reactive phosphorus (SRP) was 19.3 µg L−1 in lake 2. Rela-

tively high concentrations of dissolved organic carbon, par-

ticulate nutrients and chlorophyll a were also characteristic

for lake 2 (Table 1). Low autotrophic biomass in open water

was mostly formed by detached benthic species; no substan-

tial phytoplankton or floating mats occurred in the lakes. The

comparison of the two sampling dates available for lake 1

suggested high fluctuations of dissolved nutrient concentra-

tions.

3.2 Thermal regime

Figure 3a shows the annual variation of daily mean water

temperature in lake 1 and of daily mean air temperature in the

Solorina Valley (locations of temperature sensors are marked

in Figs. 1 and 2). Lake 1 was frozen to the bottom from the

end of March to the end of October or beginning of Novem-

ber. Air temperatures were frequently lower than water tem-

peratures. Minimum daily mean temperatures on the bottom

of the lake were about −12 and −10 ◦C for 2009 and 2010,

respectively. Minimum daily mean air temperatures in the

same period were between −32 and −25 ◦C. Mean monthly

water temperatures in the lake ranged from −10.4 ◦C (Au-

gust 2009) to 5.8 ◦C (February 2010), while monthly mean

air temperatures were between −18.7 and 0.7 ◦C. The dif-

ferences were greater at the beginning of the winter season

(June–July), due to a rapid drop of air temperature.

The highest night–day air temperature fluctuations (up to

28 ◦C) were recorded during the winter months, while the

lowest occurred in summer. In contrast, the highest night–day

amplitudes of lake water temperature were recorded from

November to February, with typical values between 2 and

4 ◦C (Fig. 3b).

The course of global solar radiation (Fig. 3c) was smooth,

with the maximum daily mean of 385 W m−2 during clear-

sky conditions around the summer solstice. Global radiation

reached the bottom of both lakes during the ice-free period.

The relative frequency of hourly values of lake 1 water and

air temperature is shown in Fig. S1 in the Supplement. Wa-

ter temperature fluctuation was narrow, ranging from −16 to

8 ◦C. The bottom of the lake was frozen for most of the year,

and the growing season, with water at temperatures from 2

to 8 ◦C, covered only 2–3 months (Fig. S1a). In contrast to

lake water thermal regime, air temperature fluctuations were

much wider (from −38 to 8 ◦C) (Fig. S1b).

The temperature at the lake bottom was permanently be-

low −4 ◦C only during the coldest 2–3 months per year

(Fig. S2). The water temperature above 0 ◦C (liquid phase)

was recorded from November to April (139 days in aver-

age). The number of days with temperature between 0 and

−4 ◦C remains the same as for liquid water occurrence with

small changes in the start and end dates towards to the tran-

sition period (February–June and September–November, re-

spectively). In such thermal conditions, the benthic littoral

community can be metabolically active.

3.3 Littoral phytobenthos – biofilm community

description

The littoral benthic community in lakes 1 and 2 are domi-

nated by the heterocytous cyanobacterium Calothrix elsteri

(Komárek et al., 2012) (Fig. 4a), which forms a flat black

biofilm on the upper surface of bottom stones (Fig. 5), fol-

lowed by Hassallia andreassenni and Hassallia antarctica

(Komárek et al., 2012). Hassallia andreassenni is associ-

ated with calcium precipitation, as described later. Hassallia

antarctica was found in stone crevices, being only loosely

attached to the substrate. Littoral benthic mats–biofilms on

stones (Fig. 6) are co-dominated on the surface of the black-

ish cyanobacterial biofilm by the green filamentous and

richly branched alga Hazenia broadyi (Škaloud et al., 2013)

(Ulotrichales, Chlorophyceae) (Fig. 4b). Hazenia broadyi

grew in macroscopic colonies producing green spots (Fig. 5b,

d). Later in the summer season, the green spots connected mi-
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1 cm 

(a)

(b)

Figure 6. Photoautotrophic mat covering a stone visualised using

imaging fluorometry. (a) Upper view, (b) lateral view.

cro fortified mucilaginous lines (Fig. 5c, d). Figure 5a shows

the community in early spring whereas Fig. 5b, d originated

from later summer when the littoral benthic community was

already well developed with a dense coverage of Hazenia

broadyi green spots. More detailed pictures (Fig. 5e, f) doc-

ument the structure of the black leather-like biofilm with

mucilaginous marble on its surface covered by green spots.

When the biofilm gets dry, the net of precipitated micro for-

tified mucilage mixed with organic matter, mineral clasts and

crystals of calcium carbonate is visible (Fig. 5g, h).

Scanning electron micrographs document the structure of

the biofilm (Fig. 7). Figure 7a shows a lateral view (cross sec-

tion) of a biofilm with cyanobacterial filaments (Calothrix

elsteri and Hassallia andreassenni). A biofilm upper view

(Fig. 7b, d) shows the structure of the cyanobacterial-

microalgae community producing the mucilaginous micro

fortified net of filaments with spots on its surface.

3.4 Inorganic compounds of biofilms

Thin sections, showing both dry biofilms and rock substrate

(Fig. 8), provided information on various inorganic com-

pounds associated with the soft tissue of the cyanobacterial–

microalgal community. These inorganic compounds are rep-

resented by (1) allochthonous mineral grains that are over-

grown and incorporated by biofilms and (2) calcareous

spicules of different sizes ranging from 0.5 mm to 1 cm that

are precipitated within the cyanobacterial-microalgal com-

munity.

The rock substrate of biofilms is formed by subangular

to subrounded pebbles to boulders of basaltic rock, which

is dark grey in colour, compact and usually with a micro-

crystalline porhyric texture. The rock is not homogeneous,

but contains numerous ball-like empty voids, which are often

partly filled with feldspathoids (Fig. 8a). Crystals of plagio-

clase (feldspar group) and augite (pyroxene group) are easily

recognisable in thin sections (Fig. 8a–c).

Biofilms are often partly covered with various mineral

grains and rock fragments, but all specimens studied also

contain these particles incorporated directly within soft

cyanobacterial–microalgal biofilm (Fig. 8a–c).

Mineral grains embedded within biofilms close to the

basaltic rock surface are mainly angular to subangular crys-

tal fragments of plagioclase and augite (Fig. 8b, c), i.e. the

main mineral components of the basaltic rock substrate de-

scribed above. In the upper part of biofilms, however, partly

or fully incorporated grains of quartz occur, being typically

rounded or partly rounded (Fig. 8a, b). One of the thin sec-

tions shows a calcareous spicule in situ and mineral grains

within the biofilm (Fig. 8c, d).

The structure and morphology of calcareous spicules was

studied on SEM (Fig. 9). Crystal facets on the surface and

cleavage (crystallographic structural planes) in the interior of

the spicules (Fig. 9a, b) are typical characteristics of calcium

carbonate monocrystals.

The superficial layer of microcrystalline calcite (e.g.

Fig. 9b) shows the structure of parallel needle-like calcite mi-

crocrystals (Fig. 9d–f). Partial dissolution of spicules show

distinct layering of these needle-like microcrystals (Fig. 9d).

The layered structure of the spicules is confirmed in the ring-

like structures with a possible cyanobacterial filament in the

centre (Fig. 10).

The chemical composition of the studied calcareous

spicules determined by FSD corresponds to pure CaCO3.

Following chemical composition, calcite and aragonite struc-

tural models were applied for the EBSD study focused on

structural identification of the crystals forming the spicule.

Structural identification of the studied specimen especially

prepared for the EBSD study confirmed the absolute agree-

ment between the recorded EBSD patterns and modelled pat-

terns for calcite. The presence of aragonite was not con-

firmed. FSD images acquired for chemical and orientation

contrasts (Fig. 10) show a layered structure especially visible

in orientation contrast. This feature reflects continual grow-

ing processes on layers with very similar crystallographic

orientation. Absolute angular differences between individual

layers are below 0.8◦.
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Figure 7. SEM macrographs showing the structure of the dried mat in the lakes: (a) transversal section of the mat with visible cyanobacterial

filaments; (b) surface structure of the mat, the position of cyanobacterial filaments incorporated within mucilaginous matrix is indicated by

arrows; (c) general view of the surface structure of the mat with the net formed by mucilage (compare with Fig. 7d); (d) detail of the same

mucilaginous structure.

4 Discussion

4.1 Environmental properties

The lakes under study are characterised by a low content of

major ions due to their volcanic bedrock and lower marine in-

fluence. In comparison with other lakes of this area, the two

lakes show no specific lake water chemistry characteristics,

with moderate SRP and nitrate concentrations frequently be-

low the detection limit (Nedbalová et al., 2013). High pH to-

gether with oxygen supersaturation recorded in lake 2 could

be associated with high photosynthetic activity of the mats at

the time of sampling.

Because water in either liquid or solid form has a large heat

storage capacity, it acts as an important buffer to tempera-

ture change. Local climatic conditions of shallow freshwater

lakes is the principal external factor controlling their ecolog-

ical functionality. Lake 1 is frozen to the bottom approxi-

mately 8–9 months per year. For most of the year, however,

the temperature of the littoral and lake bottom is only from

−2 to −4 ◦C. In such conditions, a thin layer of water proba-

bly covers the surface of the littoral benthic community that

can be metabolically active (Davey et al., 1992). The grow-

ing season, with liquid water at temperatures between 2 to

4 ◦C, covers only 2–3 months.

In regards to heat balance, the studied shallow lakes are

pond (wetlands) environments which freeze solid during the

winter. This inevitability is a strong habitat-defining char-

acteristic, which places considerable stress on resident or-

ganisms (Hawes et al., 1992; Elster, 2002). In summer, they

must withstand drying in large parts of the littoral zone due

to a considerable drop in water level. In freezing and desic-

cation resistance studies of freshwater phytobenthos in shal-

low Antarctic lakes, several ecological measurements have

recorded seasonal, diurnal and year-round temperature fluc-

tuations and changes in water state transitions (e.g. Davey,

1989; Hawes et al., 1992, 1999). In localities with steady

moisture and nutrient supplies, the abundance and species

diversity of algae is relatively high. However, as the severity

and instability of living conditions increases (mainly due to

changes in mechanical disturbances, desiccation–rehydration

and subsequent changes in salinity), algal abundance and

species diversity decreases (Elster and Benson, 2004). The

speed at which the water state can change between liquid, ice

and complete dryness is one of the most important ecologi-

cal and physiological factors of these lakes. Studies based

on field or laboratory experiments have shown that some

cyanobacteria and algae are able to tolerate prolonged pe-

riods of desiccation (Pichrtová et al., 2014; Tashyreva and

Elster, 2015). It is also obvious that there are strain/species-
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(c)

(a) (b)

(d)

Figure 8. Perpendicular thin sections of rock substrate covered by dry biofilms (recorded under cross-polarised light. Note that biofilms are

partly detached from the surface of the rock due to complete drying of the sample. (a) Conspicuous U-shaped empty void (arrowed “2”)

near the surface of basaltic rock partly infilled with crystals of feldspathoids (tectosilicate minerals, arrowed “1”); empty void is bridged by

biofilm (arrowed “3”) with partly incorporated mineral clasts, represented by semi-rounded quartz grains (arrowed “4”). (b) Rather thick

biofilm with numerous incorporated mineral grains; note that close to the rock substrate the angular grains of plagioclase (feldspar group)

and augite (pyroxene group) dominate, being derived from basaltoids, whereas close to the surface rounded grains of quartz occur (arrowed).

(c) In situ calcium carbonate spicule penetrating biofilm and surrounded by incorporated grains of feldspars (two arrows on the left) and

pyroxene (arrow on the right). (d) Close-up of the same calcium carbonate spicule with a possible cyanobacterial filament in its centre.

specific differences in the overwintering strategies, and also

between strains/species inhabiting different habitats (Davey,

1989; Hawes et al., 1992; Jacob et al., 1992; Šabacká and El-

ster, 2006; Elster et al., 2008). The ice and snow which cover

the lakes for about 8–9 months per year serve as a natural in-

cubator, which moderates potential mechanical disturbances

and stabilises the thermal regimes of the lakes.

4.2 Biodiversity

Patterns of endemism and alien establishment in Antarctica

are very different across taxa and habitat types (terrestrial,

freshwater or marine) (Barnes et al., 2006). Environmental

conditions, as well as dispersal abilities, are important in

limiting alien establishment (Barnes et al., 2006). Antarc-

tic microbial (cyanobacteria, algae) diversity is still poorly

known, although recent molecular and ecophysiological evi-

dence support a high level of endemism and speciation/taxon

distinctness (Taton et al., 2003; Rybalka et al., 2009; De

Wever et al., 2009; Komárek et al., 2012; Strunecký et al.,

2012; Škaloud et al., 2013).

The floors of the studied lakes are covered with photo-

synthetic microbial mats composed of previously described

species of heterocytous cyanobacteria, mostly Calothrix el-

steri followed by Hassallia andreassenni and Hassallia

antarctica (Komárek et al., 2012). They are co-dominated by

a newly described species of green filamentous and richly

branched algae Hazenia broadyi (Ulotrichales, Chloro-

phyceae) (Škaloud et al., 2013). All the previously mentioned

recently described species have special taxonomic positions

together with special ecology and are considered at present

as Antarctic endemic species.
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(c)

(a) (b)

(d)

(e) (f)

Figure 9. SEM macrographs showing the morphology of calcium carbonate spicules. Spicules were washed away from the living tissue

and collected directly from the surface of biofilms, although residence time on the bottom cannot be determined. (a) Calcareous spicule

showing specific surface texture (“worn surface”). The spicule shows crystal facets on the surface and cleavage (crystallographic structural

planes) in the interior (arrowed) – i.e. typical characteristics of calcium carbonate monocrystal. (b) Detail of previous image; two parallel

systems of deep furrows on the surface are crystallographic structural planes of calcite monocrystal; remnants of a superficial layer of

microcrystalline calcite are, however, preserved in places on the surface of the crystal (arrowed). (c–f) Another type of spicule, formed

mainly by microcrystalline calcite: (c) lateral view of the spicule, (d) detail of the surface showing needle-like calcite microcrystals with

distinct layering, (e) parallel needle-like calcite microcrystals on the surface of the central part of the spicule, (f) tops of parallel needle-like

calcite microcrystals on the surface of the terminal part of the spicule; the view is perpendicular with respect to the previous macrograph.

The black leather-like biofilm with mucilaginous marble

on its surface is covered by green spots. These macroscopic

structures form mats a few millimetres thick consisting of the

above-mentioned species packed in mucilage glued together

with fine material. The regular leather biofilm structure with

distinct cyanobacterial–microalgal composition and incorpo-

rated mineral grains is to our knowledge unique. During the

limnological survey of the whole Ulu Peninsula (Nedbalová

et al., 2013), this specific biofilm structure was observed only

in the two endorheic lakes, although lakes with very similar

morphometric and chemical characteristics are found in the

area. The mat structure is thus apparently tightly linked to the

species composition (Andersen et al., 2011).

The low abundance of benthic diatoms in the lakes is

unusual, but not unprecedented, as there are other areas in

Antarctica where diatoms are scarce or absent (Broady, 1996,

www.biogeosciences.net/13/535/2016/ Biogeosciences, 13, 535–549, 2016



546 J. Elster et al.: Unusual biogenic calcite structures in two shallow lakes

(a)

(b)

Figure 10. FSD image of a transversely sectioned, partly recrys-

tallised calcite spicule acquired in (a) chemical contrast, (b) orien-

tation contrast.

Wagner et al., 2004). The reason underlying the absence of

diatoms is not immediately obvious, because diatoms are

quite a common and frequently dominant component of mi-

crobial communities in most freshwater habitats of the Ulu

Peninsula, James Ross Island (Kopalová et al., 2013). Lo-

cal geographical separation of lakes 1 and 2 together with

founder effect may have precluded successful colonisation

by the subset of diatoms that are common in the surround-

ing freshwater habitats. Although it has long been held that

diatoms are dispersed widely, some recent reports docu-

ment very small scale microbial distributions and endemism

(Kopalová et al., 2012, 2013).

4.3 Inorganic compounds of biofilms

Based on the character of the rock substrate and lake sedi-

ments, it is suggested that two of the main prerequisites for

existence of this cyanobacterial–microalgal community pro-

ducing unusual biogenic calcite structures are (1) the flat and

stable substrate in both lakes and (2) the low sedimentation

rate.

The substrate for biofilms is composed of boulders and

pebbles of the stony littoral zone, petrographically corre-

sponding to compact and massive basaltoids (Smellie et al.,

2008; Svojtka et al., 2009). Rounded or subrounded quartz

grains that are incorporated (“trapped”) within biofilms can-

not originate from basaltic volcanic rocks forming the bot-

tom of both lakes and substrate of the studied biofilms. This

is evidenced by the petrographic character of the basaltoids,

which do not contain any quartz. The presence of abraded

quartz grains in lakes 1 and 2 can be easily explained by wind

transport (e.g. Shao, 2008).

The specific cyanobacterial–microalgal community de-

scribed above can prosper in the two shallow endorheic lakes,

because of low sedimentation rates resulting from minor

water input. Low sedimentary input is the main necessary

ecological parameter which facilitates the existence of this

special microbial community. The community is, however,

well adapted to seasonally elevated sedimentation rates com-

ing from frequent and intense winds. During wind storms,

the wind carries a relatively large amount of small mineral

grains and rock microfragments (intense eolic erosion; e.g.

Shao (2008) and references therein). These grains and parti-

cles are usually derived from erosion of the rocks either in

the very close vicinity of the locality (weathering of basaltic

rocks), but mainly come from remote locations where es-

pecially Upper Cretaceous marine sedimentary sequences

are outcropping (Smellie et al., 2008; Svojtka et al., 2009).

The amount of mineral grains transported into the lake by

wind does not stop the growth of cyanobacterial–microalgae

biofilms, due to their ability of incorporating and “trapping”

mineral grains within the living tissue (Riding, 2011).

This study has shown that inorganic substances precipi-

tated by microbial lithogenetic processes are exclusively rep-

resented by calcite spicules. Precipitation of carbonate out-

side of microorganisms during photosynthesis as a mecha-

nism of carbonate construction was described for many fila-

mentous cyanobacterial species (Schneider and Le Campion-

Alsumard, 1999). However, the biogenic calcite structures in

both lakes are quite different to any microbially mediated

structures yet described from modern environments (Kremer

et al., 2008; Couradeau et al., 2011) and also to structures

formed by abiotic precipitation (e.g. Vogt and Corte, 1996).

Although there are many lakes with thick mats and simi-

lar chemical characteristics on the Ulu Peninsula, the cal-

cite spicules were found exclusively in the two endorheic

lakes. We believe that their formation is linked to the spe-

cific photoautotrophic mats present in the lakes. From Fig. 6g

and h it is clearly visible that the calcareous organosedimen-

tary structures keep the contours of a viable photosynthetic

microbial mat after desiccation or calcite spicules precipi-

tation. More specifically, the co-dominance of a green mi-

croalga is unique since mats in Antarctic lakes are most fre-

quently formed by filamentous cyanobacteria (Vincent and

Laybourn-Parry, 2008). Therefore, we hypothesise that the

more rapid photosynthesis rate of Hazenia in comparison

with cyanobacteria may induce conditions necessary for car-

bonate precipitation in the lakes (Schneider and Le Campion-

Alsumard, 1999; Vincent, 2000). However, some role of abi-

otic precipitation of calcite is also possible. From our obser-
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vations we cannot clearly decide if the winter abiotic calcite

precipitation accompanies microbial lithogenetic processes.

Although we interpret the tubular hollow observed in the

centre of some spicules as the result of the presence of

cyanobacterial filament during the process of crystallisation,

such structures may form also as the result of abiotic pre-

cipitation of calcite (Vogt and Corte, 1996; Fan and Wang,

2005).

It is striking that some calcite spicules probably exhibit

recrystallisation, forming spicules with the structure of cal-

cite monocrystals. However, these spicules could be also

interpreted as primary structures: mesostructured carbon-

ate crystals formed through highly oriented growth of mi-

cro/nanocrystals and characterised by a specific surface tex-

ture (Fig. 9a–b). There is already evidence that some biomin-

erals including calcite are mesocrystals (Cölfen and Antoni-

etti, 2005) and the importance of extracellular polymeric sub-

stances for the formation of some types of nanostructured

carbonate precipitates was documented (Pedley et al., 2009).

Determining the structure and material of precipitated in-

organic substances brought another relevant question: “Do

calcite spicules have fossilisation potential”? Microcrys-

talline calcite forming the recrystallised spicule is a typi-

cal material of calcite shells of fossil invertebrates (e.g. Vo-

drážka, 2009). Although calcite fossils may be partly or com-

pletely dissolved during diagenetical processes in the fossil

record (e.g. Schneider et al., 2011; Švábenická et al., 2012),

their preservation potential is relatively high. Therefore, we

expect to find fossil and/or subfossil calcite spicules from the

Quaternary lake sediments of the studied area.

The Supplement related to this article is available online

at doi:10.5194/bg-13-535-2016-supplement.
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Figure S1. Relative frequency of hourly values of water temperature in lake 1 (a) and air 

temperature in the Solorina Valley (b) from February 2009 to November 2010. 
 

 

 

 

 

 

 

 

 

Figure S2. Occurrence of days with lake 1 water temperature (L1 water) higher than –4 °C 

complemented with monthly mean global solar radiation at Mendel Station both from 

February 2009 to November 2010. 
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Weather patterns of the coastal zone of Petuniabukta,
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Abstract: This paper presents the first results of measurements of global solar radiation,
albedo, ground surface and 2−m air temperature, relative humidity, and wind speed and di−
rection carried out in the central part of Spitsbergen Island in the period 2008–2010. The
study site was located on the coastal ice−free zone of Petuniabukta (north−western branch of
Billefjorden), which was strongly affected by local topography, character of the ground sur−
face, and sea ice extent. Temporal analysis of the selected meteorological parameters shows
both strong seasonal and inter−diurnal variation affected by synoptic−scale weather systems,
channelling and drainage effects of the fjords and surrounding glaciers. The prevailing pat−
tern of atmospheric circulation primarily determined the variation in global solar radiation,
wind speed, ground surface and 2−m air temperatures. Furthermore, it was found that ther−
mal differences between Petuniabukta and the nearest meteorological station (Svalbard
Lufthavn) differ significantly due to differences in sea ice concentrations and ice types in
the fjords during the winter and spring months.

Key words: Arctic, Svalbard, climate, temperature, solar radiation.

Introduction

In recent studies, many authors indicated that near−surface air temperature in
the Arctic has increased about twice as fast as temperatures in lower latitudes dur−
ing the past few decades (Przybylak 2000; Knutson et al. 2006; Miller et al. 2010).
The Svalbard archipelago has been also the subject of many studies that confirmed
enormous climate warming, reductions in permafrost thickness, glacier retreat,
and changes in vegetation and terrestrial animal habitats (Ziaja 2005; Rachlewicz
and Szczuciński 2008; Moreau et al. 2009; Prach et al. 2012 this issue).

It is well known that regional climate change directly affects the local climate
on a temporal scale, and, therefore, has a pronounced effect on many aspects of
both the abiotic and biotic components of Arctic ecosystems. A local climate
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(topoclimate) is defined as the climate of a relatively small region with predomi−
nantly uniform natural conditions (Barry 2008). A local climate is determined by
several environmental factors, e.g. topography, active ground surface (soil, vege−
tation, and glacier), which directly affect water, biota, and snow cover distribution.
There are pronounced spatial differences in these features over distances of 100 m
to 1–10 km. Topoclimatic effects usually extend to a height of 100 to 1000 m
above the ground depending on local topography and its elevation (Barry 2008).

In the case of the Svalbard archipelago, climate differentiation of ice−free
zones is mainly influenced by local topography, character of ground surface (e.g.
patterned ground, tundra zone, and wetland), and distance from an oceanic and/or
glacial margin. It is apparent that each of these features is related to the effects of
weather systems (atmospheric circulation mode) and microclimatic conditions at
the Earth's surface. However, the local topography (slope orientation, slope angle,
and other relief characteristics) plays an essential role in modifying airflow and
weather systems reaching the Svalbard archipelago. As reported by many authors,
airflow transformation and mountain effects lead to a local circulation system and
local wind occurrence (e.g. Hanssen−Bauer et al. 1990; Serreze et al. 1993;
Førland and Hanssen−Bauer 2003; Niedźwiedź 2007; Kilpeläinen et al. 2011;
Mäkiranta et al. 2011).

One of the first topoclimatic observations on Svalbard was carried out in the re−
gion of Treurenberg Bay and Massif Olimp (NE Spitsbergen) in 1899–1900 (Przy−
bylak and Dzierżawski 2004). The second oldest topoclimatic investigations were
done by the team led by Kosiba at Werenskiold Glacier during the International
Geophysical Year 1957–58 and the years 1959–60 (Kosiba 1960). The spatio−
temporal variation of topoclimatic conditions have been furthermore investigated in
the region of Hornsund, Calypsobyen (West Spitsbergen), Kaffiøyra (Northwestern
Spitsbergen), and Petuniabukta (Central Spitsbergen) by researchers from Wrocław
University, Masaryk University (Brno), Maria Curie Skłodowska University
(Lublin), Nicolaus Copernicus University (Toruń), and Adam Mickiewicz Univer−
sity (Poznań) during several summer expeditions (e.g. Baranowski and Głowicki
1975; Brázdil et al. 1988, 1991; Pereyma and Piasecki 1988; Przybylak 1992; Kejna
and Dzieniszewski 1993; Rachlewicz 2003). Recently, comprehensive studies of the
influence of atmospheric circulation on the local climate have been conducted in
Spitsbergen (Przybylak and Arazny 2006; Marsz 2007; Rachlewicz and Styszyńska
2007; Migała et al. 2008; Bednorz and Kolendowicz 2010).

Atmospheric and climate research have been carried out primarily in the vicinity
of large settlements (Longyearbyen, Ny−Ålesund, Barentsburg, Sveagruva) or re−
search stations (e.g. Polish Polar Station “Hornsund”, Nicolaus Copernicus Univer−
sity Polar Station “Kaffiøyra”) situated along the western and south−western coasts
of Spitsbergen. The first meteorological observations in the region of Petuniabukta
(central part of Spitsbergen) were carried out during the Polish expedition from
Adam Mickiewicz University in 1985 (Kostrzewski et al. 1989). Nevertheless, most

298 Kamil Láska et al.



of the climate studies at Petuniabukta dealt with the analysis of short−term meteoro−
logical measurements and observations conducted during single summer seasons
only (June–August). It is therefore crucial to obtain further quantitative information
about the annual and seasonal variation of weather conditions in the central part of
Spitsbergen in order to understand interactions among the components of the cli−
mate systems and possible consequences for Arctic ecosystems.

This paper provides the first results of comprehensive meteorological observa−
tions conducted in Petuniabukta (Billefjorden, Central Spitsbergen) in the period
2008–2010. Our objectives were, therefore, to evaluate temporal variability of
weather conditions of the coastal ice−free zone of Petuniabukta, and evaluate the
air temperature differences between the study site and the nearest meteorological
station (Svalbard Lufthavn) with regular all−year round observations (Fig. 1). We
focused primarily on describing the diurnal and annual regimes of basic meteoro−
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Fig. 1. Location of the study site in Petuniabukta (Billefjorden), central Spitsbergen. Abbreviations:
AWS – Automatic Weather Station of the Czech Team, LYR – Svalbard Lufthavn Weather Station

(Norwegian Meteorological Institute). Map source: Svalbardkartet, Norwegian Polar Institute.



logical parameters measured at such a remote site as the Petuniabukta, and their as−
sessment in the context of synoptic situations over the Svalbard archipelago. How−
ever, the preliminary character of the presented results arises from their general
analysis and description on which the authors focused at the beginning. This was
mainly due to the quality of the meteorological datasets and partly to a number of
missing parameters (air pressure and wind direction). Hence, detailed analyses, in
particular evaluation of atmospheric processes (e.g. dependence of the selected
meteorological parameters on local atmospheric circulation by objective meth−
ods), will be the subject of further study.

Study area

The investigated area was located on the western coast of Petuniabukta in the
central part of Spitsbergen, the largest island of the Svalbard archipelago (Fig. 1).
The Petuniabukta is part of the northern branch of Billefjorden, which is an exten−
sion of Isfjorden, the second longest fjord in Spitsbergen. The automatic weather
station (AWS) was situated on the flat marine terrace at the geographical coordi−
nates 78�42.11’N, 16�27.64’E and the altitude of 15 m a.s.l. From the southwest−
ern to western sector, it is surrounded by the Pyramiden (935 m a.s.l.), Mumien
(770 m a.s.l.), and Svenbrehøgda (620 m a.s.l.) mountain ranges and numerous
valley glaciers (Ferdinandbreen, Svenbreen, Hørbyebreen, Ragnarbreen, and
Ebbabreen). From the northeastern to southeastern sector, it is close to the hum−
mock tundra, which is regularly flooded with thawing water from snow patches
and several glacier rivers. Another important feature of Petuniabukta is the pres−
ence of seasonal sea ice cover (mainly fast−ice and open drift ice) usually occurring
from December to May (Nilsen et al. 2008). As the AWS was located 500 metres
from the coastline, winds from the southeast to east represented the airflow from
the fjord. An ice−cement type of the permafrost occurs predominantly in the lower
part of the coastal zone. During summer, the permafrost table is located at a depth
of 40–120 cm depending on e.g. altitude, slope and relief exposition (Láska et al.
2010). The vicinity of the AWS is covered by permanent tundra vegetation with
several dominant species: Cassiope tetragona, Dryas octopetala, Carex rupestris,
Salix polaris, and Saxifraga opossitifolia (J. Gloser, personal communication).

Methods

The first part of the AWS was installed at Petuniabukta in October 2007 and
has been operated all−year round since June 2010. Shortwave incoming and re−
flected solar radiations were measured using two identical Shenk 8101 starpyrano−
meters (Ph. Shenk, Austria), with an accuracy of <5% of the nominal value. Addi−
tional errors of the starpyranometers due to ice formation and snow deposition in
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winter and spring may temporarily reduce the daily mean intensity of solar radia−
tion by up to 30%. Ground surface temperature was monitored by an Omega
OS−36−2 near−infrared temperature sensor (Omega, USA), with accuracy ±2% of
the nominal range (−18 to 85�C) and ±5% outside of the temperature range. The in−
struments were located at a height of 1.5 m above ground. As the OS−36−2 sensor
is sensitive to the emissivity of the measured surface, emissivity values were
changed during the year in accordance with the OS36 Operator’s Manual (Omega
Corp. USA, http://www.omega.com). In most cases, surface emissivity was set in
the range of 0.993 (tundra vegetation) to 0.995 (snow) according to the actual
ground surface conditions (M. Bartak, personal communication). Air temperature
and relative humidity were measured by an EMS33 probe (EMS Brno, Czech Re−
public) at the height of 2 m above ground. Accuracy of the temperature probe was
±0.15�C, while humidity probe accuracy was 3% of the nominal value. Wind
speed and direction were recorded by a MetOne 034B anemometer (MetOne,
USA) at a height of 6 m above ground (Fig. 2). Wind speed was monitored with an
accuracy of ±0.1 ms−1 (starting threshold at 0.4 ms−1), while wind direction accu−
racy was ±4�. Solar radiation measurements were taken every 10 s and data were
stored as 30 min averages in a MiniCube VV/VX Data Logger (EMS Brno, Czech
Republic). The other sensors were sampled at 30 min intervals only. High power
consumption of the AWS did not allow measurements of precipitation due to its
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Fig. 2. General view of the automatic weather station located on the marine terrace in the western
coast of Petuniabukta with the Ebba Valley and Ebbabreen in the background.



prevailing solid state and the fact that the whole measuring system was supplied by
small solar panels. All sensors were thoroughly calibrated before installation at the
study site and then regularly every year at the calibration laboratory of the Czech
Hydrometerological Institute, EMS Brno (CZ), and during summer expeditions by
comparison with a CM−11 pyranometer (Kipp & Zonen, Netherlands).

In this study, we use the term albedo when we are referring to the hemispheri−
cal reflection of solar radiation from the Earth’s surface, with wavelengths be−
tween 300 and 3000 nm. Albedo was evaluated from reflected and incoming solar
radiation to determine the occurrence of snow cover at the study site. The albedo
(�) was calculated for each 30−min values as

� = RR / GR

where GR is the intensity of global shortwave radiation incident on the Earth’s sur−
face (Wm−2) and RR the intensity of shortwave radiation intensity reflected from
the surface back to the atmosphere (Wm−2). The albedo was not calculated during
low solar elevation angle, typically being less than 5� (November–February).

The 30−min, daily and monthly means and extreme values from the AWS were
analysed using STATISTICA (2011) and standard statistical methods. This also
includes the standard deviation, correlation coefficient, and variation coefficient
determined for the selected meteorological parameters according to Storch and
Zwiers (1999). Only complete time series of daily mean and extreme values of the
selected meteorological parameters corresponding to the period from August 1,
2008 to June 30, 2010 (698 days) were used for the following analyses. Therefore,
the wind speed and direction data, which included several malfunctions of the ane−
mometer, were reduced to the period from August 1 to September 30, 2008 and the
period from July 1, 2009 to June 30, 2010.

In order to evaluate the weather conditions within the study period, changes in
the atmospheric circulation patterns were analysed and compared with the multiyear
data (1970–2000). The description of atmospheric circulation was based on the cal−
endar of circulation types for the Spitsbergen area, provided by Niedźwiedź (2012).
The principles of the classification are synoptic maps from which direction of the
geostrophic wind and the kind of pressure pattern (cyclonic or anticyclonic) is deter−
mined (Niedźwiedź 2007). The author of the classification distinguished 21 circula−
tion types according to the common directions of advection, adding the symbol “a”
for anticyclonic (high pressure) and “c” for cyclonic (low pressure) systems. Other
distinguished types were the anticyclonic centre over Spitsbergen (Ca), anticyclonic
wedge (Ka), cyclonic centre over Spitsbergen (Cc), cyclonic trough (Bc), and baric
col or synoptic situations which was impossible to classify (X).

The second objective of the analysis was to evaluate air temperature differ−
ences between the study site and the nearest all−year round operating the weather
station at Svalbard Lufthavn (Fig. 1). The meteorological data for Svalbard
Lufthavn were provided by the Norwegian Meteorological Institute in Oslo. The
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station is situated near the mouth of Adventfjorden, approximately 600 m from the
coastline, at an elevation of 28 m a.s.l. Its location in the middle part of Isfjorden
(42 km from the open ocean) contributes to different climate conditions in compar−
ison to meteorological stations along the western and south−western coast of
Spitsbergen, e.g. Ny−Ålesund or Horsund (Przybylak and Araźny 2006). The dis−
tance between the Svalbard Lufthavn station and the study site in Petuniabukta is
56 km (Fig. 1). Due to the fact that sea ice occurrence plays an important role in
shaping the local climate conditions (Kilpeläinen et al. 2011), part of the analysis
was devoted to evaluation of the effects of sea ice occurrence on temperature varia−
tions between both sites. Sea ice conditions were evaluated according to the high
resolution sea ice charts of the Svalbard area provided by the Sea Ice Service of the
Norwegian Meteorological Institute (http://polarview.met.no/).

Results and discussion

Atmospheric circulation. — In order to evaluate the effect of atmospheric
circulation on local weather conditions in the observed period, the classification of
circulation pattern provided by Niedźwiedź (2012) for the Svalbard archipelago
was used. We compared the relative frequency of occurrence of circulation types
in the period from August 2008 to June 2010 against the long−term average values
from 1970 to 2000 (Fig. 3). In the study period (2008–2010), cyclonic activity pre−
vailed on 58.9% of the days, while anticyclonic situations occurred in only 38.1%.
The most common circulation types were from the northeastern sector, with fre−
quency of occurrence being 9.6% (Ec type), 9.0% (Nc type), 8.3% (SEc type) and
7.2% (NEc type). Considerably high frequencies were found also for the anticy−
clonic wedge (Ka type – 9.0%), trough of low pressure (Bc type – 8.6%), and anti−
cyclonic situations from the northeastern sector, Na (5.7%), NEa (5.3%), and Ea
(6.3%) in particular. The highest activity of the cyclonic circulation was found in
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Fig. 3. Relative frequency of occurrence of circulation types over Spitsbergen area in the period from
August 2008 to June 2010, as compared with the long−term average from 1970 to 2000.



autumn (88.2%) and winter (86.6%). Conversely, the anticyclonic types were
most common in summer (35.3%) and spring (19.0%). A very similar distribution
of baric patterns was found from 1970 to 2000, where the cyclonic situations pre−
vailed in 59.4%, while the anticyclonic situations occurred in 37.3% of the days.
The remaining types of circulation (X – baric col or other unclassified situations)
were recorded at frequencies of 3.0% (2008–2010) and 3.3% (1970–2000) respec−
tively. The highest differences in circulation pattern between the study period and
the 1970–2000 period were found during cyclonic situations (Fig. 3). The circula−
tion types Nc, SEc and Bc (troughs of low pressure) showed considerable in−
creases in frequency by +3.3%, +1.5% and +2.3%, compared to the long−term av−
erage values. On the other hand, circulation types NEc and SWc, with differences
of −2.0% and −2.1%, occurred less frequently compared to the long−term averages.
The anticyclonic situations were most frequently represented by type Na, with a
difference of +1.9%, while type Ka decreased in frequency by −1.4% compared to
the long−term average values (Fig. 3). A similar pattern of atmospheric circulation
over the Svalbard area, as well as similar seasonal variation of circulation types,
were found by Førland and Hanssen−Bauer (2003), Przybylak and Araźny (2006),
Niedźwiedź (2007), and Migała et al. (2008).

Surface Wind Field. — The relative frequency of wind direction measured at
the 6−m mast was estimated from 30−min data. The effect of local topography on
the wind pattern in Petuniabukta is evident in Fig. 4. From July 2009 to June 2010,
the prevailing wind directions were observed from the south (9.6%), northeast
(8.2%), and northwest (7.8%), which clearly corresponded with the local topogra−
phy and longitudinal axis of the Billefjorden, Ragnardalen, and Ferdinanddalen
valleys. Such a channeling effect in Petuniabukta was confirmed by the studies of
Rachlewicz and Styszyńska (2007), and Bednorz and Kolendowicz (2010). On the
other hand, northerly winds (2.4%) had the lowest frequency of wind direction.
Seasonal variation in the frequency of main drainage flows was apparent between
cold and warm periods of the year. Southerly and northeasterly winds were most
common in summer (June–August), with a frequency of occurrence representing
16.1% and 14.5% of all cases. Conversely, these winds rarely appeared from Octo−
ber to February, which had frequencies between 6.6% and 5.0% in all cases.

Mean wind speed during the study period was estimated at 3.9 ms−1. The stron−
gest winds were primarily connected to the northeasterly flow from the Ragnar−
dalen and Ebbadalen valleys (Ragnarbreen and Ebbabreen glaciers). In this case,
mean wind speed varied between 5.4 ms−1 for ENE and 6.4 ms−1 for NNE directions
Fig. 4. The daily maximal wind speed from these directions exceeded 11.9 ms−1.
Due to the blocking effects of the Pyramiden, Mumien, and Svenbrehøgda moun−
tain ranges, the lowest wind speed was observed from the western sector, with
mean values ranging from 2.5 ms−1 (WSW) to 2.8 ms−1 (WNW). Therefore, daily
maximal wind speed from western sector was 8 ms−1 only. Generally, the westerly
winds occurred primarily in autumn and winter (October–February), with a wind
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frequency of 8.1% for all cases. The highest daily mean wind speed exceeded 12.2
ms−1 on April 12, 2010. During this event, a low pressure system passed over
Spitsbergen, which was accompanied by changes in atmospheric circulation from
types Bc (April 11, 2010), Cc, and Nc to SEc (April 14, 2010). This was also re−
flected in sudden changes in surface wind direction, turning from westerly to
northeasterly and southeasterly flows. A maximum 30−min average wind speed of
23.6 ms−1 was measured from the northeast on January 27, 2010. In this situation,
circulation type Ec stayed over Spitsbergen until 28 January 2010, while the direc−
tion of the geostrophic wind (estimated from an ECMWF analysis) approached
more to the southeast. On the other hand, daily mean wind speed was smaller than
1 ms−1 for 15.7% of the time between July 2009 and June 2010. The lowest
monthly mean wind speed was observed in December 2009 (2.9 ms−1), while the
highest monthly wind speed was reached in March 2010 (5.1 ms−1). These results,
however, differ from the previous study of Kruszewski (2006), who estimated sea−
sonal variation of geostrophic winds over the Spitsbergen area from 1981–2005,
with the highest monthly U−wind values in June and July, while the lowest values
occurred in February and March.

In general, the local winds in Petuniabukta were affected mainly by large−scale
circulation. As in most fjords in Svalbard, channeling effects and katabatic flows oc−
cur in Petuniabukta as well. It is evident that local topography, together with the ma−
jor driving mechanism of the land−sea breeze circulation driven by horizontal tem−
perature differences between the open water of the fjords and the glaciers, may lead
to significant differences in the surface wind pattern (Esau and Repina 2012). There−
fore, along−fjord (southern) winds in Petuniabukta were the most frequent in the
study period. Similar features were found during the northeasterly drainage flow
from the Ragnarbreen glacier, from which the highest wind speed was recorded.

Global solar radiation. — Temporal variability of the selected meteorological
elements measured at Petuniabukta from August 1, 2008 to June 30, 2010 is shown
in Fig. 5 and Table 1. The seasonal variation of incoming solar radiation intensity
ranged from 0 to about 380 Wm−2, which can be expected from the geographic loca−
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Fig. 4. Relative frequency of wind direction, mean wind speed, and 2−m air temperature, according to
the airflow direction at Petuniabukta in the period from July 2009 to June 2010.



tion of the study site, and changes in solar elevation angle and the Earth–Sun dis−
tance through the year. The annual course of solar radiation intensity was modified
by the phenomena of the polar day and the polar night. The polar day at Petuniabukta
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Fig. 5. Time series of daily means of global solar radiation, albedo, ground surface temperature, 2−m
air temperature, and relative humidity at Petuniabukta in the period 2008–2010.



lasts from April 17 to August 25 (131 days) and the polar night from October 26 to
February 16 (114 days). Zero radiation intensity due to the actual atmospheric con−
ditions and local topography occurred from October 31, 2008 to February 9, 2009
(101 days) and from October 30, 2009 to February 10, 2010 (103 days) respectively.
The annual mean solar radiation in 2009 was 84.5 Wm−2, while the maximum
monthly means were recorded in July 2009 (247.2 Wm−2) and June 2010 (240.7
Wm−2). The maximum daily means of 381.3 Wm−2 and 369.0 Wm−2 were measured
during clear sky conditions on June 21, 2009 and June 28, 2010 respectively.

Apart from the above−mentioned factors, cloudiness and its optical properties
strongly modulate the intensity of solar radiation on the Earth’s surface. The diurnal
course of solar radiation intensity within two summer days with varied cloudiness is
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Table 1
Seasonal variation of monthly means and extremes of the selected meteorological parame−

ters at Petuniabukta in the period 2008–2010.

Month
−Year

Global
radiation Albe−

do

Ground surface
temperature 2−m air temperature Rela−

tive
humi−
dity

Wind
speed

Max
wind
speedMean Max Min Mean Max Min

[Wm−2] [�C] [�C] [�C] [�C] [�C] [�C] [%] [ms−1] [ms−1]

Aug−2008 108.0 0.14 6.6 18.2 −1.7 4.7 10.9 0.2 86.0 3.0 13.9

Sep−2008 31.3 0.12 2.4 9.5 −8.0 2.5 9.8 −6.2 86.6 3.8 14.5

Oct−2008 5.6 0.47 −7.3 1.5 −20.0 −6.3 4.1 −16.2 78.5 – –

Nov−2008 0.0 – −12.3 0.5 −25.8 −9.6 3.4 −20.6 76.7 – –

Dec−2008 0.0 – −11.6 0.9 −30.6 −9.6 2.9 −24.2 81.5 – –

Jan−2009 0.0 – −16.8 0.7 −36.2 −14.6 1.7 −33.3 78.9 – –

Feb−2009 1.5 – −15.8 0.7 −33.4 −12.9 3.0 −27.0 76.8 – –

Mar−2009 33.2 0.80 −13.9 −1.8 −34.6 −12.3 0.1 −26.3 82.8 – –

Apr−2009 150.8 0.80 −19.5 −1.8 −33.7 −17.0 −0.6 −26.9 75.1 – –

May−2009 218.1 0.79 −3.2 1.0 −19.6 −1.4 9.1 −15.0 77.8 – –

Jun−2009 247.2 0.38 3.5 21.0 −5.9 2.7 10.0 −4.0 79.6 – –

Jul−2009 199.4 0.14 10.8 26.5 1.6 7.2 16.2 1.2 76.9 4.0 14.6

Aug−2009 114.5 0.14 8.2 23.5 −3.7 6.2 12.6 −0.2 86.1 3.2 13.6

Sep−2009 39.7 0.14 2.1 14.5 −5.6 1.9 9.7 −4.9 83.5 3.4 14.2

Oct−2009 4.8 0.74 −5.6 1.0 −19.5 −4.3 2.7 −13.4 84.7 3.2 14.6

Nov−2009 0.0 – −4.0 1.0 −18.7 −3.0 4.1 −16.6 85.9 3.4 15.6

Dec−2009 0.0 – −9.2 0.9 −24.0 −6.7 2.6 −18.3 80.7 2.8 16.0

Jan−2010 0.0 – −11.4 1.0 −31.1 −9.8 3.5 −24.6 79.9 4.6 23.6

Feb−2010 1.7 – −15.9 −2.4 −31.3 −12.2 −0.6 −26.6 72.8 3.2 15.7

Mar−2010 39.9 0.72 −18.2 −2.4 −30.6 −15.9 −1.5 −26.2 78.1 5.0 19.5

Apr−2010 148.3 0.74 −11.7 −1.5 −24.8 −9.5 −0.4 −19.6 78.0 4.3 16.4

May−2010 207.0 0.63 −1.2 3.2 −17.8 −0.1 7.0 −12.3 80.9 3.1 12.0

Jun−2010 240.7 0.14 7.9 23.1 −0.7 3.3 9.6 −1.0 80.4 4.0 14.2



shown in Fig. 6. Clear sky conditions on July 6, 2009 were apparent in the high in−
tensity of incoming radiation, with a 30−min mean maximum of 541 Wm−2, while an
overcast sky on July 8, 2009 was pronounced in the low diurnal course with a
30−min mean maximum of 271 Wm−2. High inter−diurnal and diurnal variations of
solar radiation were found in the summer period (June–August). The remoteness of
Petuniabukta from the nearest settlements, as well as the monitoring systems of the
AWS, did not allow year−round observations of cloudiness. Therefore, cloudiness
was approximately evaluated using global radiation and its attenuation by the cloud
cover. As seen in Figs 5 and 6, there were inter−diurnal changes in the incoming radi−
ative flux, which fluctuated between 90–200 Wm−2 per 24 hours depending on
cloudiness. The effect of reduced cloudiness on solar radiation was also apparent
within the spring periods, with the monthly mean values ranging between 150.8 and
218.1 Wm−2 (April–May 2009) and 148.3 and 207.0 Wm−2 (April–May 2010).

The significant dependence of solar radiation on cloudiness and prevailing
weather systems (air mass origin) was also confirmed by variation coefficients calcu−
lated for April–September according to Storch and Zwiers (1999). As seen in Table 2,
the variation coefficient of solar radiation gradually increased from spring to autumn
2008 and/or 2009, due to increasing cyclonic activity, cloudiness and its fast changes.
Therefore, the highest coefficients of variation were 66.2% (September 2008),
122.7% (October 2008) and 107% (October 2009). During these months, there was
an increase in cloudiness due to cyclonic situations represented mainly in higher fre−
quency of the types Nc (25.8% – October 2009), NEc (12.9% – October 2008), and
Ec (29.0% – October 2008). This was also confirmed by long−term average values
(1970–2000), where the circulation type Ec was the most frequent in September
(10.4%) and October (12.4%), while type NEc was dominant in October (10.8%).
Moreover, considerably high coefficients in March 2009 (70.6%) and 2010 (61.9%)
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Fig. 6. Diurnal course of global solar radiation intensity (grey bars), 2−m air temperature (Ta) and
ground surface temperature (Ts) at Petuniabukta on a clear sky (6 July 2009) and overcast conditions

(8 July 2009).



were probably caused by the small solar elevation angle and biases of solar radiation
measurements. On the other hand, sunny weather, with the smallest changes in cloud−
iness, was affected by anticyclonic situations, which prevailed in May 2009 and
2010. In these cases, the variation coefficients ranged only from 27.7 to 28.3% due to
anticyclonic situations, with the highest occurrence of types Ea (16.1% – May 2010),
Ka (16.1% – May 2010), and Wa (19.4% – May 2009). It is supported by the
long−term average values (1970–2000), where type Ka (anticyclonic wedge), with a
frequency of 17.6%, was one of the most frequent types in May. This is consistent
with the findings of previous studies on solar radiation, cloudiness and the surface en−
ergy budget in the Ny−Ålesund region (Ørbæk et al. 1999; Przybylak and Araźny
2006). In general, the maritime climate of the Svalbard archipelago is formed by a
high amount of clouds, large short−term variation in cloudiness, and the high fre−
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Table 2
Seasonal variation of 2−m air temperature, ground surface temperature, global solar radia−
tion intensity, albedo, and relative humidity expressed by the standard deviation and coef−

ficient of variation at Petuniabukta in the period 2008–2010.

Month−Year
Standard deviation [�C] Coefficient of variation [%]

Air
temperature

Ground surface
temperature

Global solar
radiation Albedo Relative

humidity

Aug−2008 1.5 1.8 44.3 8.8 8.7

Sep−2008 2.9 3.0 66.2 15.3 10.9

Oct−2008 3.6 3.9 122.7 41.9 9.6

Nov−2008 5.1 5.9 – – 12.3

Dec−2008 5.5 6.2 – – 10.4

Jan−2009 10.7 11.3 – – 18.2

Feb−2009 6.6 8.6 – – 18.8

Mar−2009 6.2 7.0 70.6 7.2 15.6

Apr−2009 4.5 5.3 32.3 6.4 10.9

May−2009 3.0 3.5 27.7 3.1 13.5

Jun−2009 2.3 4.3 31.0 73.8 5.9

Jul−2009 2.8 3.2 51.1 10.2 16.2

Aug−2009 2.0 3.1 50.5 10.2 9.5

Sep−2009 2.5 2.6 45.4 20.7 10.2

Oct−2009 3.0 3.5 107.0 25.5 8.7

Nov−2009 4.2 4.4 – – 10.3

Dec−2009 5.1 6.0 – – 12.3

Jan−2010 7.6 8.7 – – 20.1

Feb−2010 6.5 7.7 – – 17.2

Mar−2010 3.8 4.5 61.9 8.8 13.8

Apr−2010 3.9 4.4 34.2 7.4 7.1

May−2010 2.5 2.7 28.3 22.9 10.4

Jun−2010 2.4 3.3 36.4 31.1 11.2



quency of Arctic sea fog, formed by the advection of relatively warm air over colder
surfaces, predominantly in summer (Svendsen et al. 2002).

Albedo and snow cover occurrence. — Albedo from reflected and incoming
solar radiation intensities was calculated to determine the occurrence of snow
cover at the study site. Mean albedo was 0.50 in the period from August 1, 2008 to
June 30, 2010. Seasonal variation of albedo was affected by the character of the
ground surface (Fig. 5). Therefore, monthly mean albedo varied from 0.12 over
tundra (September 2008) to 0.80 during snow accumulation (March–April 2009).
Albedo over tundra vegetation in both dry and wet conditions typically ranged
from 0.11 to 0.16. On the other hand, albedo of fresh snow in March and April
reached up to 0.87. Analysis of the albedo was used to estimate snow cover occur−
rence near the study site. The first day with snow cover was frequently observed at
the beginning of October, while the last day occurred in the first half of June. Per−
manent snow cover lasted from October 16, 2008 to June 16, 2009 (243 days) and
from October 3, 2009 to June 5, 2010 (245 days). The effect of direct solar radia−
tion and thermal advection on snow cover thawing is shown in Fig. 5. From the
albedo variation and its spring decline, it was estimated that the last snow cover
melted within different time periods: June 13–16, 2009 (4 days) and May 27 – June
16, 2010 (20 days). Apart from a low summer albedo (0.14), high inter−diurnal
variation was found in September and October due to the first snowfalls and fast
thawing of snow cover (Table 2). Due to this fact, daily mean albedo in autumn
varied between 0.11 and 0.94. The snow−free period in Petuniabukta typically
lasted from the first half of June to the beginning of October (120 days).

Surface ground temperature. — Surface ground temperature of the tundra
vegetation was measured close to the AWS. The annual mean temperature in 2009
was −5.2�C, while monthly mean temperature ranged from −19.5�C (April 2009) to
10.8�C (July 2009). Daily mean temperature varied between −32.6�C to 15.6�C
(Fig. 5 and Table 1). The lowest surface temperature of −36.2�C was observed on
January 7, 2009 on the snow surface. The highest surface temperature rose to
26.5�C on July 11, 2009 due to the high intensity of incoming radiation that inci−
dents on the dry tundra vegetation surface. These conditions occurred during an
eastern advection (circulation type Ea) characterized by a clear sky and wind speed
of less than 2 ms−1. The diurnal course of surface temperature during two different
days with different weather conditions in July 2009 is shown in Fig. 6. The typical
diurnal sinusoidal behavior was found under clear sky conditions (July 6, 2009)
with high intensity of solar radiation and a noon−time surface temperature reaching
22.3�C. On the contrary, a rather suppressed diurnal course, with noon−time tem−
perature of 16�C, was caused by an overcast sky and relatively low incoming radi−
ation (July 8, 2009). Differences in the diurnal course were mainly affected by
changes in circulation conditions over the Spitsbergen area, where the type NEa
(July 6, 2009) was swiftly replaced by the NWc type (July 8, 2009).
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Short−term variability of the daily mean surface temperature often exceeded
20�C during winter and spring, with the highest standard deviation between
11.3�C (January 2009) and 8.7�C (January 2010). As seen in Table 2, the lowest
deviation was found in August 2008 (1.9�C) and September 2009 (2.6�C). The
rapid increase of surface temperature above 0�C was observed in the first half of
June after intensive snow melting. The first day with a negative surface tempera−
ture occurred on September 4, 2008 and August 16, 2009, while permanent freez−
ing of the ground surface was measured on October 10, 2008 and October 2, 2009.
The dependence of surface ground temperature on the snow cover was clearly
documented in positive surface temperatures, which followed after the last day
with snow cover by a delay of 1–3 days.

Relative air humidity. — In the study period, mean relative humidity at 2 m
above the ground surface exceeded 80%. As seen in Table 1, seasonal variation of
relative humidity was relatively small, and therefore, monthly mean humidity
ranged from 72.8% (February 2010) to 86.6% (September 2008). Daily mean rela−
tive humidity varied between 29.6% and 99.9% (Fig. 5). Daily mean humidity was
higher than 70% in 84.1% of the study period. The highest variation of humidity
and daily minimum values (less than 50%) were typically observed from the be−
ginning of January to mid April (Table 2). On the other hand, the lowest variation
occurred from June to August due to weak cyclonic activity and small inter−diurnal
variation of the other meteorological parameters such as global solar radiation and
2−m air temperature. This suggests that the high frequency of Arctic sea fog
formed by the advection of relatively warm (maritime) air masses over the colder
surfaces of the fjords and glaciers significantly influenced the high values of rela−
tive humidity also in Petuniabukta.

Air temperature. — The monthly means and extremes of air temperature at 2
m above the ground surface are shown in Table 1. The annual mean temperature in
2009 reached −4.5�C, while monthly mean air temperature ranged from −17.0�C
(April 2009) to 7.2�C (July 2009). The lowest air temperature of −33.3�C was ob−
served on January 12, 2009. The highest air temperature rose to 16.2�C on July 28,
2009 during partly cloudy weather with a wind speed less than 4 ms−1. As seen in
Fig. 5, daily mean air temperature varied between −32.6�C and 12.2�C. The daily
mean temperature was higher than 5�C for 51% of the time between June and Au−
gust 2009. By contrast to the ground surface temperature, the diurnal course of 2−m
air temperature did not tightly follow solar radiation intensity (Fig. 6). Due to this
fact, the highest air temperature under clear sky conditions on July 6, 2009 was ob−
served at 18 local time. Short−term variability of daily mean air temperature was
found in winter and spring, when it often exceeded 15�C. Therefore, the highest
standard deviation of air temperature occurred in January 2009 (10.7�C) and Janu−
ary 2010 (7.6�C). Conversely, the lowest deviation was found in August 2008
(1.5�C) and August 2009 (2.0�C).
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The positive surface energy balance due to the force of the solar radiation
reaching the tundra vegetation strongly affected the diurnal amplitude of both
ground surface and 2−m air temperatures (Fig. 6). However, the dependence of
daily mean surface temperature on daily mean solar radiation was apparently
weaker than between ground surface and 2−m air temperatures. The correlation co−
efficient varied between 0.433 (surface temperature as a function of radiation) and
0.983 (2−m air temperature as a function of surface temperature) at the significance
level of 0.05. The above results were calculated for the snow−free period, from
June to August in particular. Moreover, both relationships varied over time, with
the highest correlations of 0.543 and 0.931 in July 2009. The seasonal variation of
the correlation coefficient, therefore, clearly confirmed the essential roles of
large−scale thermal advection and snow cover occurrence on air temperature varia−
tion in Petuniabukta. These results are in agreement with the previous studies of
Winther et al. (2002), and Leszkiewicz and Caputa (2004), who carried out re−
search in the regions of Ny−Ålesund and Hornsund, respectively.

The role of local wind at 6 m above the ground surface on the 2−m air tempera−
ture was studied in the period from July 2009 to June 2010 (Fig. 4). The highest air
temperatures were primarily found in the air flow from the southeast sector. In
these cases, mean air temperature varied between 0.2�C (south), −1.1�C (east), and
−1.6�C (southeast). Furthermore, relatively warm air flow exceeding −1.9�C was
documented from the northeast. This feature suggests a significant influence of
large−scale circulation, through which mild maritime air masses come along the
longitudinal axis of the Billefjorden, Ragnardalen, and Ebbadalen valleys. These
conditions frequently occurred during cyclonic circulation linked to types Ec, SEc
and NEc. Considerably cold air flow was recorded from the southwest to north−
west sectors. The lowest mean temperature (−8.4�C) was found during a north−
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Fig. 7. A. Scatter plot of daily mean 2−m air temperature at Petuniabukta versus Svalbard Lufthavn in the
period 2008–2010. Abbreviations on the graph: AT – air temperature, r – correlation coefficient, p – sig−
nificance level. B. Relative frequency of differences of daily mean 2−m air temperatures between
Petuniabukta and Svalbard Lufthavn, with the fitting of normal distribution function. Positive differ−

ences correspond to higher temperatures at Petuniabukta than in Svalbard Lufthavn and vice versa.



westerly wind, while winds from the southwest to west caused the temperature to
drop to −4.7�C and −7.6�C, respectively. This is also consistent with a gradual in−
crease in geostrophic winds from the northern and western sectors and high fre−
quency of the circulation types Nc (9.7% – January 2009), NWc (9.7% – January
2009), and SWc (22.6% – January 2010) during winter.

Comparison of air temperature between Petuniabukta and Svalbard
Lufthavn. — In order to evaluate the differences in weather conditions between
Petuniabukta and the nearest all−year round operating AWS (Svalbard Lufthavn),
2−m air temperature differences were calculated for the study period. Hereafter,
positive differences correspond to higher temperatures at Petuniabukta, while neg−
ative differences indicate a higher temperature at the Svalbard Lufthavn station.
As seen in Fig. 7 and Table 3, thermal differences confirmed the similar features of
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Table 3
Seasonal variation of monthly means and extremes of 2−m air temperature differences be−

tween Petuniabukta and Svalbard Lufthavn in the period 2008–2010.

Month−Year

Air temperature difference Standard
deviation

Monthly
correlation
coefficient

Mean Min Max

[�C] [�C] [�C] [�C]

Aug−2008 −0.3 −3.0 1.5 1.2 0.67

Sep−2008 −0.8 −2.7 0.7 0.8 0.97

Oct−2008 −0.7 −3.5 2.0 1.3 0.94

Nov−2008 −1.0 −3.2 1.3 1.2 0.97

Dec−2008 −1.5 −5.0 2.3 1.7 0.95

Jan−2009 −1.9 −7.0 5.8 3.0 0.96

Feb−2009 −1.6 −4.7 1.1 1.5 0.97

Mar−2009 −0.7 −4.8 6.2 2.2 0.94

Apr−2009 −1.2 −4.0 2.9 1.6 0.94

May−2009 −0.3 −2.6 1.7 0.8 0.96

Jun−2009 −0.3 −2.6 1.9 1.1 0.88

Jul−2009 −0.5 −2.4 1.7 1.2 0.90

Aug−2009 −0.1 −2.8 2.6 1.0 0.86

Sep−2009 0.2 −2.0 1.7 0.8 0.94

Oct−2009 −0.7 −4.0 2.7 1.6 0.84

Nov−2009 −1.1 −4.7 1.2 1.3 0.95

Dec−2009 −1.2 −3.8 1.1 1.0 0.98

Jan−2010 −2.5 −6.7 0.3 1.7 0.98

Feb−2010 −1.8 −6.5 1.8 1.9 0.97

Mar−2010 −0.1 −4.6 4.9 2.6 0.77

Apr−2010 −1.8 −4.5 0.6 1.3 0.94

May−2010 −0.1 −2.0 1.1 0.8 0.94

Jun−2010 −0.3 −2.2 2.2 0.9 0.93



the local weather conditions between both sites. The mean temperature difference
was −0.9�C from August 1, 2008 to June 30, 2010. The monthly mean differences
ranged from −2.5 (January 2010) to 0.4�C (July 2010). The occurrence of positive
daily mean differences was significantly smaller than negative ones (Fig. 7). Due
to this fact, daily mean temperature at Svalbard Lufthavn was higher than that in
Petuniabukta (negative thermal differences) in 69.2% of the period. Conversely,
positive thermal differences, ranging from 0–1�C, occurred in 22.1% of the period.
The highest negative daily mean difference was observed in January, while the
highest positive ones in March. Seasonal variation of the thermal differences was
expressed by standard deviation and the correlation coefficient between 2−m air
temperatures at Petuniabukta and Svalbard Lufthavn. From Table 3, it is apparent
that the closest relationship between both time series occurred in winter and spring
(November–May), with correlation coefficients of 0.96 (2009) and 0.93 (2010) at
the significance level of 0.05. On the other hand, the highest negative differences
and standard deviations were found in the same period. The highest standard devi−
ations were reported in January 2009 (3.0�C) and March 2010 (2.6�C). A slightly
weaker connection was found in summer, with a correlation coefficient of 0.88
(June–August 2009). In spite of this fact, small standard deviations (interval of
1.0–1.2�C) and thermal differences, ranging from −0.3 to −0.1�C, were observed in
the same period. Similar findings were previously reported by Rachlewicz and
Styszyńska (2007) who compared air temperatures between Petuniabukta and
Svalbard Lufthavn in the period from July 7, 2001 to August 13, 2003.

Seasonal variation of the thermal differences could be partly explained by both
the effects of large−scale advection and the effects of local topography (e.g. blocking
effect of the mountains, drainage effect of the fjords), character of the ground surface
and their consequences on cloudiness variation and surface energy fluxes. This sug−
gests that the local wind pattern, which is controlled by thermodynamical processes
during advection of different air masses (large−scale weather systems), may also lead
to thermal differences at the ground surface. Therefore, the highest negative thermal
differences occurred during light winds from the western quadrant and strong radia−
tive cooling of the snow/ice surface. Less often, the highest negative differences
were observed for the northern and eastern sectors. Hence, the highest negative dif−
ferences (less than −5.0�C) occurred only in January and February, when 2−m air
temperatures at Petuniabukta dropped below −22�C. In these cases, local weather
conditions were affected by the northerly and northwesterly geostrophic flows
linked to circulation types NWa, with a thermal difference of −6.8�C (January 12,
2010), Nc and NWc, with differences of −6.3 and −6.5�C, respectively (January
12–14, 2009). Conversely, positive differences were observed during northeasterly
drainage flow from the Ragnarbreen and Ebbabreen glaciers and southerly flow
along the longitudinal axis of Billefjorden and Petuniabukta in particular. In these
situations, the local weather conditions at both sites were affected by circulation type
Ec, with a positive thermal difference of 6.3�C (March 24, 2009) and type NEa with

314 Kamil Láska et al.



the difference reaching up to 6.0�C (January 2, 2009). During these events, 2−m air
temperatures at Svalbard Lufthavn dropped below −20�C, probably due to the differ−
ent orientation of the fjord axis and gradual deceleration of the movement of the cold
air mass into the inner parts of the fjords and the coastal zones.

Apart from the above−mentioned results, we found that in many cases the tem−
perature differences between both sites can be affected by the sea ice conditions in
Isfjorden and Petuniabukta in particular. High resolution sea ice charts of the
Svalbard area were used for the comparison and evaluation of these effects. Data
on sea ice extent indicate that Petuniabukta was mainly covered with fast ice or
open drift ice (ice concentration between 1/10 and 4/10), which usually begin to
form from October to December, but due to strong winds and high waves was bro−
ken up and often disappeared. The inner parts of Billefjorden and Petuniabukta
were completely covered by sea ice mostly from January to June. In the study pe−
riod, sea ice formation (open drift ice) started in Petuniabukta on November 3,
2008 (October 2, 2009), while the middle part of Isfjorden (near the Svalbard
Lufthavn station) was covered by sea ice from December 12, 2008 (November, 24,
2009). Petuniabukta was completely covered with fast ice or closed drift ice (ice
concentration more than 7/10) from January 2, 2009 (January 10, 2010) to June 11,
2009 (June 22, 2010). In the same period, open drift ice mostly occurred in the
middle part of Isfjorden with a high variable of ice concentration between 1/10 and
7/10. In addition, ice−free situations appeared in this area, e.g. on January 19–22,
2009, January 12, 2010 and from March 12 to April 6, 2010. Hence, the negative
thermal differences (higher temperature at Svalbard Lufthavn station) from −1.5�C
to −6.8�C frequently occurred when the sea ice conditions significantly differed be−
tween both sites. This was also the situation on January 12–14, 2009 and January
12, 2010, with fast ice in Petuniabukta and open water (or open drift ice) in the
middle part of Isfjorden. On the other hand, thermal differences higher than −1.4�C
were affected by both the particular sea ice extent and the effects of large−scale
circulations.

Conclusions

In this paper, we have provided the first analysis and results of the fundamental
meteorological parameters measured at Petuniabukta in the period from August
2008 to June 2010. It has been shown that weather conditions in the central part of
Spitsbergen were significantly influenced by atmospheric circulation, cloudiness,
local topography, and sea ice extent. The results must be treated with caution due to
the fact that several factors, such as air pressure variation and precipitation, were not
considered. In general, our results confirm that synoptic−scale weather systems,
character of the ground surface and air−sea temperature differences play major roles
in forming local weather patterns at Petuniabukta. The influence of atmospheric cir−
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culation and local wind conditions were clearly pronounced in the variations of air
temperature and surface wind speed. The highest air temperatures, ranging from
0.2�C to −1.9�C, were primarily found when winds were from the eastern and south−
ern quadrants, associated with predominantly cyclonic circulations (Ec, SEc and
NEc types). These large−scale flows were often modified by channelling and drain−
age effects accompanied by an increase in local wind speed. Therefore, strong kata−
batic winds in Petuniabukta were documented from the northeast and east towards
the Ragnarbreen and Ebbabreen glaciers. Such a wind mainly occurred in autumn
and winter, associated with circulation types Nc, NEc, Ec and Ea. In spite of this fact,
the lowest air temperature was observed during a flow from the western quadrant
with a mean wind speed of less than 3 ms−1. The occurrence of relatively cold air in
Petuniabukta can be explained by a combination of several factors: (1) a blocking ef−
fect of the mountains along the north−western coast of Petuniabukta, (2) strong trans−
formation and a long fetch of the flow over these mountains, and (3) strong radiative
cooling of the airflow from the snow and sea ice surface. A considerable close rela−
tionship between the ground surface and 2−m air temperatures was primarily re−
ported during summer than winter. Furthermore, thermal differences between
Petuniabukta and Svalbard Lufthavn confirmed that local weather conditions differ
significantly between these sites, with sea ice cover in the fjords, advection of air
masses from different directions, and the area of origin playing essential roles. The
highest thermal differences between the sites were mainly affected by differences in
sea ice concentrations and ice types in Petuniabukta in contrast to the middle part of
Isfjorden close to the Svalbard Lufthavn station.
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Abstract 

The Weather Research and Forecasting (WRF) mesoscale model has been run in three different 

configurations over Svalbard archipelago and compared with the 12-day summer measurements of 

surface wind characteristics at three sites along the western coast of Petuniabukta, central Spitsbergen. 

For studying wind pattern over complex topography we chose the sites differing in terrain elevation 

and local surface characteristics as follows: raised marine terrace (15 m a.s.l.), foreland of 

Hørbyebreen glacier (67 m a.s.l.) and top of Mumien Peak (773 m a.s.l.). The WRF simulations were 

conducted using three boundary layer parameterization schemes, the Yonsei University (YSU), the 

Mellor-Yamada-Janjic (MYJ) and the Quasi-Normal Scale Elimination (QNSE) schemes with 1-km 

horizontal resolution of the inner domain. The WRF simulations agreed fairly well with the surface 

wind observations taken at all the sites. For the wind speed, the mean correlation coefficients between 

the modelled and observed data ranged from 0.56 to 0.67. The best results across all stations were 

found for the QNSE parameterization scheme with the bias of ~0.1 m s-1. The wind speed simulations 

were sensitive to geographical location and elevation of the stations. All parameterization schemes had 

difficulties in capturing of surface wind field in the narrow valley with the Hørbye foreland station, 

while satisfactory estimates were found at the top of the Mumien Peak and the Terrace station located 

in a wide part of the fjord. The WRF estimates proved to be highly sensitive to the large-scale forcing, 

as documented for the cyclonic circulation patterns with a strong northerly wind. It led to an 

overestimation of the modelled wind speed on the leeward slopes of the highest peaks in the study 

area. The model results tended to be underestimated during the anticyclonic situations with the 

induced local circulation systems between the fjord water and surrounding valleys. 
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1. Introduction

Over the last few decades, an interest in the Arctic region has increased as it has been variety 

of environmental impacts caused by climate change and positive snow and sea ice albedo 

feedbacks amplifying the warming signal (Holland and Bitz, 2003; Serreze and Barry, 2011; 

West et al., 2013). The largest atmospheric warming in the Atlantic region of the Arctic over 

the last 50 years was reported from the Svalbard archipelago (Przybylak, 2007; Nordli et al., 

2014). Moreover, the largest future temperature increase in the Arctic is predicted in the 21st 

century by a large number of climate models (Collins et al., 2013). The quality of climate 

projections and numerical model outputs is closely related to the input of observational data 

and ability to simulate atmospheric processes at sufficient resolution in space and time. 

Among efficient and prospective tools in evaluation of the atmospheric circulation patterns 

and their coupling with the land surface features, numerical weather prediction (NWP) 

models represents reasonable option. The current NWP models allow to analyse the regional 

and local circulation conditions and provide relatively accurate estimation of physical 

properties of the atmospheric boundary layer (ABL) at high temporal (in order of minutes) 

and spatial resolution (in order of kilometres).  

In contrast to mid latitudes, the Arctic observations and measurements are often 

insufficient as they do not cover whole region uniformly without data gaps. Additionally, they 

require advanced computations or data transformation (Przybylak, 2003; Serreze and Barry, 

2009). From this point of view, the Arctic Svalbard archipelago represents one of suitable and 

easily accessible locations that enable to carry out both advanced measuring campaigns and 

validate a performance of the NWP models under various boundary layer (BL) conditions. 

However, the ABL processes over Svalbard fjords are strongly influenced by complex 

topography and sea ice occurrence (Vihma et al., 2014). Due to specific vertical structure of 

the Arctic atmosphere (a prevailing stable stratification), non-linear effects on flows over 
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topography of the Svalbard archipelago are comparable to the non-linear effects on flows 

across much higher topography elsewhere in the world (Skeie and Grønås, 2000). The 

topographic effects over Svalbard include commonly known processes such as barrier winds, 

foehn winds, drainage flows and mountain waves (Sandvick and Furevick, 2002; Mäkiranta et 

al., 2011; Kilpeläinen et al., 2011; Láska et al., 2012; Vihma et al., 2014). Modelling of these 

features in case of complex topography requires specific attention paid to model setup and 

simulation strategy (Vihma et al., 2014). Another requirement is a selection of the correct 

ABL scheme which fits the specific conditions of the high latitude location and allows for the 

use of high grid resolution. Many authors claim that the Weather Research and Forecasting 

(WRF) mesoscale model can provide dynamical downscaling techniques with a variety of 

physical options and the BL parameterization schemes as well as accurate enough 

representation of the terrain properties (e.g., Michalakes et al., 2004; Skamarock et al., 2008; 

Hines and Bromwich, 2008; Mayer et al., 2012). 

Numerous measuring campaigns associated with the WRF modelling have been 

carried out over the Svalbard archipelago during last few years. For example, Mäkiranta et al. 

(2011) compared WRF simulations with sonic anemometer and profile mast measurements in 

Wahlenbergfjorden (Nordaustlandet Island) during few weeks in May 2006 and April 2007. 

The estimates for 2-m air temperature and friction velocity were in a good agreement with 

reality, but the model failed to reproduce the spatial variability in wind direction between 

measurement sites 3 km apart. Kilpeläinen et al. (2011) compared model results from the 

standard WRF model to tower observations and radiosoundings in Isfjorden and 

Kongsfjorden (Spitsbergen Island) for 10 selected days in winter and spring 2008. The 

comparison of model data with tower observations and radiosoundings showed fairly good 

agreement, although a systematic warm bias and slightly overestimated wind speeds close to 

the surface were found. Livik (2011) evaluated WRF and compared with measurements from 
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the automatic weather stations placed at several locations along Kongsfjorden-Kongsvegen 

valley in spring 2010. The author focused on evaluation of differences in the wind 

characteristics in topographically deflected flows and the pure katabatic flows. Kilpeläinen et 

al. (2012) compared both standard and polar version of the WRF model to tethered balloon 

soundings and mast observations taken in Isfjorden and Kongsfjorden during two weeks in 

March and April 2009. The difference in performance of the standard WRF and Polar WRF 

was marginal, and the biases in modelled wind speed profiles were closely related to low-

level jets. The modelled low-level jets were stronger and deeper than observed ones. 

Moreover, modelled jets were located at higher altitudes than the observed jets. Similarly to 

this results, Mayer et al. (2012) evaluated the three BL parameterization schemes embedded 

in the WRF against the tethered balloon soundings and the Small Unmanned Meteorological 

Observer – SUMO (Reuder et al., 2009) aircraft flights in Longyerbyen area in March–April 

2009. The WRF wind profiles showed good agreement with the SUMO measurements with 

the bias about 1 m s−1 from 200 to 800 m a.s.l. Roberts et al. (2015) compared three BL 

schemes in the WRF with observations made by controlled meteorological balloons launched 

from Ny-Ålesund (Kongsfjorden) in the period 5–12 May 2011. The largest errors were found 

in the meteorological parameters over sea ice in comparison to the coastal area close to Ny-

Ålesund. The model in general overestimated the wind speed and showed inability to capture 

temperature inversions and low-level jets. As can be seen from the introductory section, in 

spite of the progress in ABL parameterization for specific or marginal conditions, model 

simulations in the Arctic are still not satisfactory. This is true particularly for some 

atmospheric processes and variables, near-surface wind characteristics in particular. 

Although a number of numerical simulations on the Svalbard archipelago increased in 

time, most of the measuring campaigns and related WRF simulations were carried out in 

spring months in the area of Ny-Ålesund and Longyearbyen. Information about the wind field 
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structure from the other part of the Svalbard archipelago are still insufficient. Therefore, the 

aim of our study was to use detailed in situ summer measurements from Petuniabukta in 

central Spitsbergen to 1) analyse the temporal and spatial variation in the near-surface wind 

field, 2) evaluate the WRF model performance using different BL parameterization schemes, 

especially in relation to the local topography and terrain properties, and 3) identify model 

weaknesses. For the latter purpose, large-scale forcing and atmospheric circulation patterns 

leading to the best and the worst simulations of surface wind characteristics were analysed. 

Hence, the WRF simulation results were further evaluated using local meteorological data 

acquired from the three automatic weather stations situated within a small-scale area. The 

850-hPa geopotential heights and corresponding geostrophic winds available from the 

reanalysis datasets were used as well. 

2. Material and Methods

2.1. Study site and observation 

The field measurements were carried out in the central part of Spitsbergen Island, which is a 

part of the Svalbard Arctic archipelago (Figure 1(a)). We focused on the coastal zone of 

Petuniabukta, where complex topography and local surface characteristics play a major role in 

surface wind speed and direction variability (Láska et al., 2012; Láska et al., 2013). 

Petuniabukta is a northward oriented bay that closes the northern part of Billefjorden (Figure 

1(b)). At the study site, the terrain complexity is formed by numerous mountain ridges and 

peaks reaching an altitude of 600-1000 m (Pyramiden, Mumien, Svenbrehøgda, Sfinksen, 

Lovehøvden), glaciers (Bertilbreen, Ferdinandbreen, Svenbreen, Hørbyebreen, Ragnarbreen), 

their glacial forelands and valleys ending into the Petuniabukta. The coastal zone of the bay is 

mainly formed by glacial landsystems, comprising moraines, esker, debris ridges, bare soils 

(cryosols/gelisols type), shallow pools, seepages, and sporadic tundra vegetation (Rachlewicz, 
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2010; Evans et al., 2012; Prach et al. 2012; Hanáček et al., 2013; Ewertowski and Tomczyk, 

2015). The study area belongs to the maritime high Arctic climate region (Nordli et al., 2014). 

The area is mainly influenced by katabatic drainage flows caused by the local topography and 

land-sea breeze circulation (Kilpeläinen et al., 2011; Esau and Repina, 2012). The 

meteorological observations from Petuniabukta (2010-2012) showed that the prevailing wind 

direction at the coast was from the southern and northern quadrant, while the strongest winds 

were connected to northeasterly flow from the Ragnarbreen and Ebbabreen glaciers (Láska et 

al., 2012). 

In order to investigate local wind systems and evaluate the numerical model outputs, 

three automatic weather stations (Terrace, Hørbye foreland, Mumien Peak) were set up at 

sites with different elevation, local topography, and surface properties. The lowest station 

Terrace was placed on the flat marine terrace, approximately 500 m northwest of the 

Petuniabukta coast and 1100 m from the foothill of the Mumien mountain (Figure 1(c), Table 

1). At the Terrace site, the fjord is 4 km wide and oriented North-South. The second station 

was located at the foreland of Hørbyebreen glacier, which is composed by ice-cored later-

frontal moraines with surge-related landforms (Evans et al., 2012). The observation site was 

300 m southeast from the glacier snout wherein the valley narrows to 2 km. The third station 

was situated at the top of Mumien Peak (773 m a.s.l.) which is the second highest summit in 

the study area after Pyramiden (937 m a.s.l.). The top part of Mumien Peak has a round shape 

slightly elongated towards the Pyramiden mountain located 3 km south. The geographical 

position of the stations and their surface properties are given in Table 1. 

At all three stations, the measurement of wind speed and wind direction was recorded 

with the same set of a MetOne 034B Wind Sensor (MetOne, USA) with starting threshold at 

0.4 m s-1 for both output parameters. Sampling and recording time intervals were set 

identically at every 30 min and data were stored to an EdgeBox V12 datalogger (EMS, Czech 
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Republic). The heights of the wind sensors, used in this study, were 6.0 m above ground for 

the Terrace station, and 3.0 m for the Hørbye foreland, and Mumien Peak stations, 

respectively. The experimental measurements were carried out in the period of 9 to 22 July 

2013, i.e. typical summer season in the study area. However, the occurrence of icing in the 

wind speed data was reported at the highest station at Mumien Peak; therefore, such records 

have been removed or replaced by cross correlation using data measured concurrently at 

Petuniabukta. 

 

2.2. Modelling approach and simulation design 

The Advanced Research WRF mesoscale model (ARW) version 3.5 was used for the 

simulations in this study. The ARW is a state-of-the-art mesoscale non-hydrostatic numerical 

weather prediction model developed at the National Center for Atmospheric Research 

(NCAR) intended to be used in research tasks. It employs a fully compressible dynamical 

core and terrain-following hydrostatic-pressure vertical coordinates. More details of the 

model can be found in Skamarock et al. (2008). The polar version of WRF has not been 

included in the simulation design because of the timing of the wind observations conducted 

only in summer, without the presence of sea ice, stable temperature stratification or other 

wintertime conditions in the fjords, where the polar WRF can benefits from the more 

sophisticated treatment of the sea ice zone and related processes (Tatsula and Vihma, 2011). 

In this simulation, the WRF model was configured with three one-way nested domains 

in polar stereographic projection. The domains have a horizontal grid spacing of 9, 3 and 1 

km from the outermost to the innermost domain (Figure 1(b)). All three domains contain 

94×94 grid points and are centered at 78.71°N and 16.46°E. The outer domain D1 covers a 

large area ranging from the northeast corner of Greenland in the west to Franz Josef Land in 

the east. The middle domain D2 covers the large part of the Svalbard archipelago. The inner 
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domain D3 covers the smaller fjords, Billefjorden, Dicksonfjorden and part of Austfjorden, 

situated on the north coast of Spitsbergen, the largest island of the Svalbard archipelago and 

captures the local complex topography at 1-km resolution. In all domains, the model variables 

are estimated at 61 levels on vertical axis, of which 18 are normally in the lowest 1000 m of 

the atmosphere; the lowest full model level is approximately at 7.4 m above ground. The 

model top is set to 10 hPa. The model is initialized with ERA-Interim reanalysis data issued 

by the European Centre for Medium-Range Weather Forecasts (ECMWF). The input 

meteorological data are defined at standard pressure levels and have 0.5° horizontal 

resolution. The lateral boundary conditions are updated at 6-hour intervals during the 

simulation. The model runs with time steps of 60 s for the outer domain D1, 20 s for the 

domain D2 and 4 s for the inner domain D3. During the simulations, Billefjorden and other 

fjords were free of the sea ice. The sea surface temperature was set according to boundary 

conditions from the ERA-Interim reanalysis data. 

The aim of this study was to investigate the performance of the different BL schemes 

in the WRF model when compared to near-surface measurements from three meteorological 

stations in a small-scale area of Petuniabukta. Therefore the BL parameterization was crucial 

and corresponded to the combinations normally tested in the Arctic regions (e.g. Kilpeläinen 

et al., 2012; Hines and Bromwich, 2008). The two most common ABL parameterizations 

appearing in the studies are the Yonsei University (YSU) scheme and the Mellor-Yamada-

Janjic (MYJ) scheme. These are completed by the Quasi-Normal Scale Elimination (QNSE) 

scheme applied for example in Mayer et al. (2012) and Kilpeläinen et al. (2012) on Svalbard 

fjords. The surface fluxes over land and sea ice are provided by the Noah Land Surface Model 

(LSM) (Chen and Dudhia, 2001), which calculates soil temperature and moisture in four 

layers. It can be used for prediction of snow cover, which can be fractional, and moisture in 



10

vegetation cover. The scheme employs frozen soil physics. The skin temperature is 

diagnostic. 

The YSU scheme (Skamarock et al., 2008) is a first order approach based on non-local 

K-mixing in a dry convective boundary layer. The depth of the ABL is a function of the 

temperature profile. The entrainment layer is treated explicitly. In the recent versions of the 

WRF, a treatment of the stable boundary layer was significantly updated. In arctic regions, 

however, it is reported to perform poorer than other options (Kilpeläinen et al., 2012). The 

MYJ scheme (Janjic 1996; Janjic 2002) has a 1.5-order and 2.5-level closure of turbulence. It 

predicts turbulent kinetic energy (TKE) in one dimension through local vertical mixing. The 

scheme is normally used in the North American Mesoscale Forecast System developed in the 

operational version of WRF. It is often considered the best option in the Arctic regions (Hines 

and Bromwich, 2008). The QNSE scheme (Sukoriansky et al., 2005) follows a similar 

approach to MYJ. It also uses 1.5-order closure and local TKE-based vertical mixing. The 

main difference is a new theory that is used for the simulation of turbulence with stable and 

weakly unstable stratified atmosphere. At present, the QNSE scheme has become popular and 

shows promising results also in the Arctic region (Kilpeläinen et al., 2012; Roberts et al., 

2015). The parameterization of other processes affects the surface wind conditions 

considerably less, especially in summer season when the sea ice is not present. They were, 

therefore, not considered of primary importance. Long-wave and short-wave radiation is 

parameterized with the updated version of the Rapid Radiative Transfer Model (RRTMG) 

(Mlawer et al., 1997). The new version of Thompson scheme is used for cloud microphysics 

(Thompson et al., 2008). The Kain-Fritsch cumulus scheme (Kain, 2004) is applied in the 

outermost domain, in the other domains, convection is resolved explicitly. 

Finally, it is important to state that our work was primarily focused on the evaluation 

of the WRF performance with the three most widely used BL schemes in the Arctic region 
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∑ 2
  

and wind estimation errors occurring during different circulation patterns at the selected 

stations. Other surface variables, their spatiotemporal distribution and associated errors of the 

WRF model were not investigated in this study. 

 

2.3. Statistical evaluation 

The 12-days model simulation was verified based on experimental observations from three 

meteorological stations and different statistics. For wind speed we have used the Pearson’s 

correlation coefficient (r), bias and root-mean-square error (RMSE). The bias quantifies the 

overall bias of the observational wind speed and it can be used for the detection of a 

systematic under or overestimation by the model: 

∑
, 

         (1) 

where m and o are simulated and observed wind speeds and N is the number of records. 

The RMSE represents the sample standard deviation: 

 

.            (2) 

 

The wind estimates were calculated for the grid point nearest to each meteorological station 

which represented the best agreement with actual terrain altitude and land cover properties. 

Bias and RMSE values, i.e. the observations subtracted from the modelled data were 

calculated at each station for the whole period, and then averaged over the main wind 

directions. The periods with data missing for one of the locations were excluded from the 

error calculations. For verification of wind direction data, the directional accuracy parameter 

according to Santos-Alamillos et al. (2013) was used. The directional accuracy of circular 

distance (DACD) is based on the circular distance defined as the smaller of the two arc 
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lengths between two points along the circumference. For two angles α and β a circular 

distance is defined as follows (Jammalamadaka and Sengupta, 2001): 

∆ , min | |, 360 | | .
 (3) 

DACD accounts the percentage of times for which the circular distance between the observed 

and modelled data is less than a threshold, chosen as 30° (Santos-Alamillos et al., 2013), then: 

.     (4) 

For the purpose of comparison of the wind characteristics, the wind direction data were 

classified with a precision of 45° resulting in eight main sectors for which the wind rose 

charts were constructed.  

3. Results and Discussion

3.1. Atmospheric circulation and weather patterns  

The synoptic situations and prevailing circulation patterns were identified according to 6-hour 

geopotential height data extracted from the 850-hPa level of the ERA-Interim reanalysis 

project (Dee et al., 2011). At the beginning of the studied period (9–11 July), an extensive 

cyclone had its centre east of the Svalbard archipelago (Figure 2(a)) and moved firstly 

northward to the Nordaustlandet, and then southeast (Figure 2(b)) towards the Novaya 

Zemlya while weakening. The situation caused northwesterly and later northeasterly winds in 

central Svalbard at 850-hPa ranging from 5 to 10 m s-1, which carried cold air from the north. 

On 11 July the wind gradually weakened to 4 m s-1 (Figure 2(b)), followed by anticyclonic 

circulation that occurred at the 850-hPa level for the next 3 days. On 12 July, the ridge 

extending from the high pressure above the north Scandinavia spread over the Svalbard 

archipelago. It slowly weakened and was replaced by a high-pressure system from the North 



13

Pole on 13 July (Figure 2(c)). In central Svalbard the northerly or northeasterly flow prevailed 

with wind speeds below 3 m s-1. In the third part of the studied period (15–17 July), Svalbard 

weather was influenced by intense cyclonic circulation caused by a deep cyclone over the 

Novaya Zemlya moving towards the Svalbard archipelago (Figure 2(d)). It later changed the 

position and moved towards the Franz Joseph Land (16 July). This weather situation caused 

relatively strong pressure gradient in the study area and moderate northwesterly or northerly 

winds at 850-hPa between 8 m s-1 (17 July) and 11 m s-1 (15 July). On July 17 the low-

pressure system moved towards the North Pole and slowly disappeared. Instead, another 

anticyclonic situation formed over the Svalbard archipelago in the period of 18–19 July. The 

high-pressure ridge from the Novaya Zemlya approached the study area from the east (Figure 

2(e)). It gradually weakened during the next day and was replaced by a large low pressure 

system developing over the Scandinavian Peninsula. The wind speed in the Svalbard region 

was very low (<3 m s-1) and the wind direction ranged from east to southeast, however, the 

wind speed gradually increased in the afternoon of 19 July. In the last part of the studied 

period (20–22 July) the low pressure system moved from north Scandinavia towards Svalbard 

and further to the North Pole. It lead to strong pressure gradients at the 850-hPa level in the 

studied area causing an easterly to southeasterly flow with the highest wind speed (12 m s-1) 

on 20 July. Afterwards the wind direction changed towards west as the wind prevailed 

southwestern and western varying between 9 to 11 m s-1 (Figure 2(f)). 

3.2. Spatial variability of observed surface winds 

Figure 3(a) shows large variability of surface wind speed during experimental observations 

between all stations. Mean wind speed during the studied period reached 4.3, 3.2 and 3.6 m s-1 

for Terrace, Hørbye foreland and Mumien Peak, respectively. The maximal wind speed at the 

given stations ranged between 9.8 and 13.5 m s-1. The strongest winds at the low-situated 
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locations (Terrace and Hørbye foreland) can be generally accounted to the northerly flow 

(Figure 3(b)) from the Hørbyebreen and Ragnarbreen glaciers. In our case, maximal wind 

speed was observed on 11 July 2013 recorded as 9.8 m s-1 at Hørbye foreland and 10.2 m s-1 

at Terrace. On this day a strong pressure gradient influenced the studied area. It resulted from 

a large low-pressure system with the centre east of the Svalbard archipelago. A similar 

circulation pattern with strong winds was also observed at all stations on 15 July 2013. Due to 

deep low-pressure system and northwesterly flow at 850-hPa level, the surface wind speed 

reached high maximal values of 9.3, 7.8 and 10.7 m s-1 at Terrace, Hørbye foreland and the 

Mumien Peak, respectively (Figure 3(a)). The highest overall wind speed during the campaign 

was recorded at the Mumien Peak on 22 July 2013, exceeding 13.5 m s-1. During this event, a 

low-pressure system with strong pressure gradients passed between the Svalbard archipelago 

and Greenland towards the North Pole, while southerly surface wind was observed at the 

Hørbye foreland station and southeasterly winds at the other stations (Figure 3(b)). Lower 

wind speeds (<4 m s-1) were observed mainly during three periods, namely 9–10 July, 12–13 

July and 17–19 July. Although the low wind speed at the first period was influenced by a 

weakened cyclone located northeast of the Svalbard archipelago, the next two cases were 

caused by anticyclonic circulation in connection with a high-pressure ridge spreading over 

Svalbard (Figure 2(c), 2(e)). The wind direction highly fluctuated between southern, 

northwestern, and northern directions at all stations (Figure 3(b)). This confirmed high 

sensitivity of surface wind field to the anticyclonic circulation patterns. 

The strong influence of local topography on the surface wind pattern in Petuniabukta 

is also apparent in Figure 4. The relative frequency of wind direction in the 12-days period 

differed significantly between all stations. The prevailing wind directions were observed from 

the northeast (30%) and north (23%) at Terrace station, northwest (24%) and north (21%) at 

Hørbye foreland, and north (30%) and northeast (18%) at the Mumien Peak. On the other 
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hand, westerly and easterly winds rarely occurred at the Terrace and Hørbye foreland stations 

with a frequency of 15% (west) and 5% (east) at given stations. Morphology of the 

surrounding topography clearly corresponded with the wind rose pattern at the Hørbye 

foreland as well as Terrace station, increasing the frequency of the wind direction fitting the 

longitudinal axis of the Billefjorden with Petuniabukta (see Figures 1(c) and 4) and the side 

valleys with the Hørbyebreen and Ragnarbreen glaciers (in case of the Terrace station). 

Conversely, the wind direction distribution and occurrence of strong winds at the Mumien 

Peak confirmed that the air flow at the exposed and elevated sites is less disturbed by terrain 

in comparison to the other sites affected by channelling effect of the valley and drainage flow. 

 

3.3. Spatial and temporal variation in modelled wind speed 

For the purpose of the WRF output evaluation, the time series of modelled surface level (10 

m) wind from the inner domain was extracted at the grid point nearest to the position of each 

meteorological station in Petuniabukta. Differences between actual and modelled terrain 

elevation for all stations are given in Table 1. The highest elevation differences were found 

for the Mumien Peak and the Hørbye foreland stations, resulting from the digital elevation 

model (DEM) with a 1-km spatial resolution. The wind speed data were adjusted according to 

the actual height of wind instruments located below the standard height of 10 m. The neutral 

logarithmic wind profile was applied on the lowest model level data (ca 7.4 m above ground) 

with a surface roughness length of z0=0.015 m identical for each station. The chosen value of 

roughness parameter is typical for tundra and moor, based on data reviewed by Wiernga 

(1993). 

The time series of the surface wind speed simulated by WRF as well as the 

corresponding observations at three studied sites are presented in Figure 5. In general, the 

WRF simulations with all ABL schemes captured the temporal pattern of surface wind 
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observations reasonably well. However, the magnitude of modelled wind speed at the 

individual stations was estimated with less success in the observation period. One reason of 

the model errors can be related to significant synoptic scale variability in the Arctic, which 

caused fast changes in the near-surface variables with the typical period of 1 to 3 days 

(Mokhov et al., 2007; Nawri and Steward, 2009). Significant changes in the pattern of 

atmospheric circulation and related surface wind variability were also observed at 

Petuniabukta during the 12-days summer experiment. We found that observed and modelled 

data agree well when the circulation pattern belongs to cyclonic type driven by deep low-

pressure system with the prevailing northerly winds over Svalbard archipelago. Such 

situations occurred in the period of 10–11 July, 14–15 July and 20 July 2013. During these 

events, however, the overestimation of wind speed of about 3–4 m s-1 was observed at Hørbye 

foreland and Terrace stations. This can be explained by the limits of the individual BL 

schemes in the WRF model during specific synoptic conditions (Vihma et al., 2014). In these 

days, strong northern and northwestern advections in connection with deep cyclones centred 

east of the Svalbard archipelago were dominating at the 850-hPa geopotential height maps. 

Example of strong overestimation of the modelled wind speed is shown for 0300 UTC on 15 

July 2013 (Figure 6). The predominant northern advection was clearly reproduced by the 

WRF model, while the wind speed overestimation was found using all ABL schemes behind 

the steeper leeward slopes in the northern part of Petuniabukta. The areas of higher WRF 

wind speed extended from the bottom of leeward slopes to the crest, e.g. behind the 

Cheopsfjellet, Chephrenfjelletas, and partly also Pyramiden and Fortet peaks (Figure1(c)). 

However, the WRF-simulated wind fields during this event differed marginally for the three 

used BL parameterization schemes. The reasons for such a spatial bias in the WRF 

simulations can be associated with 1) the relatively high geostrophic wind speed in 

connection with large-scale forcing over the Svalbard archipelago, and 2) the dynamical 
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effects of the flow over and around complex terrain, which are still not explicitly 

parameterised. This result is comparable with the study of Nawri et al. (2012) where the WRF 

simulations was used in the evaluation of surface wind characteristics over Iceland. They 

demonstrated both significant effects of geostrophic winds on modelled surface winds and 

large differences in the wind field structure on the windward and leeward slopes in 

comparison to the WRF estimates.  

Obviously our simulation could not explain all aspects of the large variability in the 

wind field pattern caused by the complex topography of the Svalbard archipelago. As found 

by Kilpeläinen et al. (2011) and Esau and Repina (2012), there are specific driving 

mechanisms on the Svalbard archipelago, which can revert the background atmospheric wind 

resulting in differences in the vertical structure of the wind profiles, e.g. opposite direction of 

geostrophic and near-surface winds. The heterogeneity of modelled wind characteristics and a 

significant underestimation of wind speed were found at the Terrace station on 12 July 2013 

and during 19 July 2013 at all stations. In both cases the underestimation was likely caused by 

synoptic weather conditions related to a high-pressure system during which the WRF model 

failed in capturing local circulation systems as well as the surface wind characteristics 

recorded in Petuniabukta. The right panels in Figure 6 present the modelled wind patterns for 

the selected BL parameterization schemes on 19 July 2013 at 1200 UTC. This period was 

characterized by anticyclonic circulation with the prevailing eastern and southeastern 

advection, clear sky or partly cloudy conditions affecting the temperature lapse rate and 

convective processes in the ABL (Láska et al., 2013). We found that observed wind speed at 

Terrace was about 4 m s-1 higher than modelled values, which could indicate either the 

adiabatic subsidence with relating mechanical drainage in the larger part of Petuniabukta or 

land-sea breeze driving mechanisms also documented on Svalbard archipelago (e.g. Sandvik 

and Furevick 2002; Kilpeläinen et al., 2011; Láska et al. 2012). The authors report that land-
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sea breeze circulation systems can be driven by horizontal temperature differences between 

the open water of the fjord and the glaciers. Moreover, Esau and Repina (2012) suggested that 

temperature gradient may induce the background winds depending on the fjord topography 

and depth. In case of Petuniabukta and Terrace station, this likely occurs due to combination 

of land-sea breeze mechanism and recirculation of the warmer marine air on the short distance 

(less than 5 km) between the fjord water and surrounding valleys. Comparison of the 

modelled wind fields among all BL schemes shows that WRF simulations could not have 

captured such local processes. Therefore, wind estimates can be significantly underestimated 

in the Petuniabukta (see Figure 6) or similar narrow fjords on the Svalbard archipelago. Some 

source of inaccuracies in the WRF simulations can be connected with the model inputs based 

on the ERA-Interim reanalysis data which are derived from the limited number of 

observations in the Arctic. In a similar way, Nawri et al. (2012) found in the interior of 

Iceland that the negative wind speed bias in the WRF model was related to the weak 

geostrophic winds. To sum up, these results illustrate that in the absence of significant large-

scale forcing, e.g. in the high-pressure system overlying the domain boundaries, the WRF 

model can be missing an internal forcing over the land area or due to misrepresentation of the 

local topographic features. 

 

3.4. Statistical evaluation of surface wind simulations 

Table 2 and Figure 7 provide summary statistics of average errors and correlation coefficients 

between observed and modelled surface wind for different BL parameterization schemes 

during the 12-days measurements. In general, the WRF estimates showed a reasonable 

potential for simulation of the surface wind speed at all stations. It can be documented by 

correlation coefficients (r) that varied between 0.56 and 0.67 at the significant level p < 0.01. 

The highest correlation was found at the Hørbye foreland station (r = 0.67) but it had also the 
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largest mean bias of wind speed (0.5 m s-1) and root-mean-square error (RMSE = 2.4 m s-1). 

The mean wind speed bias was very small at the Terrace station (-0.1 m s-1) and Mumien Peak 

(-0.3 m s-1), while the RMSE was quite large (Figure 7(c)), ranging from 2.3 to 2.5 m s-1 for 

Mumien Peak and Terrace, respectively. 

The partial results of the wind speed simulation differed only marginally for the three 

used BL parameterization schemes (Figure 7). The comparisons indicate that all schemes tend 

to overestimate or underestimate the wind speed with the mean difference less than 0.1 m s-1. 

The best results given by the smallest bias and the lowest RMSE were found for the QNSE 

scheme across all stations. The YSU and MYJ produced moderately stronger wind with a 

larger RMSE at the Hørbye foreland station in comparison to QNSE parameterization. It is 

also confirmed by the relative frequency distribution of differences between observed and 

modelled wind speed (Figure 8) and specifics in appearance of the particular histograms. It is 

obvious that the largest differences and overestimation of modelled wind speed appeared at 

the Hørbye foreland and Terrace stations. It is documented by the lowest kurtosis and left 

skewness occurring at all schemes, with the second highest frequency at the interval of -1.5 m 

s-1 (Figure 8(a), 8(b)). It could indicate the model faults induced by a local topography, 

channelling or convergence of airflow descending from the higher part of the valleys 

Hørbyedalen and Ragnardalen to Petuniabukta (see Figure 1(c)). Recent studies of 

Kilpeläinen et al. (2011), Esau and Repina (2012) and Roberts et al. (2015) addressing the 

numerical simulations of local wind structure reported similar processes and mechanisms in 

the other fjords of the Svalbard archipelago, e.g. Isfjorden and Kongsfjorden. By contrast, the 

smallest differences between observed and modelled wind speed and were found at the 

Mumien Peak (Figure 8(c)). The high kurtosis and nearly symmetric distribution of the wind 

speed residuals at this station occurred for the MYJ and QNSE scheme, while the YSU 

scheme showed a slight left skewness. Therefore, it can be concluded that the best simulation 
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given by combining the high correlation, low bias and low RMSE were obtained for the 

Mumien Peak and then for Terrace station. The large overestimation of the surface wind 

speed at the Hørbye foreland station resulted from topographic features around the station. 

The morphology of narrow valley Hørbyedalen was not well represented in the DEM and 

influenced the differences between actual and modelled terrain elevation. Hence, it would 

affect the sensitivity and differences in the simulated surface level winds among all the BL 

schemes. It is necessary to point out that problem with wind speed simulation concerning a 

large bias and weak correlation in the Arctic and Antarctic was also identified by Kilpeläinen 

et al. (2012), Tatsula and Vihma (2011) or Roberts et al. (2015). 

The ability of three boundary-layer schemes to simulate the wind direction was 

evaluated on the basis of the DACD parameter (Figure 7(d)) and by comparison with the 

observed wind distribution (Figure 9). The mean DACD values (see Eq. 4) showed 

considerable differences between all stations. The highest DACD values for all schemes 

(above 35%) were found at the Hørbye foreland and Mumien Peak stations. On the other 

hand, low DACD values (18–21%) and week dependence of wind direction on WRF spatial 

resolution for all schemes were documented for Terrace station. In general, it seems that the 

DACD parameter was less sensitive to the selection of BL schemes in comparison to RMSE 

and bias values. The DACD differences among the BL scheme ranged between 2.5% and 

4.9% and were probably caused by a misrepresentation of the local topography and elevation 

(Figure 1(c) and Table 1). This resulted in unrealisticly strong northerly and northwestrely 

winds estimated at the Hørbye foreland and Terrace stations (Figure 9). On the other hand, 

northeasterly and southerly winds at Terrace station as well as northeasterly and southeasterly 

winds in case of the Mumien Peak and the Hørbye forland stations respectively were not 

captured by the WRF simulations. In these circumstances the physics options given by the BL 

schemes had a minor impact on the wind direction distribution (Figure 9). Nevertheless, the 
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highest score given by the mean values of DACD was found at the Mumien Peak for the YSU 

and scheme. Interestingly, at Terrace station the YSU and MYJ schemes had the largest errors 

in the DACD values due to the overestimation of northwesterly and northerly winds by more 

than 10% (Figure 9). Our results agreed that the WFR model capability to reproduce local 

winds over complex topography is still limited, even using 1-km spatial resolution. It 

confirms the findings from earlier studies in the Arctic fjords by Claremar et al. (2012) and 

Mayer et al. (2012) who suggested the model setup for resolving ABL phenomena. Moreover, 

it confirmed difficulties in capturing small-scale turbulence in the strongly stratified Arctic 

atmosphere even with a much higher resolution used in the WRF model (Esau and Repina, 

2012). 

Further statistical analysis was made to the investigate influence of the surrounding 

topography on the spatial variability of modelled wind speed and differences occurring in the 

eight main directions. The error calculations based on correlation coefficients, bias and 

RMSE, and the DACD parameter for the three observation sites and individual boundary-

layer schemes are shown in Table 3. In order to evaluate the wind characteristics, only the 

situations with a representative number of WRF estimates at each direction, defined by 

occurrence higher than 50 cases for Terrace and the Hørbye foreland stations and 25 cases for 

the Mumien Peak, were chosen. We found considerable but very inconsistent differences 

among the particular wind directions confirming the statistically significant results with p 

<0.01. Table 3 shows that the best results (high correlation, low bias and RMSE) between 

modelled and observed wind speed were found for the air flow from the northern, 

exceptionally also from the southern sector. The wind speed bias <0.5 m s-1 was documented 

for northerly wind at the Mumien Peak and northeasterly wind at Terrace and the Mumien 

Peak stations, while the bias for southerly, southeasterly and southwesterly winds at these 

stations often exceeded 1.0 m s-1. Moreover, a large overestimation was found at Hørbye 
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foreland station, with the bias between 0.8 and 1.7 m s-1 during northwesterly and northerly 

flows. On the other hand, the mean correlation coefficient for the air flow from the northern 

sector varied from 0.43 to 0.69 among the all stations. 

In general, the simulations had weak sensitivity to the BL parameterization schemes 

used in running the WRF model for wind assessment. The differences in the wind speed bias 

among all schemes were typically between 0.1 and 0.9 m s-1, depending on the prevailing 

wind direction and topography surrounding each station. Generally, the QNSE scheme 

performed best for all stations independent of the wind direction (mean bias <0.1 m s-1, mean 

RMSE = 2.1 m s-1), while the YSU and MYJ schemes showed in the same directions slightly 

higher bias (0.2 m s-1) and RMSE (2.3 and 2.5 m s-1). On the other hand, the YSU has 

generated the largest bias and RMSE during advection from the northern sector, especially at 

the Hørbye foreland stations (bias = 1.7 m s-1, RMSE = 3.2 m s-1). The comparison between 

the observed and modelled wind distribution showed that the DACD parameters varied more 

significantly among the main wind directions and studied sites than the wind speed estimates 

(Table 3). 

The sensitivity of the DACD parameter to the BL schemes was generally low and 

showed a strong dependence on the frequency of individual wind directions and local 

topography. The wind direction distribution was quite well reproduced at the Mumien Peak 

and the Hørbye foreland stations during northerly winds, with DACD values between 61% 

(QNSE) and 82% (YSU), respectively. The considerable lower DACD values were occurred 

during southerly or southeasterly winds at the all stations. Relatively high topographic 

complexity around the low-lying stations, which is precondition of the increased wind 

turbulence or occurrence of local circulation systems (Pielke, 2002), affected the WRF 

performance and higher differences in the DACD parameters among the chosen ABL 

schemes. As mentioned above, the Terrace and Hørbye foreland stations are situated in the 
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narrow part of the fjord, enhancing higher frequency of the winds parallel with the 

longitudinal axis of Petuniabukta and two other valleys Hørbyedalen and Ragnardalen. As a 

result, DACD values during westerly winds at the Hørbye foreland station varied significantly 

from 10% (MYJ) to 26% (YSU). Furthermore, the large discrepancy between modelled and 

observed wind distribution was found during northeasterly wind at Terrace station, where the 

DACD did not exceed 4% among the BL schemes. This is also evident from the modelled 

wind roses wherein northeasterly wind was not correctly reproduced and instead the northerly 

and northwesterly winds were enlarged (Figure 9). As it has been described earlier, the high 

occurrence of the northeasterly wind was also reported by Láska et al. (2012) analysing the 

surface wind characteristics in the period July 2009 to June 2010. In this study, we assumed 

that reason for such large differences during the northeasterly wind can be attributed to a 

misrepresentation of some terrain features in the DEM, or more likely can be related to the 

local circulation systems between the fjord water and Ragnardalen valley. As found by 

Kilpeläinen et al. (2011), Esau and Repina (2012) and Vihma et al. (2014), the land-sea 

breeze circulations in addition to the katabatic and channelled wind mechanisms may occur in 

the Svalbard fjords with a typical vertical structure and recirculation of the warmer marine air 

in the valley. Unfortunately, there are no relevant wind profile data and turbulence 

measurements in Petuniabukta to verify both the WRF capability and the causes of the 

increased frequency of the northeasterly wind at Terrace station. 

 

4. Conclusions 

The wind observations and numerical model simulation were performed at the coastal ice-free 

zone of Petuniabukta in central Spitsbergen during a 12-day summer experiment. The 

evaluation was based on the near-surface wind measurements taken at the three 

meteorological stations placed in different geographical location and altitude. In the WRF 
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numerical simulation we have focused on the three most widely used parameterization 

scheme of the BL in the Arctic region and an evaluation of the wind characteristics from the 

1-km horizontal resolution runs of the inner domain. The main conclusions drawn from this 

study are the following: 

‐ The surface wind characteristics were fairly well reproduced by the WRF simulation, 

and they were comparable with similar studies performed in the Arctic. Physical 

options given by three BL schemes had a rather small effect on the wind speed 

estimates. The mean correlation coefficients between the surface wind speed 

simulations and the observations varied from 0.56 to 0.67. The best results across all 

stations were found for the QNSE parameterization scheme (bias <0.1 m s-1, RMSE = 

2.3 m s-1), while the YSU and MYJ schemes showed a higher RMSE of 2.4 and 2.5 m 

s-1, respectively. 

‐ The wind speed simulations were sensitive to geographical position and elevation of 

the stations. Therefore, terrain morphology and its representation in the WRF model 

affected a final accuracy of the wind speed estimates. In this regard, the largest bias 

(0.6 m s-1) and RMSE (2.5 m s-1) were found at the Hørbye foreland station in which 

the fjord morphology was not well represented at 1-km spatial resolution. On the other 

hand, the wind speed bias was very small at the Terrace station (-0.1 m s-1) and the 

Mumien Peak (-0.3 m s-1), although the RMSE were large, ranging from 2.3 to 2.5 m 

s-1. 

‐ The predominant northerly wind direction was clearly reproduced by the model 

although there was large overestimation of wind speed documented by the mean bias 

between 0.8 and 1.7 m s-1 depending on the BL parameterization schemes. The model 

errors in wind direction were significantly higher than discrepancies in the wind 

speed. We found that all BL schemes had overestimated the frequency of occurrence 
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of northern or northwestern components with high wind speed especially at the low-

lying stations Terrace and the Hørbye foreland stations. This predominant direction 

can be associated with the channelling of drainage flows occurring in the fjord bottom 

and captured also by the WRF simulation. However, the wind estimates were turned 

by 15–25° clockwise at Hørbye foreland and 25–30° counterclockwise at Terrace 

stations. The large discrepancy between modelled and observed wind distribution was 

found during northeasterly wind at Terrace station, which is probably related with the 

local circulation systems and an occurrence of breeze circulation between the fjord 

water and surrounding valleys. 

‐ The accuracy of the wind speed estimates was also significantly dependent on the 

synoptic weather conditions. When the circulation pattern was related to a deep low 

pressure system and prevailing northerly or northwesterly flows, then observed and 

modelled data agree quite well. The significant large-scale forcing during these events 

was observed over the Svalbard archipelago in connection with the 850-hPa 

geostrophic wind exceeding 10 m s-1. On the other hand, surface wind speed and wind 

direction representation in the model often failed during less distinctive circulation 

pattern, e.g. high-pressure ridge or baric col associated with easterly or southeasterly 

flow over the Svalbard archipelago. During the anticyclonic circulations, the weak 

geostrophic winds (<5 m s-1), clear or partly cloudy conditions accompanied by the 

convective boundary-layer processes and local wind driving mechanisms caused the 

significant underestimation of the modelled wind speed against the observations. 

 

Although the comparisons showed in general a satisfactory agreement between the modelled 

and observed wind characteristics, further research should be carried out.  Most attention 

should be paid to boundary layer parameterization in relation to weak situations of large-scale 
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forcing, the dynamical effects of the flow around and over complex topography or the effect 

of local thermal circulation systems on the wind structure in the Arctic fjords and surrounding 

valleys. Another possibility to improve the capability of the WRF model relates to availability 

of appropriate data sets and therefore the needs for increasing number of observations at the 

near-surface and the lower part of troposphere by using a dense network of automatic weather 

stations, tower measurements or utilization of meteorological balloons and autonomous 

unmanned aerial systems. 
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Table 1. The geographical characteristics of the sites around the meteorological stations and 
the elevation of the WRF model grid box closest to the station position. 

Characteristics / Site Terrace Hørbye foreland Mumien Peak 

Type of surface 
marine terrace, tundra 

vegetation 

ice-cored moraine, 

debris material 

rock outcrops, regolith 

material 

Latitude (° N) 78.71060 78.74809 78.70021 

Longitude (° E) 16.46059 16.40084 16.31638 

Elevation (m a.s.l.) 15 67 773 

Elevation in WRF (m a.s.l.) 14 138 593 
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Table 2. Comparison of the observed and modelled hourly wind speed and wind direction in 
the WRF model given for different ABL schemes and the selected meteorological stations. 
Statistical characteristics for wind speed evaluation are represented by the correlation 
coefficient (r), bias (WRF – observations), root-mean-square error (RMSE), while the wind 
directions by a directional accuracy of circular distance (DACD). All correlation coefficient 
are significant at the 0.01 level. Abbreviations YSU, MYJ and QNSE refer to the boundary 
layer schemes used in the WRF model. The number of data pairs used for evaluation is given 
in the column NUM. The validation period is from 9 July 0000 UTC to 22 July 2013 
1800 UTC.  

Site Terrace Hørbye foreland Mumien Peak 
ABL 

scheme YSU MYJ QNSE NUM YSU MYJ QNSE NUM YSU MYJ QNSE NUM 
r 0.63 0.64 0.62 336 0.66 0.67 0.67 336 0.56 0.57 0.58 237 

bias 
(m s-1) -0.13 -0.14 -0.17 336 0.53 0.57 0.34 336 -0.29 -0.32 -0.38 237 
RMSE 
(m s-1) 2.71 2.43 2.40 336 2.54 2.41 2.13 336 2.36 2.21 2.22 237 
DACD 

(%) 19.01 20.83 18.45 336 38.39 37.80 39.00 336 40.08 38.40 35.02 237 
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Table 3. Evaluation of the observed and modelled hourly wind speed for different ABL 
schemes and meteorological stations categorized for the eight main wind directions 
(WindDir). Statistical characteristics for wind evaluation are represented by the correlation 
coefficient (r), bias (WRF – observations), root-mean-square error (RMSE) and directional 
accuracy of circular distance (DACD). Abbreviations YSU, MYJ and QNSE refer to the 
boundary layer schemes used in the WRF model. The number of data pairs used for 
evaluation is given in the column NUM. 

Terrace r bias (m s-1) RMSE  (m s-1) DACD (%) 
WindDir YSU MYJ QNSE YSU MYJ QNSE YSU MYJ QNSE YSU MYJ QNSE

NUM

N 0.67 0.69 0.65 1.03 0.95 0.47 3.03 2.71 2.77 44.74 52.63 43.42 76 

NE 0.50 0.50 0.51 0.28 0.06 0.09 2.99 2.71 2.68 2.00 2.00 4.00 100 

E 0.77 0.71 0.71 -0.36 -0.31 -0.39 1.76 1.74 1.77 10.00 15.00 15.00 20 

SE 0.06 -0.39 0.12 -0.59 -0.56 0.03 2.39 1.94 2.38 12.50 0.00 6.25 16 

S 0.35 0.41 0.39 -1.35 -0.91 -0.76 2.27 1.89 1.82 16.90 14.09 11.27 71 

SW 0.49 0.60 0.53 -1.42 -1.81 -1.27 2.24 2.27 2.04 10.00 13.33 0.00 30 

W 0.32 0.15 0.41 -1.75 -0.91 -1.41 2.90 3.08 2.55 0.00 10.00 10.00 10 

NW 0.73 0.86 0.81 1.86 1.40 1.02 3.04 2.21 2.10 69.23 76.92 92.31 13 

              
Hørbye 
foreland r bias (m s-1) RMSE  (m s-1) DACD (%) 

WindDir YSU MYJ QNSE YSU MYJ QNSE YSU MYJ QNSE YSU MYJ QNSE
NUM

N 0.55 0.62 0.53 1.68 1.33 0.82 3.21 2.91 2.84 81.69 80.28 78.87 71 

NE 0.35 0.37 0.43 1.62 1.41 0.93 2.99 3.26 2.37 51.28 64.10 51.28 39 

E 0.00 -0.02 -0.17 -0.25 -0.21 -0.15 1.53 1.08 1.03 10.00 20.00 10.00 10 

SE 0.46 0.58 0.64 -1.03 -0.70 -0.62 1.85 1.45 1.32 26.00 30.00 30.00 50 

S -0.22 -0.36 -0.12 -0.93 -0.83 -0.75 2.53 2.44 2.07 10.71 3.57 3.57 28 

SW 0.58 0.41 0.84 0.12 0.03 0.18 1.12 1.33 0.80 0.00 0.00 14.29 7 

W 0.32 0.37 0.31 0.14 0.34 0.21 2.20 2.01 1.97 25.49 9.80 23.53 51 

NW 0.84 0.80 0.84 0.86 1.07 0.76 2.39 2.33 1.97 26.25 27.50 31.25 80 

              
Mumien 

Peak  r bias (m s-1) RMSE  (m s-1) DACD (%) 

WindDir YSU MYJ QNSE YSU MYJ QNSE YSU MYJ QNSE YSU MYJ QNSE
NUM

N 0.64 0.64 0.66 0.32 0.34 0.27 2.36 2.23 2.19 61.11 59.72 61.11 72 

NE 0.44 0.43 0.48 -0.03 -0.12 -0.08 2.06 1.93 1.86 24.44 22.22 15.56 45 

E 0.18 0.37 0.26 -0.28 -0.13 -0.33 2.23 1.90 2.02 16.67 11.11 5.56 18 

SE 0.06 0.28 0.30 -1.93 -1.80 -1.92 2.89 2.64 2.71 14.82 7.41 3.70 27 

S 0.83 0.85 0.89 -1.12 -1.11 -1.17 2.30 2.39 2.32 19.05 9.52 9.52 21 

SW 0.63 0.74 0.67 -1.10 -1.37 -1.41 2.67 2.49 2.67 39.27 42.86 42.86 28 

W 0.53 0.56 0.60 0.44 0.01 0.13 1.81 1.46 1.50 75.00 75.00 58.33 12 

NW 0.74 0.72 0.77 1.11 1.22 1.09 2.19 2.05 1.93 64.29 78.57 64.29 14 
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Figure 1. (a) Atlantic sector of the Arctic with the Svalbard archipelago where the wind 
observations took place in July 2013. (b) Domains D1, D2 and D3 used in the WRF 
simulation with 9, 3 and 1 km spatial resolutions. (c) The inset map of the northern part of 
Billefjorden and Petuniabukta area with the location of automatic weather stations (blue 
triangles): 1 – Terrace, 2 – foreland of Hørbyebreen glacier, 3 – top of Mumien Peak. The 
modified map of Petuniabukta is based on the Svalbardkartet data, Norwegian Polar Institute. 
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Figure 2. Synoptic situations and prevailing circulation patterns over the Svalbard 
archipelago based on the 850-hPa geopotential height in meters (blue line) and winds in m s-1 
(arrow) from the ERA-Interim reanalysis data over the observation period. 
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Figure 3. Time series of 30-min wind speed (a) and wind direction (b) measured at the three 
meteorological stations in Petuniabukta in central Spitsbergen during the 12-days experiment. 
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Figure 4. Wind roses based on observed surface winds at the three meteorological stations in 
Petuniabukta in central Spitsbergen during the 12-days experiment. The values in the circle 
indicate the percentage of observation and colour scales show the wind speed categories (m s-

1). 
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Figure 5. Time series of hourly simulated and observed wind speeds at (a) Terrace, (b) 
Hørbye foreland and (c) Mumien Peak stations during the 12-days experiment. Abbreviations 
YSU, MYJ and QNSE refer to the boundary layer schemes used in the WRF model. Black 
arrows indicate two events with a high overestimation or underestimation of the wind speed 
estimates discussed in the text and Figure 6. 
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Figure 6. Example of two different results of surface wind simulation in the area of 
Billefjorden, central Svalbard: slightly overestimated surface wind speed on 15 July 2013 (left 
column) and underestimated wind speed on 19 July 2013 (right column). Abbreviations YSU, 
MYJ and QNSE refer to the boundary layer schemes used in the WRF model. The colors 
show wind speed (m s-1), while the vectors show wind direction.  The black line represents the 
surface elevation (100 m) based on the Svalbardkartet data, Norwegian Polar Institute. The 
coastal line is shown by white line. 
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Figure 7. Summary of wind speed and wind direction evaluation at the selected station in 
Petuniabukta represented by the (a) correlation coefficient, (b) bias (WRF – observations), (c) 
root-mean-square error (RMSE) and (d) directional accuracy of circular distance (DACD). 
Abbreviations YSU, MYJ and QNSE refer to the boundary layer schemes used in the WRF 
model. 
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Figure 8. Relative frequency distributions of the differences between modelled and observed 
wind speed at (a) Terrace, (b) Hørbye foreland and (c) Mumien Peak stations for the 12-days 
experiment. Abbreviations YSU, MYJ and QNSE refer to the boundary layer schemes used in 
the WRF model. 
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Figure 9. Comparison of observed and modelled wind roses for the three boundary layer 
schemes (YSU, MYJ and QNSE) used in the WRF model for the whole study period. The 
values in the circle indicate the percentage of observation and colour scales show the wind 
speed categories (m s-1). 
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Abstract: In order to simulate the warming effects on Arctic wetlands, three passive
open−top chambers (OTCs) and three control cage−like structures (CCSs) equipped with
soil temperature and soil volumetric water content (VWC) probes for continuous micro−
climatic measurements were installed in a wet hummock meadow, Petuniabukta, Bille−
fjorden, central Spitsbergen, in 2009. The warming effects on primary productivity were
investigated during summer seasons 2009 and 2010 in cyanobacterial colonies of Nostoc
commune s.l., which plays an important role in the local carbon and nitrogen cycles. The
microclimatic data indicated that the effect of OTCs was dependent on microtopography.
During winter, two short−term snow−thaw episodes occurred, so that liquid water was
available for the Nostoc communities. Because of the warming, the OTC hummock bases
remained unfrozen three weeks longer in comparison to the CCSs and, in spring, the OTC
hummock tops and bases exceeded 0�C several days earlier than CCS ones. Mean summer
temperature differences were 1.6�C in OTC and CCS hummock tops, and 0.3�C in the
OTC and CCS hummock bases. The hummock tops were drier than their bases; however
the VWC difference between the OTCs and CCSs was small. Due to the only minor differ−
ences in the microclimate of OTC and CCS hummock bases, where the Nostoc colonies
were located, no differences in ecophysiological characteristics of Nostoc colonies ex−
pressed as photochemistry parameters and nitrogenase activities were detected after two
years exposition. Long−term monitoring of Nostoc ecophysiology in a manipulated envi−
ronment is necessary for understanding their development under climate warming.

Key words: Arctic, Svalbard, Cyanobacteria, nitrogenase activity, photosynthesis.

Introduction

In Arctic hydro−terrestrial environments, considerable, i.e. visible, amounts of
microalgal and cyanobacterial biomass can accumulate over a long time period
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(Vincent 2000; Elster 2002). Cyanobacteria play a dual role there. Besides being
considerable primary producers, they are able to fix atmospheric nitrogen, thus be−
ing an important source of nitrogen for other organisms. Nitrogen often limits pri−
mary production in the Arctic (Henry and Svoboda 1986; Davey and Rothery
1992; Liengen and Olsen 1997; Walker et al. 2008; etc.).

The climate change significantly influences current temperature and moisture
conditions in Arctic ecosystems. The predicted effects of a doubling of the atmo−
spheric CO2 will be dramatic; mean annual temperatures in the Arctic may be
3–5�C higher within 100 years (Maxwell 1992; ACIA 2004; Callaghan et al.
2004a; Callaghan et al. 2004b). Most models also predict that the overall annual
global precipitation will increase. Temperature and precipitation increases will
have a large impact on cyanobacteria and microalgae community structure, and
also on their in situ ecophysiological performance (photochemical processes and
nitrogen fixation; Elster et al. 2001; Callaghan et al. 2004a, b), as water and tem−
perature are the major environmental predictors of species survival in the Arctic.
Even slight increases in temperature and precipitation could lead to a development
of a deeper active layer, higher rates of chemical transformation and, ultimately,
greater nutrient availability (Shaver et al. 2000; Rolph 2003; Walker et al. 2008).

It remains unclear how climate warming will affect nitrogen fixation. Some
authors predict, that future Arctic environments will experience increased nitrogen
fixation due to heightened enzymatic activity and increased concentration of car−
bon dioxide, while others predict that nitrogen fixation will be inhibited by in−
creased available nitrogen due to increased mineralization acting as a negative
feedback upon this process (Paul and Clark 1996; Walker et al. 2008).

Many field studies have been conducted on the potential effects of global
warming on the growth and community structure of vegetation, soil bacterial and
invertebrate community performances in various polar/alpine ecosystems (Marion
et al. 1997; Hollister and Webber 2000; Walker et al. 2008; Rinnan et al. 2009b).
By contrast, equivalent experimental studies on cryptogams (mosses, lichens,
cyanobacteria and microalgae) in the Arctic are much sparser and comparative
studies across sites are missing. Since cryptogams are the main primary producers
in high Arctic wetlands, any change in their growth or community structure caused
by climate change will affect the local ecosystem.

Passive open−top chambers (OTC) are the most frequent manipulation tech−
nique in these in situ warming experiments (Chapin and Shaver 1985; Strathdee
and Bale 1993; Kennedy 1995; Marion et al. 1997; Day et al. 1999; Hollister and
Webber 2000; Convey et al. 2002). This technique is standardized in design and
forms part of a broader geographical network of sites (e.g. The International Tun−
dra Experiment, ITEX), which allows for a comparison of responses on a circum−
polar scale (Molau and Mølgaard 1996).

Our experimental locality in Petuniabukta, Billefjorden, Central Svalbard, the
Norwegian Arctic, is situated in a wet hummock meadow. The meadow is satu−
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rated with water at the beginning of the vegetation season due to extensive
snowfield melting, however it gradually dries during summer and early fall
(Kvíderová et al. 2011). The desiccation process can be interrupted by short rain
events that could supply the tundra with water again. Tundra vegetation can be
subjected to repeated cycles of drying and re−hydration. In this hydro−terrestrial
ecosystem, the N. commune colonies are the most significant nitrogen source
(Liengen and Olsen 1997; Vincent 2000; Kvíderová et al. 2011). These colonies
are very abundant and produce high biomass, which significantly contributes to
the local carbon and nitrogen cycles (Kvíderová et al. 2011).

In this paper, we report on the first two years (2009 and 2010) of in situ experi−
ments, using passive open−top chambers to simulate warming, and control treat−
ments in a wet hummock meadow, Petuniabukta, Billefjorden, Central Svalbard.
The tasks of this field experiments are:
• To describe the microclimatic environment (surface soil layer temperature and

volumetric water content in the vegetative seasons, non−vegetative seasons and
transition period) including water chemistry of the wet hummock meadow un−
der natural (control) and in situ warming simulation.

• To compare the microclimatic parameters (temperature and volumetric water
content in hummock tops and bases) in the OTCs and control treatments in or−
der to estimate the OTC efficiency of warming.

• To evaluate photochemical performance and nitrogenase activity (nitrogen fix−
ation) of N. commune colonies in the wet hummock tundra in manipulated and
non−manipulated environments.

• To relate the microclimatic data with physiological performance of N. commune
in the wet hummock tundra in manipulated and non−manipulated environments.

Methods

Site description and experimental design

The experimental site is located in a wet hummock meadow at Petuniabukta,
Billefjorden, Central Svalbard (N 78�43’49” E 16�26’41”, 15 m a.s.l.) where the
vegetation is dominated by mosses (see vegetation type unit “Vegetation domi−
nated by mosses” description in Prach et al., this issue). Hummocks are 15–20 cm
high, about 20–30 cm in diameter and there are about 2–3 hummocks per 1m2. In
summer 2009, three Open−top Chambers (OTC) and three Control Cage−like
Structures (CCSs) were installed at the experimental locality (Fig. 1A). The OTC
was designed as a hexagonal chamber with a bottom diameter of 140 cm (side
length of 70 cm), top diameter of 90 cm (side length of 45 cm), and height of 50
cm. The area of each OTC was 1.27 m2. The chambers had inwardly inclined sides
(60� with respect to horizontal), which improved transmittance of solar radiation
and helped to trap heat. The chambers were constructed of Perspex (Quinn XT FL
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5 mm thick, Quinn Plastics, Ireland) designed specifically for solar applications.
This material had high solar transmittance in the visible wavelengths (90%) and
low transmittance in the infrared (heat) range (<5%). The tops of OTCs were cov−
ered by fencing over winter. The control treatments CCSs were designed as a cage
of equal length and width of 90 cm, and height of 40 cm. The area of each CCS was
0.81 m2. The cages were welded together with a 0.8 cm diameter iron pole stand
and covered by a wire screen. The entire experimental area is surrounded by a
wooden ring fence. The screen of the CCS and tops of the OTCs protected these
structures against damages e.g. from the Arctic fox, while the wooden ring fence
prevented a reindeer grazing. Construction of the OTC device is described in more
detail in the ITEX manual (Molau and Mølgaard 1996).

Water level and water physico−chemical parameters

In addition to the manipulation experiment, water level and water physico−
chemical parameters in the wet hummock meadow were monitored. A transect of
4 parallel rows of holes 30 cm deep were drilled into the permafrost across the exper−
imental plots. A polyethylene tube, 5cm diameter, with a densely perforated wall,
was installed inside each hole (Fig. 1B), in which the water level was measured by a
builder’s tape. Simultaneously, water from the tubes was sucked up by a syrette with
tubes, filtered through a pre−rinsed Whatman filter paper GF/C in the field and trans−
ferred to two acid−washed polythene bottles (100 ml). The first bottle was frozen for
transport to the Czech Republic, while the second was used in situ for measurements
of pH and conductivity (Kombibox WTE, Weilheim, CB 570).

Inorganic nitrogen and phosphorus concentrations were determined using a
Flow Injection Analyser (FIA, Tecator, Sweden; Růžička and Hansen 1981). Dis−
solved reactive phosphorus (DRP; PO4−P) was analysed by reaction with ammo−
nium molybdate and reduction by stannous chloride to phosphomolybdenum blue
(Proctor and Hood 1954, Application note AN60−83 Tecator). The detection limit
for DRP was 5 μg l−1. Nitrate− (NO3−N) and nitrite− (NO2−N) nitrogen were ana−
lysed by reaction with sulphonamide (Application note ASN 62−01−83) and am−
monium−nitrogen (NH4−N) by the gas diffusion method (Karlberg and Tweng−
strom 1983, Application note ASN 50−0187 Tecator). The detection limit for
NH4−N was 10 and for NO3−N was 3 μg l−1. For total nitrogen (TN) and total
phosphrus (TP) determination, the samples were treated by persulfate mineraliza−
tion at 151�C for 30 min. The concentration of Cl ions was determined by reaction
with mercury thiocyanate and ferric ions (Růžička et al. 1976, Application note
AN 63/83 Tecator, detection limit 5 μg l−1). The SO4−S content was analyzed by
FIA (Madsen and Murphy 1981, Application note ASTN42/86 Tecator, detection
limit 10 μg l−1). The dissolved substances (dry weight, DW) content was deter−
mined by evaporation and drying at 105�C (Howard 1933; Sokoloff 1933). Cation
contents (Na, K, Ca, Mg) were analyzed by a Varian Spectra AA 640 polarized
atomic absorption spectrophotometer (Techtron, Australia). A 300 mg sample was
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weighed into a thick−wall test tube and concentrated HNO3 of volume 0.75 ml and
concentrated HCl of volume 2.2 ml were added. The tube was closed with a loose
stopper. The sample was mixed and let to stand at ambient temperature for 16 hrs.
After that time, the sample was boiled at 120�C for 2 hrs. Then the sample was
cooled and filtered quantitatively into a 50ml volumetric flask. The 5% HNO3 was
added to get the final sample volume of 50 ml. For determination of cations con−
centration by atomic absorption spectrophotometry, the acetylele−air flame analy−
sis method was used for Na, K and Mg, and N2O−acetylene flame analysis of Ca.

Microclimatic parameters

In each treatment soil temperature and volumetric water content (VWC) were
permanently monitored approximately in the central part of each OTC and/or CCS
at the bases and tops of the hummocks. The soil capacitance method was used to
measure volumetric water content at a depth of ~2 cm below the ground. In total,
ten ECH2O EC−5 soil moisture probes (Decagon Device Inc., USA) and ten
Pt100/8 thermometers (EMS, Czech Republic) were inserted completely into the
substrate within the OTCs and CCSs. The ECH2O EC−5 probe dimensions were
5 × 2 × 0.1 cm which allowed for measurement of the apparent dielectric constant
of soil within a 2 cm zone on both flat sides of the probe. An EdgeBox V12 multi−
channel datalogger (EMS, Czech Republic) was used to excite and measure the
output from the ECH2O EC−5 soil moisture probes. The datalogger supplied 2.5V
to each ECH2O EC−5 probes and the outputs were converted by the calibration
equation for mineral soils (Parsons and Bandaranayake 2009). The output from all
probes was measured and stored at 60 min intervals.
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Fig. 1. The experimental site in the wet hummock meadow in Petuniabukta. A. Control cage−like
structure (left) and passive open−top chamber (right). B. Tube for water sampling. The distance be−
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Ecophysiological parameters of Nostoc commune

In summer 2009 three plastic Petri dishes (9 cm diameter), each with one col−
ony of N. commune, were installed to each OTC and CCS. A dense net of holes was
prepared by boring across the bottom and lid of each Petri dish. Filter paper was in−
serted on to the bottom of each Petri dish (Fig. 2A). The closed Petri dishes were
kept in contact with the wet tundra surface by needles. In both experimental sea−
sons (2009 and 2010), Petri dishes with N. commune colonies were regularly col−
lected, put into a cool box and transported to the field laboratory for measurements
of photochemical processes and nitrogenase activity.

Special Exposition Chambers (EC) were prepared in summer 2010, because of
an expected greenhouse effect in the closed Petri dishes. These ECs were made from
perplex glass tubes with a diameter of 12.5 cm; the same material was used for OTC
construction. The top and bottom of each tube were covered by plastic nets (square
holes with length of 0.5 cm), which were fixed by narrow plastic rings (Fig. 2B). In
each experimental treatment (OTC and CCS) three ECs, with one N. commune col−
ony in each, were in free contact with the moss tundra surface. In 2010, the N. com−
mune colonies enclosed in the ECs were regularly measured like the Petri dishes. Af−
ter measurements, all Petri dishes and ECs were returned exactly to the same place.

Weight, photochemical processes and nitrogenase activity were evaluated in
each colony. The colony was weighed on a digital scale (Denver Instruments, Ger−
many). Photochemical processes were measured by a FluorCam 700MF fluores−
cence imaging camera (Photon Systems Instruments, Czech Republic) using the
quenching protocol. The Nostoc colony was dark−adapted for 4 hours before the
measurement. Red measurement pulses of less than 3 μmol m−2 s−1 and lasting
33.3 μs were applied to obtain minimum fluorescence in the dark (F0). A saturation
pulse of white light of 2100 μmol m−2 s−1 lasting 800 ms was used to determine
maximum fluorescence in the dark (FM). The maximum quantum yield (FV/FM)
was measured 10 s after the start of the measurement in the dark adaptation state
and was followed by 40 s of dark relaxation (refer to Kvíderová et al. 2011 for pro−
tocol details). The photochemical parameter, maximum quantum yield during dark
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Fig. 2. Two types of exposition of Nostoc commune s.l. A. Petri dish. B. Exposition chamber.
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adaptation (FV/FM), was calculated using the FluorCam 7 software (Photon Sys−
tems Instruments, Czech Republic) as according to Roháček and Barták (1999)
and Maxwell and Johnson (2000). The equation used and detailed equation param−
eter descriptions are summarized in Kvíderová et al. (2011).

Nitrogenase activity (NA) was measured by acetylene−ethylene reduction as−
say (Stewart et al. 1967) in 100 mL glass flasks after 90 min incubation. Ethylene
in the samples was quantified with a gas chromatograph and nitrogenase activity
was expressed in nmol/h C2H4 per g fresh biomass. The details of the nitrogenase
activity evaluation are given in Kvíderová et al. (2011).

Statistical evaluation

All statistical evaluations were performed using Statistica 9.0 (StatSoft, USA);
differences were considered significant at P <0.05 (probability of Type I Error: null
hypothesis is rejected when it is true). All data were tested for normality before the
statistical evaluation. The non−parametric Kruskal−Wallis test was used for evalua−
tion of differences in physico−chemical parameters at the site below the terrace and
the experimental site (n = 10 in each sampling). The homologous groups determined
by the ANOVA/HSD test for unequal n at a significance level of 0.05 were used for
evaluating the differences in temperature and soil water content at the bases and tops
of each OTC and CCS for the whole experiment and vegetative season only (n = 3
for OTC and n = 2 for CCS in each data record; total of n = 13210 for all temperature
data from one probe and n = 10199 for all VWC data from one probe were used for
key data determination). Paired t−test was used to evaluate the inter−seasonal differ−
ence in number of “drought” days as an indicator of the difference in water availabil−
ity at the experimental locality (n = 10 for each year). The homologous groups deter−
mined by the ANOVA/Tukey HSD test at a significance level of 0.05 were used for
evaluating warming effects on Nostoc colonies (n = 9 in each treatment). Correlation
analysis was performed to evaluate the relationship between instantaneous microcli−
mate conditions (temperature, VWC) and ecophysiological parameters (weight,
FV/FM and nitrogenase activity) of the Nostoc colonies (Petri dishes: n = 36 for tem−
perature and n = 63 for VWC in OTCs, n = 24 for temperature and n = 42 for VWC in
CCSs; ECs: n = 27 in OTC and n = 18 in CCS for both variables), and the relation−
ship between water level depth and Nostoc colonies ecophysiology (Petri dishes: n =
63 in OTC, n = 42 in CCS; ECs: n = 27 in OTC, n = 18 in CCS).

Results

Water level and water physico−chemical parameters

Water levels in the wet hummock meadow greatly differed in the 2009 and 2010
summer seasons (Fig. 3). In 2009, the water level was well balanced through the
whole season, while in 2010 the water level decreased in the first half of the season
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due to the much smaller snow field in the upper part of the wet meadow, but came
back during the second half of the season. However, the ranges of the standard devi−
ation bars indicated that water level in all 9 measuring points differed due to
microhabitat diversity. In particular, microhabitat water level can be several centi−
metres below the surface, while a shallow surface pool could occur just a few meters
away.

Water physico−chemical parameters are given in Table 1. Because of the drier
second season (see below), the TP and DW values were slightly higher in 2010
than in 2009. On the contrary, NH4−N was slightly higher in 2009. In 2009, the re−
duced form of ammonium−nitrogen in the wet environment could not be oxidised
into nitrate and nitrite forms. In 2009 at the upper part of the experimental site, be−
low the terrace from where water was flowing into the meadow, NO2−N, NO3−N,
TN, PO4−P and TP concentrations were higher than in the meadow, since most of
the mineral nutrients were in the inflowing water. The decrease of pH in the experi−
mental field could be caused by calcium, magnesium and sulphate precipitation. In
the drier 2010 season, the physical and chemical parameters of samples from be−
low the terrace and the experimental field were comparable with the exception of
lower NO3−N at the OTC area. Such a decrease was observed also in 2009. This
could indicate nitrate consumption by the meadow vegetation.

Microclimatic parameters

Temperature. — The microclimate monitoring was initiated at the hummock
wet meadow in July 2009 and continued through the winter season till September
2010. However, soil temperature data acquired from July to December 2009 were
not included in the analysis and subsequent evaluation due to bad quality and the
occurrence of missing values in the data set. The courses of soil temperature at the
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Fig. 3. Water levels at the experimental locality (mean ± standard deviation, n = 10 in each sampling
date) in both the 2009 and 2010 growing seasons.

Unauthenticated
Download Date | 2/16/16 5:42 PM



tops and bases of hummocks in the OTCs and CCSs were therefore processed from
December 2009 till September 2010 (Fig. 4). Periods of temperature and volumet−
ric water content (introduced later) measurements were divided into; (i) vegetative
season 2009, (ii) non−vegetative season 2009−2010 including warming period in
spring, (iii) transition period 2010, and (iv) vegetation season 2010 (Figs 4, 5 and
Table 2). In both cases (OTC, CCS), temperatures fluctuated from 0�C down to −7
or −8�C from the start of measurements up to mid−June, 2010. There was a period
with temperatures around 0�C resulting in a partial snow thawing in the second
half of February 2010. During winter (non−vegetative season 2009/2010), the tem−
peratures in both OTCs and CCSs were very similar, however, Tmax was a little bit
lower in the OTCs (about 0.2�C; Table 2). The surface of the soil in all experimen−
tal treatments warmed up to temperatures close to 0�C from the beginning of May
(the non−vegetative season 2009/2010 – warming period in Table 2). The tempera−
ture reached −1�C in mid−May (transition period start date; Table 2) and, after this
period, the temperature remained stable around 0�C (transition period in Table 2).
The temperature of the OTC hummock tops reached positive values (vegetation
season 2010) for several days earlier in comparison to the CCSs; a similar pattern
was observed in the OTC and CCS hummock bases (Fig. 4). The duration of the
transition period was the shortest in the OTC hummock tops, and the CCS hum−
mock tops and bases, and was the longest in the OTC hummock bases (Table 2).
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Table 1
The physico−chemical parameters (mean ± standard deviation) of the site below the terrace and
the experimental field during the 2009 and 2010 seasons; n – number of samples, statistical sig−
nificance (non−parametric Kruskal−Wallis test) * – P <0.05, ** – P <0.01, *** – P <0.001.

2009 2010

all samples below terrace experimental
field all samples below terrace experimental

field

n = 23 n = 19 n = 4 n = 24 n = 5 n = 21

pH 7.61 ± 0.45 8.30 ± 0.44 7.47 ± 0.36** 7.52 ± 0.23 7.77 ± 0.04 7.48 ± 0.25

Conductivity μS cm−1 689 ± 223 831 ± 656 666 ± 95 814 ± 217 626 ± 73 841 ± 218

NH4−N μg l−1 140 ± 77 249 ± 126 121 ± 56 55.0 ± 53.5* 67.4 ± 16.5 53.2 ± 56.9

NO2−N μg l−1 4.09 ± 7.92 15.1 ± 21.8 2.24 ± 0.47* 3.18 ± 1.41*** 3.49 ± 0.50 3.13 ± 1.50

NO3−N μg l−1 82.3 ± 77.8 249 ± 82 49.9 ± 13.2** 133 ± 270 150 ± 66 131 ± 288*

TN μg l−1 539 ± 175 768 ± 206 491 ± 138* 620 ± 322 687 ± 85 611 ± 343

PO4−P μg l−1 22.7 ± 16.0 52.4 ± 28.2 17.4 ± 5.0* 14.9 ± 13.9 18.4 ± 0.9 14.4 ± 14.9

TP μg l−1 42.5 ± 17.7 73.8 ± 37.8 37.5 ± 5.9* 58.2 ± 7.1*** 62.1 ± 8.7 57.7 ± 6.9

Cl mg l−1 19.8 ± 58.6 99.5 ± 163.7 7.25 ± 2.32 11.5 ± 6.9** 10.7 ± 2.1 11.7 ± 7.3

DW g l−1 0.036 ± 0.024 0.021 ± 0.010 0.038 ± 0.026 0.065 ± 0.033* 0.050 ± 0.004 0.067 ± 0.035

Na mg l−1 15.0 ± 37.8 66.5 ± 105.4 6.90 ± 1.23 6.88 ± 3.16 5.69 ± 0.95 7.05 ± 3.33

K mg l−1 1.42 ± 2.23 4.41 ± 6.17 0.91 ± 0.17 1.46 ± 1.41 1.32 ± 0.38 1.48 ± 1.51

Ca mg l−1 134 ± 26 91.2 ± 11.7 141 ± 21 171 ± 55 126 ± 11.2 178 ± 56

Mg mg l−1 18.0 ± 4.0 19.8 ± 10.9 17.5 ± 2.3 21.0 ± 7.0 14.6 ± 3.9 21.9 ± 6.9

SO4−S mg l−1 214 ± 107 205± 130 219 ± 109 246 ± 46 226 ± 27 249 ± 48
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Fig. 4. Soil temperature in OTC and CCS hummock tops and bases during the experiment. A. OTC
base. B. OTC top. C. CCS base. D. CCS top. Lines: black, mean (n = 3 for OTCs, n = 2 for CCSs);

light gray, mean, standard deviation; dark gray, mean + standard deviation.
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Above−zero temperatures were reached for the first time (0�C date; Table 2) in the
OTC and CCS hummock tops as early as in mid− or late May 2010 (OTC hummock
tops with the exception of OTC1 on 12.6.2010). Positive (above−zero) tempera−
tures were reached in the OTC and CCS hummock bases almost one month later, in
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Fig. 5. Volumetric water content (VWC) in OTC and CCS hummock tops and bases during the exper−
iment. A. OTC base. B. OTC top. C. CCS base. D. CCS top. Lines: black, mean (n = 3 for OTCs, n = 2

for CCSs), light gray, mean, standard deviation, dark gray, mean + standard deviation.
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Table 2
The seasonal characteristics (mean ± standard deviation; n = 13210 for all temperature data
from one probe, n = 10199 for all VWC data from one probe) of the OTCs and CCSs. The
letter indicates homologous groups as identified by an ANOVA/HSD test for unequal n at
p = 0.05. Point definitions: Vegetative season end date = date on which the VWC dropped
to 0 for the first time; VWCrefline = steady−state VWC; drought = days when the VWC is
lower than VWCrefline – 10%; flood = days when the RWV is higher than VWCrefline + 10%;
non−vegetative season end date = date on which the temperature exceeded 0�C for the last
time; warming period start date = date on which the temperature exceeded the warming
threshold for the last time; warming threshold = non−vegetative Tmn – s.d.; warming period
duration = number of days between the warming period start date and transition period start
date; transition period start date = date on which the temperature exceeded −1.0�C for the
first time; transition period duration = number of days between the transition period start
date and vegetative season start date; 0�C date = date on which the temperature exceeded
0�C for the first time; wetting/thawing start date = date on which VWC exceeded 0 m3 m−3

for the first time; wetting/thawing end date = date on which the VWC reached VWCrefline for
the first time; wetting/thawing period duration = number of days between wetting/thawing
start date and wetting/thawing end date; vegetative period start = date on which the temper−
ature remained above 0�C for whole day; vegetative period duration = number of days

since the start of the vegetation period till 31.7.2010.

OTC CCS

top base top base

Vegetative season 2009

End date (VWC) [days] 15.9.2009 ± 1 2.11.2009 ± 48 15.9.2009 ± 0 30.9.2009 ± 1

VWCmin [m3 m−3] 0.01 ± 0.01 0.00 ± 0.00 0.05 ± 0.07 0.00 ± 0.00

VWCmn [m3 m−3] 0.07 ± 0.01a 0.31 ± 0.11b 0.08 ± 0.00a 0.34 ± 0.06 b

VWCmax [m3 m−3] 0.09 ± 0.01a 0.40 ± 0.03b 0.10 ± 0.00a 0.41 ± 0.04b

VWCrefline [m3 m−3] 0.07 ± 0.01a 0.38 ± 0.03b 0.08 ± 0.01s 0.40 ± 0.04b

Drought [days] 5 ± 4 34 ± 46 1 ± 0 18 ± 1

Flood [days] 3 ± 4 0 ± 0 7 ± 2 0 ± 0

Non−vegetative season 2009/10

End date [days] 27.5.2010 ± 15 9.6.2010 ± 4 18.5.2010 ± 1 13.6.2010 ± 3

Tmin [�C] −7.7 ± 1.0 −7.1 ± 0.8 −7.9 ± 0.6 −7.8 ± 0.1

Tmn [�C] −4.2 ± 0.8 −3.5 ± 0.5 −3.9 ± 0.07 −3.8 ± 0.6

Tmax [�C] 0.0 ± 0.0a 0.0 ± 0.1a 0.1 ± 0.1ab 0.2 ± 0.01b

Warming period start date [days] 29.4.2010 ± 4 3.5.2010 ± 4 1.5.2010 ± 4 1.5.2010 ± 5

Warming threshold −6.5 ± 1.0 −5.9 ± 0.7 −6.5 ± 0.7 −6.3 ± 0.4

Warming period duration [days] 15 ± 3 12 ± 2 16 ± 4 16 ± 5

Transition period 2010

Start [days] 15.5.2010 ± 6 15.5.2010 ± 6 16.5.2010 ± 1 17.5.2010 ± 0

Duration [days] 25 ± 1a 32 ± 2b 27 ± 4ab 32 ± 2ab

0°C date [days] 27.5.2010 ± 14 10.6.2010 ± 4 17.5.2010 ± 1 13.6.2010 ± 3

Wetting/thawing start date [days] 20.5.2010 ± 3 30.5.2010 ± 8 18.5.2010 ± 1 28.5.2010 ± 15

Wetting/thawing end date [days] 23.5.2010 ± 4a 17.6.2010 ± 4b 1.6.2010 ± 9ab 18.6.2010 ± 1b

Wetting/thawing period duration [days] 3 ± 1 18 ± 10 14 ± 8 21 ± 16
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mid−June 2010 (Table 2). A few days later, the temperature remained above 0�C
for a whole day in the hummock tops and bases in both OTCs and CCSs (vegeta−
tive season start date; Table 2). In spring 2010, hummock tops had a longer vegeta−
tion season for about one week in comparison with bases, probably due to the sig−
nificantly shorter transition period (Table 2). Summer season temperatures in the
OTC hummock tops commonly reached 18–20�C (Fig. 6) and rarely even 30�C.
CCS hummock top temperatures were lower, ranging from 12 to 14�C, and rarely
reached the maximum of 25�C. Mean maximum and mean summer season temper−
atures were higher by 7.6�C and 1.6�C, respectively, in the OTC hummock tops
compared to the CCS ones (Table 2, Fig. 6). Although the temperature data proved
warming effects in the hummock tops in the OTCs, the warming effects were small
in the hummock bases. The mean summer seasonal differences between OTC and
CCS bases were 0.3�C (OTCs > CCSs). Summer−vegetation season temperatures
in the OTC hummock bases reached 8–10�C, while they were slightly lower in
CCS bases, being around 7–8�C (Fig. 6). There were no significant differences in
mean temperature and mean maximum temperature between OTC and CCS hum−
mock bases (Table 2, Fig. 6). Unfortunately, temperature measurements from the
end of summer 2009 and 2010 are not available; however we estimate that temper−
atures had fallen below 0�C in the second half of October.

Volumetric water content (VWC). — The courses of volumetric water con−
tent (VWC) in hummock tops and bases in the OTCs and CCSs, were measured
from July 2009 to September 2010 (Fig. 5). At the end of August and beginning of
September 2009, the water content dropped slightly in both (OTC and CCS) hum−
mock bases. Both OTC and CCS hummock tops were dry at that time. On Septem−
ber 15–16, 2009, the first frost came and water content in both (OTCs and CCSs)
hummock top localities decreased (vegetative season 2009 end date; Table 2). The
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OTC CCS

top base top base

Vegetative season 2010

Start date (T) [days] 9.6.2010 ± 7 16.6.2010 ± 4 12.6.2010 ± 4 17.6.2010 ± 2

Vegetative season duration [days] 52 ± 7 45 ± 4 49 ± 4 44 ± 2

Tmin [�C] −1.3 ± 0.5a 0.0 ± 0.1b −0.8 ± 0.1ab −0.2 ± 0.4b

Tmn [�C] 8.4 ± 0.5a 5.3 ± 0.2b 6.8 ± 0.3c 5.0 ± 0.1b

Tmax [�C] 28.2 ± 1.5a 12.7 ± 1.5b 20.6 ± 4.0c 13.3 ± 0.4b

VWCmin [m3 m−3] 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00

VWCmn [m3 m−3] 0.08 ± 0.01a 0.30 ± 0.01b 0.06 ± 0.02a 0.31 ± 0.06b

VWCmax [m3 m−3] 0.27 ± 0.12 0.41 ± 0.02 0.27 ± 0.19 0.42 ± 0.03

VWCrefline [m3 m−3] 0.06 ± 0.00a 0.39 ± 0.02b 0.06 ± 0.01a 0.40 ± 0.04b

Drought [days] 27 ± 8 35 ± 7 51 ± 48 45 ± 11

Flood [days] 44 ± 4a 0 ± 0b 33 ± 7a 0 ± 0b

Table 2 – continued.
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CCS hummock bases froze at the end of September 2009. At that time, the OTC
hummock bases still remained unfrozen and froze on October 6 to 8, 2009, with the
exception of OTC 1 which froze on December 28, 2009; perhaps the microclimate
was kept warmer due to the insulation effect of snow cover. The vegetative season
of OTC hummock bases was prolonged by three weeks in comparison with OTC
and CCS hummock tops and by one week compared to CCS hummock bases. Dur−
ing winter there were two episodes (mid December 2009 and mid January 2010)
when water content in all hummock localities increased because of snow thaw.
Snow thaw started in all experimental treatments in the second half of May 2010
(wetting/thawing start date; Table 2). Approximately three days later (wetting/
thawing period duration; Table 2), OTC hummock tops were saturated by water
(so−called wetting/thawing end date; Table 2).The CCS hummock tops were also
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Fig. 6. Mean daily soil temperature and volumetric water content during the first part of the 2010 veg−
etative season (n = 3 for OTCs, n = 2 for CCSs).
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saturated by water in the beginning of June 2010. The thaw started about two
weeks later, in mid−June 2010, in the OTC and CCS hummock bases. The maxi−
mum saturation levels were reached in the second half of June. A period of drought
occurred in July when water content had decreased in all experimental treatments.
From that time, the hummock tops (in both OTCs and CCSs) were completely dry
till the end of the vegetative season. The hummock bases (in both OTC and CCS)
were wetted again at the end of July and water content remained at the same level
for the rest of the summer (Fig. 6). Generally, with the exception of the mean maxi−
mum VWC reflecting the thaw period in early summer 2010, VWC was always
lower in the hummock tops in both OTC and CCSs during both summer seasons
(Table 2, Fig. 6). Mean summer season relative water contents in the OTCs and
CCSs hummock bases were higher by 0.3 and 0.2 m3 m−3 than in the hummock tops
in 2009 and 2010, respectively (Table 2). Affectivity of OTC (warming/in−
crease−decrease relative water content/duration of summer season) is also well
documented in detail in the summer curves (Fig. 6).

The annual VWC course seems to be similar in both seasons. After the thaw
period and full water saturation in June, a drought period occurred in July and was
followed by water re−saturation in August and early September. The high variabil−
ity reflects the heterogeneity of the microenvironment at the experimental site. De−
spite this variability, the data indicate that summer 2009 was significantly wetter
than that for the same period in 2010. The drought periods, as defined in Table 2,
lasted 3 ± 4 days and 21 ± 16 days in 2009 and 2010, respectively (paired t−test, n =
10 for each year, t = −3.364, P = 0.005; only data between July 14, 12:00, and Sep−
tember 12, 10:00 were considered). The large inter−seasonal differences reflect
different water availabilities in individual summer seasons.

Ecophysiological parameters of Nostoc commune s.l.

Changes in fresh weight of the experimental Nostoc commune s.l. colonies dur−
ing both summer seasons are shown in Fig. 7A, B. The first datapoint in each chart
indicates the weight of the colonies in the fully−hydrated state. The colonies were
kept in plastic Petri dishes (installed on July 14, 2009) and ECs (installed on July 2,
2010) at hummock bases in the OTC and CCS treatments. At the beginning of sum−
mer 2009, shortly after installation of the OTCs and CCSs, the weight of the colonies
decreased due to the transfer of the colonies from a well wetted meadow to the Petri
dishes, and further due to desiccation of the hummock meadow (see previous chap−
ter). In the first half of August 2009, the weight slightly increased, however it did not
reach the weight in the fully−hydrated state as at the beginning of the experiment.
The observation in summer 2010 confirmed that the weights of the colonies, in both
the Petri dishes and Exposition Chambers, had followed the water availability in the
wet meadow (Table 3). No statistical differences were observed between OTCs and
CCSs at each date of measurement (Table 3). However, the date on which the mea−
surements were performed, corresponding to the actual conditions at the locality and
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the history of these conditions, affected the weight of the colonies (two−way
ANOVA, n = 9 for each treatment and exposition type, F(7,122) = 10.9, P <0.001 for
Petri dishes and F(3, 64) = 75.9, P <0.001 for ECs, Fig. 7A,B).

Also FV/FM values of Nostoc commune indicate the maximum possible quan−
tum yield of the photosystem II, and thus physiological status of the colonies, fol−
lowed the water availability in the wet meadow (two−way ANOVA, n = 9 for each
treatment and exposition type, F(7,122) = 3.95, P = 0.001 for Petri dishes and F(3,
64) = 18.4, P <0.001 for ECs, Fig. 8A, B, Table 3). The maximum Fv/Fm in the
fully−hydrated state of the colonies is indicated by the first datapoint in both charts.
There were only small differences between OTC and CCS treatments reflecting
the similar conditions at hummocks bases in both OTCs and CCSs. However, the
FV/FM values in the drier summer season of 2010 were slightly higher in compari−
son with the wetter 2009 season (ANOVA/HSD test for unequal n, n = 54 for 2009
and n = 72 for 2010, F(1,122) = 19.800, P <0.001, Table 3). Decrease of FV/FM due
to meadow desiccation observed in the ECs in 2010 was not confirmed in the Petri
dishes, probably due to the experimental setting. The filter paper used for facilita−
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Fig. 7. Changes in Nostoc commune s.l. colony weight (mean ± 95% confidence interval) during the
vegetation season(s). A. Colonies in Petri dishes. B. Colonies in Exposition Chambers (n = 9 for each

treatment).
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tion of water transfer between the dish and the outside environment probably
served as a temporary additional water supply to the colonies. Also, the enclosure
of the colonies in the Petri dishes reduced evaporation loses compared to the ECs.

The seasonal curves of N. commune nitrogenase activity in colonies enclosed
in the Petri dishes revealed that this was also related to the water availability in the
meadow (two−way ANOVA, n = 9 in each treatment, F(6,112) = 4.90, P <0.001,
Fig. 9A, B, Table 3). However, great variability of nitrogenase activity among the
colonies did not allow detection of any seasonal pattern in the ECs (see the 95%
confidential interval of the first datapoint in each chart indicating the values of
nitrogenase activity in fully−hydrated colonies). As in the cases of weight and
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Table 3
Physiological chatacteristics (mean ± s.d.) of the Nostoc colonies during the 2009 and 2010
growing seasons. The letter indicates homologous groups recognized by Tukey HSD test
for P = 0.05. n – number of samples in given treatment, FV/FM – maximum quantum yield,

NA – nitrogenase activity.

Weight [g] FV/FM NA [nmol g−1 hr−1]

OTC CCS OTC CCS OTC CCS

n = 9 n = 9 n = 9 n = 9 n = 9 n = 9

Petri dishes

14.7.2009 0.76 ± 0.47c 0.62 ± 0.36bc 3.41 ± 10.66 7.54 ± 12.61

22.7.2009 0.14 ± 0.13a 0.20 ± 0.27ab 0.19 ± 0.10 0.17 ± 0.14 0.00 ± 0.00 0.00 ± 0.00

1.8.2009 0.19 ± 0.11a 0.28 ± 0.16ab 0.14 ± 0.12 0.21 ± 0.13 −3.15 ± 51.07 23.73 ± 22.85

11.8.2009 0.27 ± 0.12ab 0.37 ± 0.20abc 0.25 ± 0.13 0.29 ± 0.12 24.05 ± 35.93 31.42 ± 59.40

2.7.2010 0.41 ± 0.14abc 0.47 ± 0.22abc 0.35 ± 0.09 0.29 ± 0.24 42.37 ± 31.07 24.45 ± 31.86

11.7.2010 0.23 ± 0.08ab 0.37 ± 0.22a 0.33 ± 0.15 0.33 ± 0.19 25.85 ± 32.34 27.54 ± 41.91

27.8.2010 0.19 ± 0.05a 0.22 ± 0.14a 0.33 ± 0.08 0.32 ± 0.21 5.67 ± 9.37 3.66 ± 10.79

10.9.2010 0.21 ± 0.10a 0.21 ± 0.13a 0.31 ± 0.08 0.32 ± 0.14 1.06 ± 9.18 1.28 ± 6.29

Exposition Chambers

29.6.2010 7.94 ± 2.54 6.10 ± 1.91 0.42 ± 0.06 0.49 ± 0.10 20.81 ± 10.08 18.64 ± 9.14

10.7.2010 0.38 ± 0.13 0.29 ± 0.10 0.13 ± 0.06 0.08 ± 0.16 106.4 ± 285.4 6.63 ± 7.78

28.8.2010 1.27 ± 1.56 1.27 ± 0.90 0.37 ± 0.23 0.42 ± 0.20 13.83 ± 12.44 14.07 ± 11.47

11.9.2010 1.60 ± 1.67 1.33 ± 0.71 0.38 ± 0.10 0.35 ± 0.12 9.39 ± 9.15 6.51 ± 4.72

Table 4
Correlation between environmental variables and Nostoc colonies ecophysiological pa−

rameters in ECs. The statistically significant correlations are marked by bold font.

OTC CCS

Weight FV/FM NA Weight FV/FM NA

Temperature
−0.334 −0.556 0.198 −0.594 −0.654 −0.199

p = 0.088 p = 0.003 p = 0.321 p = 0.009 p = 0.003 p = 0.430

VWC
0.313 0.447 0.049 0.470 0.228 0.282

p = 0.111 p = 0.019 p = 0.807 p = 0.049 p = 0.362 p = 0.257

Water level
−0.363 −0.5749 0.274 −0.591 −0.596 −0.258

p = 0.063 p = 0.002 p = 0.167 p = 0.010 p = 0.009 p = 0.301
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FV/FM, only negligible differences in nitrogenase activity between OTC and CCS
treatments were observed.

There was no significant correlation between the microclimate parameters and
ecophysiological features of the Nostoc colonies kept in Petri dishes in both OTCs
and CCSs.

Table 4 shows the correlations between the environmental variables (tempera−
ture, VWC and water level depth) and ecophysiological parameters (colony weight,
FV/FM and NA) of the Nostoc colonies kept in ECs, OTCs and CCSs. The nitro−
genase activity (NA) was not significantly affected by microclimate parameters for
colonies enclosed in ECs or water level depth for colonies enclosed in both OTCs
and ECs. However, in OTCs, the FV/FM was negatively correlated with temperature
and water level depth, but positively with VWC. This was also the case for CCSs in
general. However, for the colonies enclosed in the ECs in the CCSs, FV/FM was neg−
atively correlated with temperature and colony weight, but positively with VWC.

412 Josef Elster et al.

Fig. 8. Changes in Nostoc commune s.l. colony maximum quantum yield (FV/FM; mean ± 95% confi−
dence interval) during the vegetation season(s). A. Colonies in Petri dishes. B. Colonies in Exposition

Chambers (n = 9 for each treatment).
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These data indicate that the colonies enclosed in Petri dishes were protected
from the microclimatic effects, probably due to limited contact between the inte−
rior of the Petri dish and its surrounding environment. There may also be a green−
house effect inside the dish. This type of exposition should not be used in future
experiments. The data from the ECs indicate that the colonies were negatively af−
fected by temperature and water deficiency in the meadow; this type of exposition
should be preferred in future experiments.

Discussion

Arctic hydro−terrestrial habitats (wetlands, including hummock wet meadows)
are important ecosystems in an arid and cold tundra environment (Elster 2002;
ACIA 2004). They cover large areas of the Earth's surface and play a fundamental
role in the global climate system (Wieder 2001; ACIA 2004). Wet hummock
meadows are highly productive plant ecosystems where carbon uptake prevails

Impact of warming in a wet hummock meadow 413

Fig. 9. Changes in Nostoc commune s.l. colony nitrogenase activities (NA; mean ± 95% confidence
interval) during the vegetation season(s). A. Colonies in Petri dishes. B. Colonies in Exposition

Chambers (n = 9 for each treatment).
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above carbon loss from the soil (Rinnan et al. 2007; Biasi et al. 2008). In addition,
the high Arctic hummock wet meadows are a prevalent and highly sensitive type
of polar hydro−terrestrial ecosystem affected by climate change (ACIA 2004).

Water level and water physico−chemical parameters

The seasonal courses of climatic and microclimatic conditions of Petuniabukta
are discussed in detail in this issue (Láska et. al., this issue). However, from our
measurements it is obvious that the range of winter snow accumulation and its
melting at the beginning of summer in the upper part of the studied locality is the
principal factor influencing water availability in wet meadow hummock tundra.
On the contrary, water availability is better balanced at the end of summer proba−
bly because of the active layer and melting of the upper part of the permafrost. A
similar pattern of seasonal water availability was demonstrated in small tundra
lakes in the eastern part of Petuniabukta (Zwolinski et al. 2007).

The wet hummock meadow lies on a steplike system of raised marine terrace
which is characteristic for the post−Pleistocene shoreline layout of Svalbard
(Salvigsen 1984). Geologically, the Petuniabukta area is composed of Middle and
Upper carboniferous carbonates, anhydrites, gypsum, sandstone and conglomer−
ates (Dallmann et al. 1994). The lower wet hummock meadow terrace is com−
prised of sandy and gravel sediment originating from local waste material. In pre−
vious studies of water physico−chemical parameters of the Petuniabukta freshwa−
ter ecosystem (Zwolinski et al. 2007; Paluszkiewicz et al. 2008; Zwolinski et al.
2008) it was shown that marine aerosols, predominantly Na and Cl ions, are com−
monly present in higher concentrations in the wetland. In our samples, higher Na
and Cl contents were recorded only in water inflowing to the meadow from snow
melt at the beginning of summer 2009. Yellow−brown precipitates were recorded
in both the eastern and western parts of Petuniabukta bay, in the wet meadows and
even in shallow pools and lake bottoms, and on the surfaces of mosses, vascular
plants and even Nostoc commune s.l. mats (Zwolinski et al. 2007; Paluszkiewicz et
al. 2008; Zwolinski et al. 2008). Higher concentrations of calcium, magnesium
and sulphate in our samples from the experimental field site (compared to inflow
water) confirmed their precipitation in the wet hummock meadow. Concentrations
of the biogenic elements (N, P) in the inflow water were higher than in the
meadow. Hummock wet meadow serves as a biological filter of biogenic elements
including CO2 and serves as a sink for these biogenic elements in the high Arctic
ecosystem (Johansson et al. 2006; Oberbauer et al. 2007).

Microclimatic parameters

Our results and those of several recent studies (Nordstroem et al. 2001; Renner−
malm et al. 2005; Sullivan and Welker 2005; Sullivan et al. 2008) clearly demon−
strate that, in the hydro−terrestrial environment of wet hummock meadows, the ef−
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fect of passive open−top warming chambers clearly depends upon microtopography.
The dry tops of hummocks have completely different microclimatic conditions in
comparison with wet hummock bases. In addition, there was also a time shift in the
warming of dry tops and wet bases of hummocks. In situ warming experiments sim−
ulated by the OTCs even extended these microclimatic differences.

Because of faster melt inside of the OTC hummock tops, positive temperatures
were measured at a depth of ~2 cm below the surface (reached already in
mid−May) for several days earlier in the OTCs in comparison with the CCSs. In ad−
dition, during melt time the temperature differences between hummock tops in
OTC and CCS were as great as 11�C; these differences were not so dramatic later
in the season. Similar results of spring temperature differences between warmed
and control sites were demonstrated in a moist, acid, tussock tundra site near
Toolik Lake, Alaska. Immediately following snow melt in 2002, the differences in
soil surface temperatures between warmed and ambient plots approached a maxi−
mum of 1.5�C. Later, daily mean temperatures differed by only 0.84�C (Sullivan
and Welker 2005).

Mean summer temperatures differed by 1.6�C between OTC and CCS hum−
mock tops. During most of the summer temperatures in the OTC hummock tops
were at 18–20�C and rarely reached 30�C, while in the control boxes they were
12–14�C and rarely 25�C. Mean maximum temperatures were higher by 7.6�C in
OTC hummock tops than in control boxes. On the contrary, the warming effect was
much lower in the wet bases of hummock in the OTC treatments with mean summer
differences between hummock bases in OTCs and CCSs were 0.3�C. Summer tem−
peratures in hummock bases reached 8–10�C in OTCs and 7–8�C in CCSs. Temper−
ature differences between hummock tops and bases reached 8–10�C in OTCs and
4–6�C in CCSs treatments. Although the ITEX warming open top chambers were
used very commonly in various Arctic, Antarctic and alpine terrestrial ecosystems
(Marion et al. 1997; Hollister and Webber 2000; Kudo and Suzuki 2002; Wada et al.
2002; Bokhorst et al. 2008; Walker et al. 2008; Rinnan et al. 2009a; Rinnan et al.
2009b; Simmons et al. 2009), the OTC warming experiments are more rare in vari−
ous shallow wetland habitat types (Nordstroem et al. 2001; Rennermalm et al. 2005;
Sullivan and Welker 2005; Sullivan et al. 2008). In NW Greenland wetlands
(Sullivan et al. 2008), the microtopography of the sites is a mosaic of hummocks,
which extend above the water table, and hollows, which lie beneath 5–15 cm of wa−
ter during the short growing season. Air temperature (20 cm above surface) in OTC
was about 2�C higher than in the control. Hummock soil temperature was higher
than air temperature. Hollows temperature was colder than air temperature. Midday
soil temperatures were generally warmer in hummocks than in hollows. These re−
sults principally follow our data and characterize the warming effects of OTC in a
wetland ecosystem (high Arctic wet meadows).

A wide spectrum of ecological and physiological studies have shown that, in
terms of environmental priorities, demands for moisture (water in a liquid form)
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precede demands for nutrients, which in turn, precede demands for high tempera−
tures (Svoboda and Henry 1987; Kennedy 1993; Elster 2002; Elster and Benson
2004). The courses of volumetric water content showed that OTC hummock bases
remained unfrozen until October or even December. The vegetative season of
OTC hummock bases was prolonged by one and/or three weeks in comparison
with OTC and CCS hummock tops, and CCS hummock bases. Episodes with snow
thaw can occur even during winter, meaning that liquid water can be available for
poikilohydric biota (ecological opportunists) living in wet meadows.

Ecophysiological parameters of Nostoc commune s.l.

Desiccation stress represent the most severe injury in the polar regions (Davey
1989). Cyanobacterial primary production and nitrogen fixation have to follow the
moisture conditions (Liengen and Olsen 1997; Vincent 2000; Novis et al. 2007;
Kvíderová et al. 2011). However, Davey (1989), Hawes et al. (1992), Novis et al.
(2007) and Kvíderová et al. (2011) have shown that even a partially hydrated
Nostoc commune s.l. colony is capable of photosynthesis and nitrogen fixation in
Arctic hydroterrestrial habitats. This can provide a big advantage for Nostoc
commune s.l. itself and also for the ecological functioning of the hummock mead−
ows when water supply fluctuates widely. In situ experiments at the same locality
showed that if colony water loss was less than ca 40% of its fully hydrated weight,
no or only minor desiccation damages were observed. However, when weight loss
exceeded ca 40%, the colony starts to shrink and changes in the mucilage structure
begins. Nitrogenase activity declined slowly when water loss exceeded 70% and
diminished completely at a weight loss of ca 80%. The photochemical activity re−
mained unaffected till the colonies lost ca 80% of their original weight and was de−
tectable till weight loss of ca 90% (Kvíderová et al. 2011). However, measure−
ments in summer 2010 confirmed that weights of Nostoc commune s.l. colonies,
their maximum quantum yield of photosystem II, and thus physiological status of
the colonies and their nitrogenase activity in both Petri dishes and Exposition
Chambers followed the water availability in the wet meadow. No statistical differ−
ences were observed between OTCs and CCSs at each date of measurement, prob−
ably due to only small differences in the microclimatological parameters at hum−
mock bases in the OTCs and CCSs. Our in situ one and/or two seasons warming
experiments consisting of passive open−top chambers, which raise ambient tem−
perature and slightly changed water availability in experimental treatments of wet
hummock meadow tundra, did not influence the photochemical processes and
nitrogenase activity of Nostoc commune s.l. colonies.

Proposition for further research

Ecosystem manipulation of the wet meadow where Nostoc commune s.l. colo−
nies produce high biomass in the wet bases of hummocks resulted in mean summer
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temperature being only 0.3�C higher in OTCs than control treatments. However,
short−term snow−thaw episodes occurred in the OTCs during winter. Earlier snow
melt in the spring and later freezing over in fall also significantly prolong the vege−
tation season (by several days/weeks) in the manipulated environment of the
OTCs. Liquid water is available for the growth of Nostoc colonies during this time.
However, we do not have photochemistry and nitrogenase activity measurements
in the non−vegetation season. On the basis of our results and experiences of this pi−
lot study of Nostoc commune s.l. ecophysiological reaction to simulated warming,
we propose the following research:
• Continuous whole year measurements of the ecophysiological parameters of

Nostoc colonies, which may show growth of Nostoc colonies during the non−
vegetation season.

• Continue with OTC manipulation using the same technique and measure the
ecophysiological response of Nostoc colonies to warming over a long period of
time (5 to 10 years experiment).

• Technical adjustment of OTCs with the aim of increasing the temperature by up
to 3 to 5�C at the hummock bottom. This can be done by covering the OTC’s
(with the same material by which the OTCs are constructed), with creation of
holes. The number and size of holes should be prepared according to an OTC’s
temperatures.

• Replacement of the Petri dishes by more open exposition chambers like our ECs
or direct fixation of a colony to the substrate by a wire mesh. The Petri dishes,
even with drilled holes, are not suitable for such experiments, since the transport
of water and heat between the interior of the Petri dish and surrounding environ−
ment is restricted.
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