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#### Abstract

The habilitation thesis is devoted to recent developments on boundary value problems for nonlinear elliptic equations with a Hardy potential in a measure framework. The presence of the Hardy potential which is singular on the boundary of the domain under consideration and the involvement of measures in the analysis yield substantial difficulties and lead to disclose the novelty of the research. New aspects are displayed not only on employed methods but also on observed novel phenomena.

The thesis consists of five chapters. The first chapter addresses the main topics covered in the thesis and presents our contributions, which are collected from our recent works, including results on the existence, nonexistence, uniqueness, a priori estimates and qualitative properties of solutions, a full characterization of isolated boundary singularities, removable singularities. The major features of the problems under investigation depend essentially on the expression of the nonlinear term in equations. Therefore, typical models are successively considered throughout the last four chapters in order to reveal different phenomena. In particular, chapter 2 deals with absorption nonlinear terms and chapter 3 treats source nonlinear terms. Chapter 4 is devoted to an extension of results in the previous chapters to more general equations and systems. Finally chapter 5 focuses on the case where nonlinear terms depend on both solutions and their gradient.


## CHAPTER 1

## Introduction

Section 1.1 of this chapter is devoted to an overview on boundary value problems for linear and nonlinear elliptic equations involving the classical Laplace operator in function settings and in measure frameworks. We also discuss the role of measures and point out essential differences between the linear case and nonlinear case in measure frameworks. In Section 1.2, we give the motivation for the study of singular operators which are the Laplace operator perturbed by Hardy potentials. Then we address the main problems involving these operators in this thesis. The interaction between Hardy potentials and measures leads to interesting features of the problems and reveals new phenomena. We present briefly our main contributions, including results extracted from our joint paper with Moshe Marcus [106], with Konstantinos Gkikas $[78,80]$ and on our single-author work [119], as well as accompanying comments and comparisons with previous in the literature. This may help the reader to grasp the main results more easily and to follow the subsequent sections more smoothly. The detailed statements of these results are provided in Section 1.3 of the chapter for the convenience of the reader. Finally, in Section 1.4, we discuss related and open problems which have recently attracted a great deal of attention.

The thesis is not a self-contained text despite of our effort to make it accessible to researchers and students with different backgrounds. We assume that the reader is familiar with basic notions in functional analysis and measure theory which can be found in standard textbooks, for instance $[34,64,63,1,76]$. However, at some places, relevant concepts and ideas from these fields are recalled and explained in order the make the exposition of the main results clearer.

### 1.1. Overview on boundary value problems

In this section, we first list basic notations that are used frequently throughout the thesis. The reader is referred to the standard textbooks $[1,34,63,76,128,116,139,140]$ for more properties of these notations. Then we recall well known results for boundary value problems for linear and nonlinear equations involving the classical Laplace operator. These results, as well as the proofs, can be found in excellent references [116, 138, 139].

## Basic notations.

- Assume $\Omega$ is a domain (namely a connected, open nonempty subset) in $\mathbb{R}^{N}(N \geq 1)$. Let $C(\Omega)$ be the space of continuous functions on $\Omega$. We denote by $C^{k}(\Omega)$ the space of functions $k$ times continuously differentiable on $\Omega$ (for integer $k \geq 1$ ) and $C^{\infty}(\Omega)=\cap_{k \geq 1} C^{k}(\Omega)$. Let $C_{c}(\Omega)$ be the space
of continuous functions on $\Omega$ with compact support in $\Omega$. Put $C_{c}^{k}(\Omega)=$ $C^{k}(\Omega) \cap C_{c}(\Omega)$ and $C_{c}^{\infty}(\Omega)=C^{\infty}(\Omega) \cap C_{c}(\Omega)$.
- Let $\phi \in C(\Omega)$ be a positive weight function. Denote by $L^{\kappa}(\Omega, \phi), 1 \leq$ $\kappa<\infty)$ the weighted Lebesgue space of functions $v$ satisfying $\int_{\Omega}|v|^{\kappa} \phi d x<$ $\infty$. This space is endowed with the norm

$$
\|v\|_{L^{\kappa}(\Omega, \phi)}:=\left(\int_{\Omega}|v|^{\kappa} \phi d x\right)^{\frac{1}{k}}
$$

When $\phi \equiv 1$, these spaces become the usual Lebesgue spaces $L^{\kappa}(\Omega)$. We denote by $L_{\text {loc }}^{\kappa}(\Omega)$ the space of functions $v$ such that $v \in L^{\kappa}\left(\Omega^{\prime}\right)$ for any compact subset $\Omega^{\prime} \subset \Omega$.

- For $1 \leq \kappa<\infty$, the weighted Sobolev space $W^{m, \kappa}(\Omega, \phi)$ is defined by

$$
W^{m, \kappa}(\Omega, \phi):=\left\{v \in L^{\kappa}(\Omega, \phi): D^{\beta} v \in L^{\kappa}(\Omega, \phi) \text { for every }|\beta| \leq m\right\} .
$$

This space is endowed with the norm

$$
\|v\|_{W^{m, \kappa}(\Omega, \phi)}:=\sum_{|\beta| \leq m}\left\|D^{\beta} v\right\|_{L^{\kappa}(\Omega, \phi)} .
$$

We denote by $H^{1}(\Omega, \phi)=W^{1,2}(\Omega, \phi)$. When $\phi \equiv 1$, these spaces become the usual Sobolev spaces $W^{m, \kappa}(\Omega)$. We denote by $W_{l o c}^{m, \kappa}(\Omega)$ the space of functions $v$ such that $v \in W^{m, \kappa}\left(\Omega^{\prime}\right)$ for any compact subset $\Omega^{\prime} \subset \Omega$.

- A Borel measure on $\Omega$ is called a Radon measure if it is bounded on compact sets of $\Omega$. Let $\mathfrak{M}(\Omega, \phi)$ be the space of Radon measures $\tau$ on $\Omega$ satisfying $\int_{\Omega} \phi d|\tau|<\infty$ and $\mathfrak{M}^{+}(\Omega, \phi)$ be the positive cone of $\mathfrak{M}(\Omega, \phi)$. Denote by $\mathfrak{M}(\partial \Omega)$ the space of bounded Radon measures on $\partial \Omega$ and by $\mathfrak{M}^{+}(\partial \Omega)$ the positive cone of $\mathfrak{M}(\partial \Omega)$. The space $\mathfrak{M}(\Omega, \phi)$ and the space $\mathfrak{M}(\partial \Omega)$ are respectively endowed with the norms

$$
\begin{aligned}
\|\tau\|_{\mathfrak{M}(\Omega, \phi)} & :=\int_{\Omega} \phi d|\tau|, \\
\|\nu\|_{\mathfrak{M}(\partial \Omega)} & :=\int_{\partial \Omega} d|\nu| .
\end{aligned}
$$

- Denote by $L_{w}^{\kappa}(\Omega, \phi), 1 \leq \kappa<\infty$, the weak Lebesgue space (or Marcinkiewicz space) with weight $\phi$. The subscript $w$ is an abbreviation of "weak". See the definition of weak Lebesgue spaces in subsection 1.3.1.
- Denote $\delta(x)=\operatorname{dist}(x, \partial \Omega)$ where $\partial \Omega$ is the boundary of $\Omega$. When $\phi=\delta^{\theta}$ with $\theta>-1$, we have the spaces $L^{\kappa}\left(\Omega, \delta^{\theta}\right), W^{m, \kappa}\left(\Omega, \delta^{\theta}\right), \mathfrak{M}\left(\Omega, \delta^{\theta}\right)$ and $L_{w}^{\kappa}\left(\Omega, \delta^{\theta}\right)$.
- A sequence $\left\{\Omega_{n}\right\}$ is a $C^{2}$ exhaustion of $\Omega$ if $\left\{\Omega_{n}\right\}$ is uniformly of class $C^{2}$ and for every $n, \bar{\Omega}_{n} \subset \Omega_{n+1}$ and $\cup_{n} \Omega_{n}=\Omega$.
- Throughout the thesis, $c, c_{1}, c_{2}, C, C_{1}, C^{\prime}$ denote positive constants which may vary from line to line. We write $C=C(a, b)$ to emphasize the dependence of $C$ on the data $a, b$.
- The notation $f \sim h$ means that there exist positive constants $c_{1}, c_{2}$ such that $c_{1} h<f<c_{2} h$.
- For any $a, b \in \mathbb{R}$, we write $a \wedge b=\min \{a, b\}$ and $a \vee b=\max \{a, b\}$.
- For $\kappa>1$, we denote by $\kappa^{\prime}$ the conjugate exponent, i.e. $\kappa^{\prime}=\frac{\kappa}{\kappa-1}$.
- For a set $E$ in $\mathbb{R}^{N}$, denote by $\chi_{E}$ the indicator function of $E$.
- For $x \in \mathbb{R}^{N}$, denote by $\delta_{x}$ the Dirac measure concentrated at $x$.
- Denote by $d S$ the surface element on $\partial \Omega$.
- For $z \in \partial \Omega$, denote by $\mathbf{n}_{z}$ the outer unit normal vector at $z$. We denote by $\frac{\partial}{\partial \mathrm{n}}$ the derivative in the outer normal direction on $\partial \Omega$.
- The gradient of $u$ is $\nabla u=\left(\frac{\partial u}{\partial x_{1}}, \ldots, \frac{\partial u}{\partial x_{N}}\right)$.
1.1.1. Function settings. Nonlinear elliptic equations have been one of the most developed subject in the area of partial differential equations (PDEs) not only because of their great interest to other fields within mathematics such as calculus of variations, harmonic analysis, measure theory, differential geometry, fluid dynamics, probability theory, but also because of their applications in physics, engineering, and other applied scientific disciplines. The simplest second order PDE is the Laplace equation

$$
\begin{equation*}
-\Delta u=0 \quad \text { in } \Omega \tag{1.1.1}
\end{equation*}
$$

where $\Omega$ is a domain in the Euclidean space $\mathbb{R}^{N}(2 \leq N \in \mathbb{N})$ and $\Delta$ denotes the Laplace operator (or Laplacian) defined by $\Delta u=\sum_{i=1}^{N} \frac{\partial^{2} u}{\partial x_{i}^{2}}$. In (1.1.1) and throughout the present thesis, we write the Laplace operator with 'minus sign' because the operator $-\Delta$ is positive. In the context of this habilitation thesis, unless otherwise stated, $\Omega$ is a $C^{2}$ bounded domain (see the definition of $C^{2}$ domains in Gilbarg and Trugdinger [76]). A function $u \in C^{2}(\Omega)$ satisfying equation (1.1.1) is called harmonic.

Roughly speaking, a boundary value problem for (1.1.1) is a problem of finding an harmonic function $u$ in $\Omega$ which satisfies certain auxiliary boundary conditions on some part of the boundary $\partial \Omega$ in some sense. There is a huge literature on boundary value problems for (1.1.1), and for more general elliptic equations, in which one of the earliest well-known works is the Dirichlet problem which asks if we can find an harmonic function $u$ in $\Omega$ with a prescribed boundary value $u=h$ on $\partial \Omega$, where $h$ is a given function defined on $\partial \Omega$. The history of such Dirichlet problem is remarkable and led to an extensive development of methods in PDEs in function settings (see a survey by Brezis and Browder [35]).

Another important equation is the Poisson equation which arises in many varied physical situations

$$
\begin{equation*}
-\Delta u=\tau \quad \text { in } \Omega, \tag{1.1.2}
\end{equation*}
$$

where $\tau$ is a given datum. The Dirichlet problem associated the Poisson equation is

$$
\left\{\begin{align*}
-\Delta u=\tau & \text { in } \Omega,  \tag{1.1.3}\\
u=\nu & \text { on } \partial \Omega,
\end{align*}\right.
$$

where $\nu$ is a given boundary datum. It is classical that if the data $\tau$ and $\nu$ are smooth enough then problem (1.1.3) admits a unique classical solution $u \in$ $C^{2}(\Omega) \cap C(\bar{\Omega})$ (see for example [76, Theorem 4.3]) and hence the equation and the boundary value condition in (1.1.3) are understood in the pointwise sense. By multiplying the equation in (1.1.3) by $\phi \in C_{0}^{2}(\bar{\Omega})$, where

$$
C_{0}^{2}(\bar{\Omega})=\left\{\phi \in C^{2}(\bar{\Omega}): \phi=0 \text { on } \partial \Omega\right\}
$$

and then using the integration by parts, we obtain the formula

$$
\begin{equation*}
-\int_{\Omega} u \Delta \phi d x=\int_{\Omega} \tau \phi d x-\int_{\partial \Omega} \nu \frac{\partial \phi}{\partial \mathbf{n}} d S, \tag{1.1.4}
\end{equation*}
$$

where $\mathbf{n}$ is the outer normal unit vector to $\partial \Omega, \frac{\partial}{\partial \mathbf{n}}$ denotes the derivative in the outer normal direction on $\partial \Omega$ and $d S$ denotes the surface element on $\partial \Omega$. When $\tau$ and $\nu$ are not regular, one faces a difficulty stemming from the fact that (1.1.3) does not admit any classical solution. However we observe that functions satisfying (1.1.4) may exist, which leads to the definition of weak solutions. More precisely, Brezis [33] defined weak solutions to (1.1.3) with integrable data as follows:

Assume $\tau \in L^{1}(\Omega, \delta)$ and $\nu \in L^{1}(\partial \Omega)$, a function $u$ is a weak solution of (1.1.3) if $u \in L^{1}(\Omega)$ and $u$ satisfies (1.1.4) for all $\phi \in C_{0}^{2}(\bar{\Omega})$. Here $\delta$ is the distance function to the boundary $\partial \Omega$.

It is known, by the classical approximation method, that for any $\tau \in$ $L^{1}(\Omega, \delta)$ and $\nu \in L^{1}(\partial \Omega)$, there exists a unique weak solution $u$ of (1.1.3) (see [116, Proposition 1.1.3]).

Let $G^{\Omega}: \Omega \times \Omega \backslash\{(x, x): x \in \Omega\} \rightarrow \mathbb{R}_{+}$be the Green kernel (or Green function) associated to the operator $-\Delta$ and $P^{\Omega}: \Omega \times \partial \Omega \rightarrow \mathbb{R}_{+}$be the Poisson kernel associated to $-\Delta$, i.e.

$$
P^{\Omega}(x, y)=-\frac{\partial G^{\Omega}}{\partial \mathbf{n}}(x, y) \quad \forall x \in \Omega, y \in \partial \Omega
$$

More properties and sharp estimates of Green kernel and Poisson kernel can be found in $[132,63,31,128,139]$.

For any $\tau \in L^{1}(\Omega, \delta)$ and $\nu \in L^{1}(\partial \Omega)$, the unique weak solution to (1.1.3) can be represented by

$$
\begin{equation*}
u(x)=\int_{\Omega} G^{\Omega}(x, y) \tau(y) d y+\int_{\partial \Omega} P^{\Omega}(x, y) \nu(y) d S(y) \tag{1.1.5}
\end{equation*}
$$

The theory of linear problem (1.1.3) forms a basis for the investigation of the Dirichlet problem

$$
\left\{\begin{align*}
-\Delta u+f(u)=\tau & \text { in } \Omega  \tag{1.1.6}\\
u=\nu & \text { on } \partial \Omega
\end{align*}\right.
$$

where $f: \mathbb{R} \rightarrow \mathbb{R}$ is a given function, $\tau$ and $\nu$ are given data. The equation in (1.1.6) consists of the linear part $\Delta u$ and the nonlinear part $f(u)$. This problem has been studied by many authors in various function settings (see, for example, Brezis and Strauss [33, 40], Marcus and Véron [116], Quittner and Souplet $[127,128]$ and Drábek and Milota [51] and references therein). Weak solutions of problem (1.1.6) are defined Brezis and Strauss as follows:

Assume $\tau \in L^{1}(\Omega, \delta)$ and $\nu \in L^{1}(\partial \Omega)$, a function $u$ is a weak solution of (1.1.6) if $u \in L^{1}(\Omega), f(u) \in L^{1}(\Omega, \delta)$ and $u$ satisfies

$$
\begin{equation*}
-\int_{\Omega} u \Delta \phi d x+\int_{\Omega} f(u) \phi d x=\int_{\Omega} \phi \tau d x-\int_{\partial \Omega} \frac{\partial \phi}{\partial \mathbf{n}} \nu d S \quad \forall \phi \in C_{0}^{2}(\bar{\Omega}) . \tag{1.1.7}
\end{equation*}
$$

Notice that for any $\phi \in C_{0}^{2}(\bar{\Omega}),|\phi| \leq c \delta$, therefore $\phi \tau \in L^{1}(\Omega)$. Consequently, $L^{1}(\Omega, \delta)$ is the largest function space for the data.

When $f: \mathbb{R} \rightarrow \mathbb{R}$ is a continuous, nondecreasing function with $f(0)=0$ (in this case it is called absorption nonlinear term), the solvability of (1.1.6) for any $\tau \in L^{1}(\Omega, \delta)$ and $\nu \in L^{1}(\partial \Omega)$ is essentially due to Brezis and Strauss [40] and was demonstrated by Marcus and Véron in [116, Proposition 2.1.2]. It is worth emphasizing that this result holds true for a quite large class of absorption terms since it does not require any additional condition on
$f$. Therefore, in this regard, linear problem (1.1.3) and nonlinear problem (1.1.6) in $L^{1}$ setting share a similarity.

### 1.1.2. Involvement of measures.

Thomas-Fermi equation. A motivation for the study of semilinear elliptic equations in measure frameworks stems from the Thomas-Fermi theory (see Lieb [95] and Bénilan and Brezis[20]). The theory was invented by L. H. Thomas and E. Fermi in order to describe the electron density $\varrho(x)$, $x \in \mathbb{R}^{3}$ and the ground state energy for a system (e.g. a molecule) consisting of $k$ nuclei of charges $m_{i}>0$ and fixed locations $A_{i} \in \mathbb{R}^{3}(1 \leq i \leq k)$ and $\ell$ electrons. The Thomas-Fermi energy functional for the system is

$$
\mathcal{E}(\varrho)=\frac{3}{5} \int_{\mathbb{R}^{3}} \varrho^{\frac{5}{3}} d x-\int_{\mathbb{R}^{3}} V \varrho d x+\frac{1}{2} \int_{\mathbb{R}^{3}} \int_{\mathbb{R}^{3}} \frac{\varrho(x) \varrho(y)}{|x-y|} d x d y+U
$$

on

$$
\mathcal{A}:=\left\{\varrho \geq 0: \varrho \in L^{1}\left(\mathbb{R}^{3}\right) \cap L^{\frac{5}{3}}\left(\mathbb{R}^{3}\right), \int_{\mathbb{R}^{3}} \varrho d x=\ell\right\}
$$

where $V(x)=\sum_{i=1}^{k} m_{i}\left|x-A_{i}\right|^{-1}$ and $U(x)=\sum_{i, j=1}^{k} m_{i} m_{j}\left|A_{i}-A_{j}\right|^{-1}$. It is noticed that $\varrho \mapsto \mathcal{E}(\varrho)$ is convex. The Thomas-Fermi energy is defined by

$$
\begin{equation*}
\mathcal{E}^{T F}:=\inf _{\varrho \in \mathcal{A}} \mathcal{E}(\varrho) . \tag{1.1.8}
\end{equation*}
$$

The Euler-Lagrange equation, which is also call the Thomas-Fermi equation, is

$$
\begin{equation*}
\varrho^{\frac{2}{3}}=(u-\lambda)^{+} . \tag{1.1.9}
\end{equation*}
$$

where $-\lambda$ is called the Lagrange multiplier or chemical potential and

$$
u(x)=V(x)-\int_{\mathbb{R}^{3}} \frac{\varrho(x)}{|x-y|} d y
$$

It is known that there is a minimizer $\varrho$ for (1.1.8) if and only if $\ell \leq M:=$ $\sum_{i=1}^{k} m_{i}$. The minimizer is unique, denoted by $\varrho^{T F}$, and satisfies (1.1.9) for some $\lambda \geq 0$. Conversely, any positive solution of (1.1.9) is a minimizer of (1.1.8). In the neutral case, i.e. $\ell=M$, one has $\varrho>0$ and $\lambda=0$, therefore (1.1.9) becomes $\varrho^{\frac{2}{3}}=u$. By applying $\Delta$ on both sides, one obtains a semilinear equation

$$
\begin{equation*}
-\Delta u+4 \pi u^{\frac{3}{2}}=4 \pi \sum_{i=1}^{k} m_{i} \delta_{A_{i}} \tag{1.1.10}
\end{equation*}
$$

where $\delta_{A_{i}}$ denotes the Dirac measure concentrated at $A_{i}$. It can be seen that the left-hand side of this equation consists of a linear part $\Delta u$ and a nonlinear part which is expressed by $u^{\frac{3}{2}}$, while the right-hand side is the sum of Dirac measures concentrated at the points $A_{i}$.

Interior measure data. Motivated by the investigation on equation (1.1.10), Bénilan and Brezis [20] considered a more general equation

$$
\begin{equation*}
-\Delta u+|u|^{p-1} u=\tau \quad \text { in } \Omega \tag{1.1.11}
\end{equation*}
$$

where $\Omega$ is a domain in $\mathbb{R}^{N}, p>1$ and $\tau$ is a Radon measure on $\Omega$. Equation (1.1.10) is a particular case of (1.1.11) with $N=3$ and $p=\frac{3}{2}$. The analysis of this equation reveals that the theory in $L^{1}$ setting previously established by Brezis and Strauss [40] cannot be easily extended to a measure framework
and new striking phenomena appear due to the nonlinear nature of the problem. Therefore, dealing with a measure framework would provide a deep insight about the problem. In particular, Bénilan and Brezis [20] showed that the value $\frac{N}{N-2}$ is a critical exponent for the existence of equation (1.1.11) with zero Dirichlet boundary condition $u=0$. More precisely, they proved that if $1<p<\frac{N}{N-2}$ then the problem has a unique solution, while if $p \geq \frac{N}{N-2}$ then there is no solution with $\mu=\delta_{A}$ for any $A \in \Omega$. Many developments have been achieved since the work of Bénilan and Brezis [20], including Véron [136] and Brezis and Oswald [39] for a complete classification of solutions with an isolated singularity, Vázquez and Véron [134, 135] for more general nonlinearities, Brezis and Véron [41] for removable isolated singularities, Baras and Pierre $[14,15]$ for removability results in terms of Bessel capacities, Vázquez and Véron [133] and Friedman and Véron [70] for isolated singularities of quasilinear equations.

Boundary measure data. Similar problems with boundary measures have been also studied with important motivation coming from the probability theory. Boundary value problems with measure data for linear and semilinear equations are respectively related to Markov processes called diffusions and superdiffusions. A diffusion is a model of a random motion of a single particle and is characterized by a second order elliptic differential operator, including the Laplacian. A superdiffusion, which describes a random evolution of a cloud of particles, is closely related to semilinear equations. For further discussions about the importance of measure boundary data in the study of linear and semilinear equations in connection with diffusions and superdiffusions, the reader is referred to excellent books of Dynkin [57, 58].

The role of boundary measures can be seen in particular from the representation theorem for harmonic function. More precisely, given a positive harmonic function in $\Omega$, by Herglotz-Doob theorem [116, theorem 1.4.1], there exists a unique measure $\nu \in \mathfrak{M}^{+}(\partial \Omega)$ such that

$$
\begin{equation*}
u(x)=\int_{\partial \Omega} P^{\Omega}(x, y) d \nu(y) \tag{1.1.12}
\end{equation*}
$$

holds. Such measure $\nu$ is called boundary measure of $u$ and it is attained as the limit of the Sobolev trace of the solution $u$ in each surface parallel to $\partial \Omega$. More precisely, let $\left\{\Omega_{n}\right\}$ be a $C^{2}$ exhaustion of $\Omega$ and denote by $\left.u\right|_{\partial \Omega_{n}}$ the Sobolev boundary trace of $u$ on $\partial \Omega_{n}$. Then there exists a nonnegative bounded Radon measure $\nu$ on $\partial \Omega$ independent of the choice of the exhaustion such that the sequence of measures $\left\{\left.u\right|_{\partial \Omega_{n}} d S\right\}$ converges weakly to $\nu$. The above result shows that in order to completely characterize the boundary behavior of harmonic functions, it is insufficient to deal only with function settings and hence measures have to be involved in the analysis.

### 1.1.3. Measure frameworks.

Linear equations. The results for linear equations in function settings can be extended to measure frameworks in which the definition of weak solutions to (1.1.3) is modified as follows:

Assume $\tau \in \mathfrak{M}(\Omega, \delta)$ and $\nu \in \mathfrak{M}(\partial \Omega)$. A function $u$ of (1.1.3) is a solution of (1.1.3) if

$$
\begin{equation*}
-\int_{\Omega} u \Delta \phi d x=\int_{\Omega} \phi d \tau-\int_{\partial \Omega} \frac{\partial \phi}{\partial \mathbf{n}} d \nu, \quad \forall \phi \in C_{0}^{2}(\bar{\Omega}) \tag{1.1.13}
\end{equation*}
$$

As explained in $L^{1}$ setting, for any $\phi \in C_{0}^{2}(\bar{\Omega})$, one has $|\phi| \leq c \delta$, and hence the first term on the right-hand side of (1.1.13) is finite. This also explains why $\mathfrak{M}(\Omega, \delta)$ is the largest possible measure space one can work on. The second term on the right-hand side is finite because $\frac{\partial \phi}{\partial \mathbf{n}}$ is bounded.

It is known that, for any $\tau \in \mathfrak{M}(\Omega, \delta)$ and $\nu \in \mathfrak{M}(\partial \Omega)$, there exists a unique solution of (1.1.3) and the solution can be represented by the Green kernel acting on $\tau$ and the Poisson kernel acting on $\nu$ (see [116, Theorem 1.2.2]), i.e.

$$
\begin{equation*}
u(x)=\int_{\Omega} G^{\Omega}(x, y) d \tau(y)+\int_{\partial \Omega} P^{\Omega}(x, y) d \nu(y) \tag{1.1.14}
\end{equation*}
$$

In particular, given a measure $\nu \in \mathfrak{M}(\partial \Omega)$, the harmonic solution with boundary condition $u=\nu$ is given by

$$
\begin{equation*}
u(x)=\int_{\partial \Omega} P^{\Omega}(x, y) d \nu(y) \tag{1.1.15}
\end{equation*}
$$

Absorption nonlinearities. Over the last decades, boundary value problems for semilinear equations in measure frameworks have been intensively investigated both in probabilistic approaches and analytic methods with the aim of bringing into light and describing several aspects of nonlinear phenomena. The pioneering work on the Dirichlet problem with measure boundary data for semilinear elliptic equations with an absorption term

$$
\begin{equation*}
-\Delta u+f(u)=0 \quad \text { in } \Omega \tag{1.1.16}
\end{equation*}
$$

where $f: \mathbb{R} \rightarrow \mathbb{R}$ is a nondecreasing, continuous function with $f(0)=0$, is due to Gmira and Véron [82]. They introduced the definition of weak solutions of

$$
\left\{\begin{align*}
-\Delta u+f(u)=0 & \text { in } \Omega  \tag{1.1.17}\\
u=\nu & \text { on } \partial \Omega
\end{align*}\right.
$$

in spirit of Brezis [33] as follows:
Assume $\nu \in \mathfrak{M}(\partial \Omega)$. A function $u$ is a weak solution of (1.1.17) if $u \in L^{1}(\Omega), f(u) \in L^{1}(\Omega, \delta)$ and $u$ satisfies

$$
\begin{equation*}
-\int_{\Omega} u \Delta \phi d x+\int_{\Omega} f(u) \phi d x=-\int_{\partial \Omega} \frac{\partial \phi}{\partial \mathbf{n}} d \nu \quad \forall \phi \in C_{0}^{2}(\bar{\Omega}) . \tag{1.1.18}
\end{equation*}
$$

The notion of weak solutions is well defined. Indeed, for any $\phi \in C_{0}^{2}(\bar{\Omega})$, one has $\Delta \phi \in L^{\infty}(\Omega)$ and hence $u \Delta \phi \in L^{1}(\Omega)$. Therefore the first term on the left-hand side of (1.1.18) is finite. The second term on the left-hand side of (1.1.18) is also finite due to the fact that $|\phi| \leq c \delta$ and $f(u) \in L^{1}(\Omega, \delta)$. It can be also seen that the term on the right-hand side of (1.1.18) is also finite because $\frac{\partial \phi}{\partial \mathbf{n}}$ is bounded on $\partial \Omega$ and $\nu$ is a bounded Radon measure on $\partial \Omega$.

A highlighting feature is that, in contrast to the $L^{1}$ case where the existence holds true for every $L^{1}$ boundary datum, the Dirichlet problem
(1.1.17) is not solvable for every measure datum in general. More precisely, Gmira and Véron [82] showed that if $f$ satisfies

$$
\begin{equation*}
\int_{1}^{\infty}(f(t)+|f(-t)|) t^{-1-\frac{N+1}{N-1}} d t<\infty \tag{1.1.19}
\end{equation*}
$$

then problem (1.1.17) has a unique weak solution. This result was demonstrated by employing a classical approximation method, in combination with Marcinkiewicz estimates on Green kernel and Martin kernel and Vitali convergence theorem. Condition (1.1.19) is sharp and the value $\frac{N+1}{N-1}$ appearing in (1.1.19) is a critical exponent for the existence of a solution to (1.1.17). When $f(u)=|u|^{p-1} u$ with $p>1$, equation (1.1.16) becomes

$$
\begin{equation*}
-\Delta u+|u|^{p-1} u=0 \quad \text { in } \Omega \tag{1.1.20}
\end{equation*}
$$

and condition (1.1.19) is interpreted as $1<p<\frac{N+1}{N-1}$, which is the subcritical range. Hence in this range, for any $\nu \in \mathfrak{M}(\partial \Omega)$, problem

$$
\left\{\begin{align*}
-\Delta u+|u|^{p-1} u=0 & \text { in } \Omega  \tag{1.1.21}\\
u=\nu & \text { on } \partial \Omega
\end{align*}\right.
$$

admits a unique weak solution in this case. In the supercritical range, namely $p \geq \frac{N+1}{N-1}$, it was shown (see [82]) that there is no weak solution of (1.1.21) if $\nu$ is a Dirac measure concentrated at a point on $\partial \Omega$. Furthermore, when $p \geq \frac{N+1}{N-1}$, any nonnegative solution $u \in C(\bar{\Omega} \backslash\{0\})$ of (1.1.20) vanishing on $\partial \Omega \backslash\{0\}$ is identically zero, i.e. isolated boundary singularities are removable.

The topic has reached to its full flowering through a series of celebrated papers by Marcus and Véron $[109,111,112,113,114,115,99,116]$ and many other works (see for examples $[37,30,120,29,22]$ and references therein). Taking into account the construction of the boundary measure of positive harmonic functions, Marcus and Véron introduced a notion of boundary trace [116, Definition 1.3.6] in order to describe the boundary behavior of solutions to equation (1.1.16).

Definition 1.1 (m-boundary trace). Let $u \in W_{l o c}^{1, \kappa}(\Omega)$ for some $\kappa>1$. We say that $u$ possesses an $m$-boundary trace on $\partial \Omega$ if there exists a bounded Radon measure $\nu$ on $\partial \Omega$ such that, for every $C^{2}$ exhaustion $\left\{\Omega_{n}\right\}$ of $\Omega$ and every $\varphi \in C(\bar{\Omega})$,

$$
\left.\lim _{n \rightarrow \infty} \int_{\partial \Omega_{n}} u\right|_{\partial \Omega_{n}} \varphi d S=\int_{\partial \Omega} \varphi d \nu
$$

Here $\left.u\right|_{\partial \Omega_{n}}$ denotes the Sobolev trace of $u$ on $\partial \Omega_{n}$. The m-boundary trace of $u$ is denoted by $\operatorname{tr}(u)$.

It is known from [116, Proposition 1.3.7] that every positive harmonic function $u$ in $\Omega$ admits a positive m-boundary trace $\nu \in \mathfrak{M}(\partial \Omega)$, which in fact coincides the boundary measure given by (1.1.15).

A first step to study the notion of m-boundary trace is to deal with moderate solutions of (1.1.16), namely weak solutions of (1.1.16) which are bounded by positive harmonic functions (see [116, Definition 3.1.1]). The equivalence between the notion of m-boundary trace and the concept of moderate solutions was established by Marcus and Véron [116, Theorem 3.1.2]. Moreover, these notions are equivalent to the condition $f(u) \in L^{1}(\Omega, \delta)$.

Afterwards, Marcus and Véron generalized the notion of m-boundary trace to a notion called rough boundary trace and pointed out that, under some additional assumptions on $f$, every positive solution of (1.1.16) possesses a rough boundary trace given by a positive outer regular Borel measure on $\partial \Omega$ (see [115, Theorem 1.1] or [116, Theorem 3.1.8, Theorem 3.1.12 and Definition 3.1.14]). Conversely, they showed that the solvability for (1.1.17) holds true when $\nu$ is a positive outer regular Borel measure which may be infinite on subsets of $\partial \Omega$ (see [116, Theorem 3.3.1]). In particular, if $f(u)=|u|^{p-1} u$ then, in the subcritical range $p<\frac{N+1}{N-1}$, for any positive outer regular Borel measure $\nu$, problem (1.1.21) admits a unique positive solution (see [115, Theorem 1.6]). Also, in the subcritical range, Marcus and Véron $[111,115]$ characterized completely boundary isolated singularities of nonnegative solutions of (1.1.20). It means that if $u \in C(\bar{\Omega} \backslash\{0\})$ is a nonnegative solution of (1.1.20) vanishing on $\partial \Omega \backslash\{0\}$, then either $u=u_{k}$, the solution of (1.1.21) with $\nu=k \delta_{0}$ for some $k \geq 0$ (weakly singular solutions), or $u=\lim _{k \rightarrow \infty} u_{k}$ (strongly singular solution).

The supercritical case is more challenging and was treated by many authors using various techniques. The removability result due to Gmira-Véron has been significantly extended, either by using probabilistic approach by Le Gall [92], [93], Dynkin and Kuznetsov [59], [60], under the restriction $\frac{N+1}{N-1} \leq p \leq 2$, or by employing purely analytic methods by Marcus and Véron $[112,113,114]$ in the whole range $\frac{N+1}{N-1} \leq p$. The key ingredient in analyzing the problem is the Bessel capacity $C_{\frac{2}{p}, p^{\prime}}$ in $(N-1)$-dimension, where $p^{\prime}=\frac{p}{p-1}$. Among the most interesting results, it is worth mentioning that problem (1.1.21) is solvable with $\nu \in \mathfrak{M}^{+}(\partial \Omega)$ if and only if $\nu$ is absolutely continuous with respect to the $C_{\frac{2}{p}, p^{\prime}}$-capacity. Furthermore, if $E \subset \partial \Omega$ is compact and $u \in C(\bar{\Omega} \backslash E)$ is a solution of (1.1.20) vanishing on $\partial \Omega \backslash E$, then $u$ is necessary zero if and only if $C_{\frac{2}{p}, p^{\prime}}(E)=0$. A complete characterization of positive solutions of (1.1.20) has been developed by Mselati [117] when $p=2$, by Dynkin $[57,58]$ for $\frac{N+1}{N-1} \leq p \leq 2$, and finally by Marcus [99] for the whole supercritical range $p \geq \frac{N+1}{N-1}$.

Source nonlinearities. An important PDE with a source term is the Lane-Endem equation

$$
\begin{equation*}
-\Delta u=u^{p} \quad \text { in } \Omega \tag{1.1.22}
\end{equation*}
$$

where $p>1$, which was named after astrophysicists Jonathan Homer Lane and Robert Emden. This equation was introduced in 1869 by Home Lane [89] in the study of the temperature and the density of mass on the surface of the Sun and has received special attention because it can be used to describes polytropes in hydrostatic equilibrium as simple models of a star. A systematic survey on the this equation from the physical and mathematical point of view was presented in $[42,17]$. A great number of remarkable works have been carried out in various directions by many mathematicians, including Lions [96], Brezis and Nirenberg [38], Gidas, Ni and Nirenberg [73], Gidas and Spruck [74, 75], Baras and Pierre [14, 15] and Kalton and Verbitsky [86], Poláčik, Quittner and Souplet [125], Quittner and Souplet [127, 128].

It is worth mentioning that a universal pointwise estimate for nonnegative solutions of (1.1.22) was obtained by Poláćik, Quittner and Souplet [125, Theorem 2.3] for $1<p<\frac{N+2}{N-2}$ by using a rescaling argument, a key doubling property and Liouville-type results.

The Dirichlet problem with measure boundary data

$$
\left\{\begin{align*}
-\Delta u & =u^{p} & & \text { in } \Omega,  \tag{1.1.23}\\
u & =\nu & & \text { on } \partial \Omega,
\end{align*}\right.
$$

was first studied by Bidault-Véron and Vivier in [31] where estimates involving classical Green and Poisson kernels for the Laplacian were established to obtain an existence result in the subcritical range, i.e. $1<p<\frac{N+1}{N-1}$. Afterwards, Bidaut-Véron and Yarur [32] reconsidered this type of problem in a more general setting and gave a necessary and sufficient condition for the existence of solutions. Chen et al. [43] investigated the Dirichlet problem with a more general source term by using the Schauder fixed point theorem in combination with weighted Marcinkiewicz estimates. Recently, BidautVéron et al. [28] provided new criteria expressed in terms of boundary capacities for the existence of weak solutions to problem (1.1.23).

A remarkable feature of the Dirichlet problem (1.1.23) is that, not only the value of exponent $p$, but also the total mass of the boundary datum $\nu$ plays an important role in deriving the existence and non-existence result. More precisely, when $1<p<\frac{N+1}{N-1}$, there exists a threshold value $\rho^{*}$ such that problem (1.1.23) admits a solution if $\|\nu\|_{\mathfrak{M}(\partial \Omega)} \leq \rho^{*}$, and no solution if $\|\nu\|_{\mathfrak{M}(\partial \Omega)}>\rho^{*}($ see $[31])$.

It is worth mentioning that existence results for scalar equations were extended to the Lane-Emden system

$$
\left\{\begin{array}{cl}
-\Delta u=v^{p}+\tau & \text { in } \Omega,  \tag{1.1.24}\\
-\Delta v=u^{\tilde{p}}+\tilde{\tau} & \text { in } \Omega, \\
u=\nu, \quad v=\tilde{\nu} & \text { on } \partial \Omega,
\end{array}\right.
$$

where $\tau, \tilde{\tau}$ are measures in $\Omega$ and $\nu, \tilde{\nu}$ are measures on $\partial \Omega$. Various existence and non-existence results, as well as a priori estimates, for solutions of (1.1.24) were established in [32]. See also the celebrated paper of Polácik, Quittner and Souplet [125] and the books of Quittner and Souplet [127, 128] for related results.

Gradient-dependent nonlinearities. Equations with a nonlinear term depending on the gradient of solutions (or the convection) arise in various models of optimal stochastic control with state constrains. A typical equation is

$$
\begin{equation*}
-\Delta u+|\nabla u|^{q}=0 \quad \text { in } \Omega, \tag{1.1.25}
\end{equation*}
$$

with $q>1$, which is also a particular case of Hamilton-Jacobi-Bellman equations. Existence, a priori estimates and qualitative properties of solutions to this equation, as well as more general class of equations, were discussed in Lions [97] and Lasry and Lions [90]. The Dirichlet problem with measure data

$$
\left\{\begin{align*}
-\Delta u+f(|\nabla u|)=0 & \text { in } \Omega,  \tag{1.1.26}\\
u=\nu & \text { on } \partial \Omega
\end{align*}\right.
$$

where $f: \mathbb{R}_{+} \rightarrow \mathbb{R}_{+}$is a continuous, nondecreasing function with $f(0)=0$, was first studied in our joint work with Véron [120]. Under the subcriticality integral condition on $f$ given by

$$
\int_{1}^{\infty} f(t) t^{-1-\frac{N+1}{N}} d t<+\infty
$$

we obtained the existence of a positive solution to (1.1.26). When $f$ is of power type, namely $f(|\nabla u|)=|\nabla u|^{q}$ with $1<q<2$, the subcriticality integral condition reads as $1<q<\frac{N+1}{N}$. It was showed that $\frac{N+1}{N}$ is the critical exponent for the solvability of (1.1.26) and a complete description of the structure of solutions with an isolated singularity on $\partial \Omega$ was provided. Moreover, the existence of a solution to the Dirichlet problem with boundary datum given by a Borel measure in the subcritical case, i.e. $1<q<\frac{N+1}{N}$, and a removability result in the supercritical case, i.e. $\frac{N+1}{N} \leq q<2$, were also established.

These results were then extended in our joint paper with Marcus [105] to the Dirichlet problem for a much more intricate equations with a nonlinear term depending on both solutions and their gradient

$$
\left\{\begin{align*}
-\Delta u+f(u,|\nabla u|)=0 & \text { in } \Omega,  \tag{1.1.27}\\
u=\nu & \text { on } \partial \Omega
\end{align*}\right.
$$

Two model cases $f(u,|\nabla u|)=u^{p}+|\nabla u|^{q}$ and $f(u,|\nabla u|)=u^{p}|\nabla u|^{q}$ were carefully studied in [105].

It is worth mentioning that equations with a gradient-dependent nonlinear term have been studied in various directions. We refer to Ghergu and Rădulescu [71, 72] for singular elliptic equations with convection term and zero Dirichlet condition, Alarcón, García-Melián [5, 6] for Keller-Osserman type estimates and Liouville type theorems, Aghajani, Cowan and Lui [2, 3, 4] for singular solutions, Bidaut-Véron, Garcia-Huidobro and Véron [25, $\mathbf{2 6}, 27]$ for a priori estimates on singular solutions.

### 1.2. Elliptic equations with a Hardy potential

In this section, we first explain the role of Hardy potentials and measures in the investigation. Then we address the main problems regarding elliptic equations with a Hardy potential in the thesis and depict briefly the main results collected from our papers $[106,119,78,79,80]$. The detailed statements of these results will be provided in Section 1.3.
1.2.1. The role of Hardy potentials. Schrödinger operators of the form $L_{V}=\Delta+V$, where $V$ is a potential, have been intensively investigated by numerous mathematicians because of their applications in nonrelativistic quantum mechanics, geometry, spectral and scattering theory, and integrable systems (see for example [129, 131]). The behavior of the potential $V$ has a significant effect on properties of $L_{V}$ such as spectral properties and the existence of the associated Green kernel and Martin kernel.

The Coulombian potential $V(x)=\mu|x|^{-1}, \mu \in \mathbb{R}$, appears in the Thomas-Fermi-Dirac-von Weizsäcker theory $[18,19]$. The case where $V$ is an inverse square potential, i.e. $V(x)=\mu|x|^{-2}$, is called Leray-Hardy potential and has been studied in connection with semilinear elliptic equations by Guerch
and Véron [83], Cîrstea [47], Dupaigne [55], Dávila and Dupaigne [49, 50], Du and Wei [53], Chen and Véron [44].

When singular potentials, which blow up on the boundary $\partial \Omega$, were involved, in most of the cases, they were assumed to satisfy, e.g. $|V(x)| \leq$ $c \delta(x)^{2-\epsilon}$ for some $\epsilon>0$ small or more generally $\delta V \in L^{1}(\Omega)$ (see [141, 122, 123]), which exclude the case where $V$ behaves like $\delta^{-2}$ on certain part of $\Omega$. The case where

$$
\begin{equation*}
|V(x)| \leq C \delta(x)^{-2} \tag{1.2.1}
\end{equation*}
$$

is of great interest and a theory of linear Schrödinger equation $L_{V} u=0$ on manifolds was successfully and systematically developed by Ancona $[7,8]$. The particular potential $V(x)=\mu \delta(x)^{-2}$ has received special attention and it is called Hardy potential because of the close link to the Hardy inequality

$$
\begin{equation*}
C_{H}(\Omega) \int_{\Omega} \frac{|\varphi|^{2}}{\delta^{2}} d x \leq \int_{\Omega}|\nabla \varphi|^{2} d x \quad \forall \varphi \in H_{0}^{1}(\Omega) \tag{1.2.2}
\end{equation*}
$$

where $C_{H}(\Omega)$ denotes the best constant in Hardy inequality (also called Hardy constant) given by

$$
\begin{equation*}
C_{H}(\Omega):=\inf _{\varphi \in H_{0}^{1}(\Omega) \backslash\{0\}} \frac{\int_{\Omega}|\nabla \varphi|^{2} d x}{\int_{\Omega}(\varphi / \delta)^{2} d x} . \tag{1.2.3}
\end{equation*}
$$

In spirit of [69], Hardy inequality (1.2.2) can be interpreted as a form of uncertainty principle. This means if the function $\varphi$ in (1.2.2) is localized close to the boundary (i.e. the term on the left-hand side of (1.2.2) is large) then its momentum becomes large (i.e. the left-hand side of (1.2.2) is large). The exponent -2 appearing in the power $\delta^{-2}$ plays a crucial role because it keeps inequality (1.2.2) scaling invariant.

Inequality (1.2.2) in one dimensional case with Hardy constant $C_{H}(\Omega)=$ $\frac{1}{4}$ was discovered by Hardy [84, 85]. Moreover, he pointed out that the Hardy constant is not attained. This inequality was then extended to Lipschitz domains in $\mathbb{R}^{N}$ by Necas [118], Opic and Kufner [121] and was revisited by Brezis and Marcus [36]. It is classical that $C_{H}(\Omega) \in\left(0, \frac{1}{4}\right]$ and $C_{H}(\Omega)=\frac{1}{4}$ if $\Omega$ is convex (see [103, Theorem 11]) or if $-\Delta \delta \geq 0$ in the sense of distributions (see [16, Theorem A]). Moreover, the infimum in (1.2.3) is achieved if and only if $C_{H}(\Omega)<\frac{1}{4}$.

For $\mu \in \mathbb{R}$, denote by $L_{\mu}$ the Laplace operator perturbed by a Hardy potential

$$
\begin{equation*}
L_{\mu}:=\Delta+\frac{\mu}{\delta^{2}}, \tag{1.2.4}
\end{equation*}
$$

where $\delta(x)=\operatorname{dist}(x, \partial \Omega)$. Notice that the Hardy potential blows up on $\partial \Omega$. The energy functional associated to the operator $L_{\mu}$ is given by

$$
\begin{equation*}
E_{\mu}(\varphi)=\frac{1}{2} \int_{\Omega}\left(|\nabla \varphi|^{2}-\frac{\mu}{\delta^{2}} \varphi^{2}\right) d x, \quad \varphi \in H_{0}^{1}(\Omega) . \tag{1.2.5}
\end{equation*}
$$

We see that if $\mu \leq C_{H}(\Omega)\left(\leq \frac{1}{4}\right)$ then the energy functional is bounded from below and important spectral properties of $-L_{\mu}$ can be derived, which plays an important role in the study of linear and semilinear equations involving $-L_{\mu}$ in a variational framework.

Therefore, the first and important step in the investigation of boundary value problem for equations involving Schrödinger operators $L_{V}$ satisfying (1.2.1) is to understand the operator $L_{\mu}$ with the restriction $\mu \leq \frac{1}{4}$.
1.2.2. The role of measures. Similarly to the free potential case, i.e. $\mu=0$, a heuristic strategy in the study of linear and nonlinear equations involving Hardy potentials is first to treat them in a function setting and then to extend the scope of the theory to a measure framework.

In function settings, the Dirichlet problems for linear and nonlinear equations involving Hardy potentials share a similarity. More precisely, the linear problem admits a unique solution for any $L^{1}$ data and nonlinear problem is solvable for any $L^{1}$ data with a large class of nonlinear terms. This can be seen in [77, Proposition 3.2] and [106, Corollary C1].

However, beyond the similarity, there are sharp distinctions between linear phenomena and nonlinear phenomena which have not been well understood until the involvement of measures in the analysis. The extension from a function setting to a measure framework appears to be an appropriate approach to reveal and interpret these distinctions. The first one is that, in contrast to the linear case where the solvability is valid for any bounded Radon measure data (see [106, Proposition I]), in the nonlinear case, the existence depends essentially on the nonlinear term and/or the total mass of the boundary data and it is possible to construct bounded measures (for example Dirac measures) for which the nonexistence occurs (see [106, Theorem F]). Moreover, the multiplicity result may hold if the total mass of the boundary data is small enough. The second distinction is that, unlike the linear case where any positive solution of homogeneous linear equations can be uniquely represented via a positive bounded measure on $\partial \Omega$, in the nonlinear case, there are positive solutions of nonlinear equations whose boundary behavior is given by a Borel measure which may take infinite values on subsets of $\partial \Omega$. These results will be discussed in the next subsections (see also [106, 119, 77]).
1.2.3. Introduction of main problems. In this thesis, we are interested in boundary value problems for nonlinear elliptic equations involving operator $L_{\mu}$ (defined in (1.2.4)) of the form

$$
\begin{equation*}
-L_{\mu} u \pm g(u,|\nabla u|)=0 \quad \text { in } \Omega \tag{1.2.6}
\end{equation*}
$$

where $g$ is nondecreasing with respect to $u$ and/or $|\nabla u|$. These equations consist of two competing effects: the diffusion driven by the linear operator $L_{\mu}$ and the reaction term expressed by the nonlinear term $g(u,|\nabla u|)$. We will focus on the range $\mu \in\left(0, \frac{1}{4}\right]$ in which interesting properties of $-L_{\mu}$ are exploitable (see the explanation in subsection 1.3.1). The nonlinear term $g(u,|\nabla u|)$ is called absorption (resp. source) if the 'plus sign' (resp. 'minus sign') appears in (1.2.6). Typical models are $g(u)=|u|^{p-1} u, g(|\nabla u|)=$ $|\nabla u|^{q}, g(u,|\nabla u|)=u^{p}+|\nabla u|^{q}$ and $g(u,|\nabla u|)=u^{p}|\nabla u|^{q}$.

Aim. The aim of the thesis is to present recent developments on nonlinear equation (1.2.6). In particular, the following problems are addressed.
(1) The boundary trace problem: We aim to show that any positive solution $u$ of (1.2.6) can be uniquely characterized by a positive measure on
the boundary $\partial \Omega$. Roughly speaking, such a measure, if exists, is called the boundary trace of $u$. This result is not only an extension of the Representation theorem for harmonic functions to solutions of nonlinear equations, but also reveal new phenomena in the nonlinear case.
(2) The Dirichlet problem with measures for (1.2.6): Given a measure $\nu$ defined on the boundary $\partial \Omega$, we look for a solution to equation (1.2.6) satisfying boundary condition $u=\nu$ in some sense. We also discuss various necessary and sufficient conditions for the existence of solutions to (1.2.6). Furthermore, we consider the questions of non-existence, uniqueness and multiplicity in particular cases.
(3) Isolated boundary singularities: We investigate the case where the boundary data concentrate only at a point on the boundary. More precisely, we aim to give a complete description of the set of solutions to equation (1.2.6) vanishing on $\partial \Omega \backslash\{y\}$ for $y \in \partial \Omega$. This result will provide the exact asymptotic behavior of such solutions near the isolated boundary singularities.
(4) Removable boundary singularities: Assume $F \subset \partial \Omega$ and $u \in C(\bar{\Omega} \backslash F)$ is a nonnegative solution of (1.2.6) in $\Omega$ vanishing on $\partial \Omega \backslash F$. We will look for conditions on the set $F$ and the nonlinear term $g$ under which the 'singular set' $F$ can be removable, i.e. $u$ is identically zero. In particular, this result shows the nonexistence of singular solutions when the nonlinear term grows 'fast'.

Features. The above problems have the following main features.

- The presence of the Hardy potential which blows up on the boundary $\partial \Omega$ has an essential effect on the boundary behavior of solutions to (1.2.6). Consequently, the boundary conditions cannot be imposed arbitrarily and the Dirichlet problem for (1.2.6) cannot be handled by the classical techniques.
- In general, universal estimates (for example the Keller-Osserman estimate [87]) do not hold for positive solutions of (1.2.6).
- The expression of the nonlinear term $g$ plays a crucial role in the study of the solvability for boundary value problems for (1.2.6). In particular, the absorption case and the source case are sharply different in the sense that in the absorption case, the existence and uniqueness do not depend on the total mass of the boundary data, while in the source case, the existence relies not only the concentration but also on the total mass of the boundary data and the uniqueness breaks down.
- When the nonlinear term $g$ depends on the gradient of solutions, equation (1.2.6) becomes non-variational, it means that this equation cannot be solved by using variational methods. Furthermore, the dependence of $g$ on the gradient $\nabla u$ causes the lack of monotonicity, which can be seen from an easy observation that the inequality $u(x) \leq v(x)$ does not imply any relation between $|\nabla u(x)|$ and $|\nabla v(x)|$; therefore approaches based on the monotonicity are invalid. In addition, the competition between $u^{p}$ and $|\nabla u|^{q}$ generates the complication of the study.
- In general, equation (1.2.6) is not scaling invariant (or in other words, equation (1.2.6) does not admit any similarity transformation), i.e. if $u$ is a solution of (1.2.6) then the function $v(x)=\ell^{\alpha} u\left(\ell^{\beta} x\right)$, for $\ell>0, \alpha, \beta \in \mathbb{R}$,
does not solve (1.2.6). Consequently, standard arguments relying on the scaling invariance property are not applicable.
- The boundary data are given by measures on the boundary $\partial \Omega$, which makes solutions (if exist) significantly less regular. Therefore, the standard approximation arguments are invalid or may be valid only under some additional conditions on the nonlinear term $g$.

The interaction of the above features yields substantial difficulties and leads to disclose new types of results. Therefore a new approach with subtle analysis is required in the investigation.
1.2.4. Brief description of our contributions. This subsection serves as a summary of the main results in the thesis and provides a comparison with previous results. This might help the reader grasp the gist of the main results. The reader who is interested in the detailed statements and the proofs is referred to Section 1.3 and Chapters 2-5.

Boundary trace problem. We consider the boundary trace problem for equation (1.2.6). To this purpose, we first investigate the boundary behavior of $L_{\mu}$-harmonic functions in $\Omega$, i.e. solutions of the equation

$$
\begin{equation*}
-L_{\mu} u=0 \quad \text { in } \Omega \tag{1.2.7}
\end{equation*}
$$

which in turn indicates possible boundary behavior of solutions to corresponding semilinear equations. Based on that, we introduce a notion of normalized $\mu$-boundary trace expressed by a bounded measure on the boundary (see Definition 1.3). This notion is new (compared with the notion of m-boundary trace when $\mu=0$ in Definition 1.1) because it depicts clearly how a function admitting a normalized $\mu$-boundary trace behaves on every surface parallel to the boundary $\partial \Omega$. Moreover, it is pointed out that this notion is equivalent to the concept of moderate solutions of (1.2.6), namely solutions which are dominated by a positive $L_{\mu}$-harmonic function. In parallel, another notion of boundary trace defined by mean of weak convergence of measures is introduced by Gkikas and Véron [77]. We then show that these notions of boundary trace are equivalent (see subsection 1.3.2). Furthermore, it is worth mentioning that any positive solution (not necessarily moderate) admits a boundary trace given by a Borel measure on $\partial \Omega$ which may be infinite on compact subsets of $\partial \Omega$ (see [77, Theorem F]).

Dirichlet problem. We investigate the Dirichlet problem

$$
\left\{\begin{align*}
-L_{\mu} u \pm g(u,|\nabla u|)=0 & \text { in } \Omega  \tag{1.2.8}\\
u=\nu & \text { on } \partial \Omega
\end{align*}\right.
$$

where $\nu$ is a given measure on $\partial \Omega, \mu \in\left(0, \frac{1}{4}\right]$ and $g$ is a nondecreasing function with respect to $u$ and/or $|\nabla u|$. Since the analysis depends essentially on the expression of the nonlinear term, typical models are considered separately, for which we showed that if the nonlinear term $g$ does not grow 'too fast' with respect to $u$ and/or $|\nabla u|$, then for any bounded Radon measure $\nu$ on $\partial \Omega$, problem (1.2.8) possesses a solution.

Absorption case. Let us illustrate the above-mentioned fact by considering the absorption case, namely the equation (1.2.8) with plus sign. The
following exponent is deeply involved in the analysis

$$
\begin{equation*}
\alpha:=\frac{1}{2}(1+\sqrt{1-4 \mu}) . \tag{1.2.9}
\end{equation*}
$$

This exponent comes from the construction of a special solution of (1.2.7) in the half space $\mathbb{R}_{+}^{N}$ which is singular at the origin 0 and vanishes on $\partial \mathbb{R}_{+}^{N} \backslash\{0\}$ (Actually this solution plays a similar role as the Poisson kernel of $-\Delta$ in the half space). Notice that, since $\mu \in\left(0, \frac{1}{4}\right], \alpha \in\left[\frac{1}{2}, 1\right)$.

When $g: \mathbb{R} \rightarrow \mathbb{R}$ is a nondecreasing, continuous function depending only on solutions $u$ with $g(0)=0$, we show that the condition

$$
\begin{equation*}
\int_{1}^{\infty}(g(t)+|g(-t)|) t^{-1-p_{\mu}} d t<\infty \tag{1.2.10}
\end{equation*}
$$

with

$$
\begin{equation*}
p_{\mu}:=\frac{N+\alpha}{N+\alpha-2} \tag{1.2.11}
\end{equation*}
$$

is a sufficient condition for the existence of (1.2.8) (see Theorem 1.10 and [77, Theorem 3.3]). A typical model is $g(u)=|u|^{p-1} u$ with $p>1$ and (1.2.10) is satisfied if and only if $1<p<p_{\mu}$. For this model, $p_{\mu}$ is called a critical exponent for (1.2.8). We say that $p$ is in the subcritical range if $p<p_{\mu}$, otherwise we say that $p$ is in the supercritical range.

When $g: \mathbb{R}_{+} \rightarrow \mathbb{R}_{+}$is a nondecreasing, continuous function depending only on $|\nabla u|$ with $g(0)=0$, we show that the condition

$$
\begin{equation*}
\int_{1}^{\infty} g(t) t^{-1-q_{\mu}} d t<\infty \tag{1.2.12}
\end{equation*}
$$

with

$$
\begin{equation*}
q_{\mu}:=\frac{N+\alpha}{N+\alpha-1} \tag{1.2.13}
\end{equation*}
$$

is a sufficient condition for the existence of (1.2.8) (see [79, Theorem B]). A typical model is $g(|\nabla u|)=|\nabla u|^{q}$ with $1<q<2$ and (1.2.12) is satisfied if and only if $1<q<q_{\mu}$. For this model, $q_{\mu}$ is called a critical exponent for (1.2.8). We say that $q$ is in the subcritical range if $q<q_{\mu}$, otherwise we say that $q$ is in the supercritical range.

When $g: \mathbb{R}_{+} \times \mathbb{R}_{+} \rightarrow \mathbb{R}_{+}$is a nondecreasing, continuous function depending on both solutions $u$ and the gradient $|\nabla u|$ with $g(0,0)=0$, we point out that (see [80, Theorem 1.3]) the sufficient condition for the existence of (1.2.8) can be nicely expressed by a combination of condition (1.2.10) and condition (1.2.12) as

$$
\begin{equation*}
\int_{1}^{\infty} g\left(t, t^{\frac{p_{\mu}}{q_{\mu}}}\right) t^{-1-p_{\mu}} d t<\infty \tag{1.2.14}
\end{equation*}
$$

There are two typical models that are worth highlighting.

- The first one is $g(u,|\nabla u|)=u^{p}+|\nabla u|^{q}$ with $p>1$ and $1<q<2$ and (1.2.14) is satisfied if

$$
\begin{equation*}
1<p<p_{\mu} \quad \text { and } \quad 1<q<q_{\mu} \tag{1.2.15}
\end{equation*}
$$

For this model, we say that $(p, q)$ is in the subcritical range if (1.2.15) holds, otherwise we say that $(p, q)$ is in the supercritical range.

- The second model is $g(u,|\nabla u|)=u^{p}|\nabla u|^{q}$ with $p \geq 0,0 \leq q<2$ and $p+q>1$ and (1.2.14) is satisfied if

$$
\begin{equation*}
(N+\alpha-2) p+(N+\alpha-1) q<N+\alpha . \tag{1.2.16}
\end{equation*}
$$

For this model, we say that $(p, q)$ is in the subcritical range if (1.2.16) holds, otherwise we say that $(p, q)$ is in the supercritical range.

Sharp solvability results in the typical models can be summarized in the following table ${ }^{1}$.

| Absorption case | Existence, uniqueness <br> in subcritical range | Non-existence <br> in supercritical range |
| :---: | :---: | :---: |
| $g(u)=\|u\|^{p-1} u$ | $p<p_{\mu}$ | $p \geq p_{\mu}$ |
| $g(\|\nabla u\|)=\|\nabla u\|^{q}$ | $q<q_{\mu}$ | $q_{\mu} \leq q<2$ |
| $g(u,\|\nabla u\|)=u^{p}+\|\nabla u\|^{q}$ | $p<p_{\mu}$ and $q<q_{\mu}$ | $p \geq p_{\mu}$ or |
|  |  | $q_{\mu} \leq q<2$ |
| $g(u,\|\nabla u\|)=u^{p}\|\nabla u\|^{q}$ | $(N+\alpha-2) p+$ | $(N+\alpha-2) p+$ |
|  | $(N+\alpha-1) q<N+\alpha$ | $(N+\alpha-2) p \geq N+\alpha$ |

Table 1: Absorption case
The above table shows that, in the subcritical range, for any bounded boundary measure $\nu$, problem (1.2.8) with plus sign admits a unique solution. Moreover, this solution is bounded from above by the solution to the corresponding linear problem

$$
\left\{\begin{align*}
-L_{\mu} u=0 & \text { in } \Omega,  \tag{1.2.17}\\
u=\nu & \text { on } \partial \Omega .
\end{align*}\right.
$$

The proof of the existence result relies on the approximation method, making use of sub and super solutions theorem, delicate estimates of Green kernel and Martin kernel in weak Lebesgue spaces and Vitali convergence theorem. The condition (1.2.14) allows to show that the sequence of approximate nonlinear terms is convergent. The existence result for the case when $g$ depends on both $u$ and $|\nabla u|$ is new, even in the case $\mu=0$. The uniqueness in case the nonlinear term depends only on $u$ is based on Kato type inequalities which are achieved due to the monotonicity. The question of uniqueness has remained open for a while, even when $\mu=0$, in case the gradient $|\nabla u|$ is involved in the analysis due to the lack of monotonicity. In [105], we obtain the uniqueness for the case $g(u,|\nabla u|)=u^{p}+|\nabla u|^{q}$ and $\mu=0$. One of the main thrusts of our thesis is to obtain the uniqueness in the case $g(u,|\nabla u|)=u^{p}|\nabla u|^{q}$ and $0<\mu \leq \frac{1}{4}$ in which the interplay between $u^{p}$ and $|\nabla u|^{q}$ drastically complicates the situation. Our existence and uniqueness results cover well known results in case $\mu=0$ and provide a full understanding in the case $0 \leq \mu \leq \frac{1}{4}$.

Also in the subcritical range, we provide a complete classification of solutions of (1.2.6) with an isolated boundary singularity. In particular, we show that there are actually two types of solutions with an isolated boundary singularity at a point $y \in \partial \Omega$ : the weakly singular solutions, i.e. solutions $u_{k \delta_{y}}$ of (1.2.8) with plus sign and $\nu=k \delta_{y}$ with $k>0$ and $\delta_{y}$ being the Dirac

[^0]mass concentrated at $y$, and the strongly singular solution $u_{\infty \delta_{y}}$ which is the limit $u_{\infty \delta_{y}}=\lim _{k \rightarrow \infty} u_{k \delta_{y}}$ (see Theorem 1.17 and Theorem 1.18).

In the supercritical range, we prove that boundary singularities are removable. It means if $E$ is a compact subset of $\partial \Omega$ which has a zero capacity in certain sense and $u \in C(\bar{\Omega} \backslash E)$ is a nonnegative solution of (1.2.6) with plus sign such that $u$ vanishes on $\partial \Omega \backslash E$, then $u$ is identically zero (see Theorem 1.19 and Theorem 1.20).

Source case. Next we consider the source case, i.e. equation (1.2.6) with minus sign. Phenomena occurring in this case are sharply different from those in the absorption case. A striking distinction is that the existence for (1.2.8) holds if the norm of $\nu$ is small and does not hold if the norm of $\nu$ is large (see Theorem 1.12 and Theorem 1.21). Moreover, in contrast to the absorption case, in the source case, solutions (if exist) are bounded from below by the solution of (1.2.17). The method used to prove the existence in the source case is different from that in the absorption case due to the nature of the nonlinear term. In fact, when $g(u)=u^{p}$, we use the sup and super solutions method combined with 3-G estimates to show the existence of the minimal solution. This can be done thanks to the monotonicity of the nonlinear term. In a more general case, or in case $g$ depends also on the gradient $|\nabla u|$, this method is invalid (due to the lack of monotonicity), hence we employ the Schauder fixed point theorem to show the existence under the smallness assumption on the boundary data.

The existence result in the typical models are summarized in the following table ${ }^{2}$ in which $\|\nu\|_{\mathfrak{M}(\partial \Omega)}$ denotes the norm of the boundary measure datum $\nu$.

| Source case | Existence in subcritical range | Non-existence in supercritical range |
| :---: | :---: | :---: |
| $g(u)=u^{p}$ | $\begin{gathered} p<p_{\mu} \text { and } \\ \\|\nu\\|_{\mathfrak{M}(\partial \Omega)} \leq \rho^{*} \end{gathered}$ | $\begin{gathered} p<p_{\mu},\\|\nu\\|_{\mathfrak{M}(\partial \Omega)}>\rho^{*} \\ \text { or } p \geq p_{\mu} \end{gathered}$ |
| $g(\|\nabla u\|)=\|\nabla u\|^{q}$ | $\begin{gathered} q<q_{\mu} \text { and } \\ \\|\nu\\|_{\mathfrak{M}(\partial \Omega)} \text { small } \end{gathered}$ | Not known yet |
| $g(u,\|\nabla u\|)=u^{p}+\|\nabla u\|^{q}$ | $\begin{gathered} p<p_{\mu} \text { and } \\ q<q_{\mu} \text { and } \\ \\|\nu\\|_{\mathfrak{M}(\partial \Omega)} \text { small } \end{gathered}$ | Not known yet |
| $g(u,\|\nabla u\|)=u^{p}\|\nabla u\|^{q}$ | $\begin{gathered} (N+\alpha-2) p+ \\ (N+\alpha-1) q<N+\alpha \\ \text { and }\\|\nu\\|_{\mathfrak{M}(\partial \Omega)} \text { small } \end{gathered}$ | Not known yet |

Table 2: Source case
From Table 2, we see that, in the source case, non-existence result holds for the model $g(u)=u^{p}$ if the norm of $\nu$ is large enough and has not been known yet in other typical models.

We obtain various necessary and sufficient conditions in terms of sharp estimates on Green kernel and Martin kernel (see Theorem 1.13 for the case $g(u)=u^{p}$ ). We also establish criteria expressed in terms of capacities for the

[^1]existence of (1.2.8) (see Theorem 1.14 for the case $g(u)=u^{p}$ and Theorem 1.22 for the case $g$ depends on $u$ and $|\nabla u|)$. Our results for the case where $g$ depends only on $u$ extend those in $[31,32,28]$ for $\mu=0$, and the results for the case where $g$ depends on $|\nabla u|$ are new even for $\mu=0$.

### 1.3. Detailed statement of main results

In this section, we first discuss important ingredients for the investigation. Then we provide the detailed statement of our recent results on the boundary value problems for linear and nonlinear equations involving operator $L_{\mu}$ which were established in our papers $[106,119,78,79,80]$.
1.3.1. Ingredients. Main ingredients in the study of boundary value problems with measure data for equations (1.2.7) and (1.2.6) include eigen pair of $-L_{\mu}$ and the Green kernel and the Martin kernel of $-L_{\mu}$.

First eigenvalue and eigenfunction. The eigenvalue problem associated to $-L_{\mu}$ is

$$
\begin{equation*}
\lambda_{\mu}:=\inf _{\varphi \in H_{0}^{1}(\Omega) \backslash\{0\}} \frac{\int_{\Omega}\left(|\nabla \varphi|^{2}-\frac{\mu}{\delta^{2}} \varphi^{2}\right) d x}{\int_{\Omega} \varphi^{2} d x} . \tag{1.3.1}
\end{equation*}
$$

If $\mu<\frac{1}{4}$ then by [36, Remark 3.2], problem (1.3.1) admits a positive minimizer $\varphi_{\mu}$ in $H_{0}^{1}(\Omega)$ and hence $\lambda_{\mu}$ is the first eigenvalue of $-L_{\mu}$ in $H_{0}^{1}(\Omega)$. The function $\varphi_{\mu}$, normalized by $\int_{\Omega}\left(\varphi_{\mu}^{2} / \delta^{2}\right) d x=1$, is the corresponding positive eigenfunction and satisfies

$$
-L_{\mu} \varphi_{\mu}=\lambda_{\mu} \varphi_{\mu} \quad \text { in } \Omega
$$

Moreover, by [66] (see also [108, Lemmas 5,1, 5.2] and [50, Lemma 7] for an alternative proof), $\varphi_{\mu} \sim \delta^{\alpha}$ in $\Omega$, where $\alpha$ is given in (1.2.9). It is noted that, since $\mu \in\left(0, \frac{1}{4}\right], \alpha \in\left[\frac{1}{2}, 1\right)$.

If $\mu=\frac{1}{4}$ then there is no minimizer of (1.3.1) in $H_{0}^{1}(\Omega)$, but there exists a nonnegative function $\varphi_{\frac{1}{4}} \in H_{l o c}^{1}(\Omega)$ such that $-L_{\frac{1}{4}} \varphi_{\frac{1}{4}}=\lambda_{\frac{1}{4}} \varphi_{\frac{1}{4}}$ in $\Omega$ in the sense of distributions. Again by [66], $\varphi_{\frac{1}{4}} \sim \delta^{\frac{1}{2}}$ in $\Omega$.

We observe from (1.2.3) and (1.3.1) that $\lambda_{\mu}>0$ if $\mu<C_{H}(\Omega), \lambda_{\mu}=0$ if $\mu=C_{H}(\Omega)<\frac{1}{4}$, while $\lambda_{\mu}<0$ when $\mu>C_{H}(\Omega)$. It is not known if $\lambda_{\mu}>0$ when $\mu=C_{H}(\Omega)=\frac{1}{4}$. However, if $\Omega$ is convex or if $-\Delta \delta \geq 0$ in the sense of distributions - in these cases $C_{H}(\Omega)=\frac{1}{4}-$ then $\lambda_{\frac{1}{4}}>0$ (see [36, Thereom II]) and [16, Theorem A with $k=1$ and $p=2]$ ).

Green kernel and Martin kernel. The positivity of the first eigenvalue $\lambda_{\mu}$ plays a crucial role in derivation of the existence of Green kernel and Martin kernel. From the above observation, we see that this property does not hold for arbitrary $\mu \in\left(0, \frac{1}{4}\right]$. Therefore, in order to go further in the study of the Green kernel and Martin kernel, we assume that

$$
\begin{equation*}
\mu \in\left(0, \frac{1}{4}\right] \quad \text { and } \quad \lambda_{\mu}>0 \tag{1.3.2}
\end{equation*}
$$

Notice that this assumption (1.3.2) is fulfilled when $\mu \in\left(0, C_{H}(\Omega)\right)$. Throughout the thesis, unless otherwise stated, we assume that (1.3.2) holds.

We say that $u$ is $L_{\mu}$-harmonic (resp. $L_{\mu}$-subharmonic, $L_{\mu}$-superharmonic) in $\Omega$ if $u \in L_{l o c}^{1}(\Omega)$ and

$$
-L_{\mu} u=0\left(\text { resp. }-L_{\mu} u \leq 0,-L_{\mu} u \geq 0\right)
$$

in the sense of distributions in $\Omega$, namely

$$
-\int_{\Omega} u L_{\mu} \varphi d x=(\text { resp. } \leq, \geq) 0, \quad \forall \varphi \in C_{c}^{\infty}(\Omega)
$$

Under assumption (1.3.2), $\varphi_{\mu}$ is a positive $L_{\mu}$-superharmonic function in $\Omega$. Therefore, a classical result of Ancona [8] and a result of Gkikas and Véron [77, Section 2] (for the case $\mu=\frac{1}{4}$ ) imply that for every $y \in \partial \Omega$, there exists a positive $L_{\mu}$-harmonic function in $\Omega$ which vanishes on $\partial \Omega \backslash\{y\}$ and is unique up to a constant. This function is denoted by $K_{\mu}^{\Omega}(\cdot, y)$ with normalization $K_{\mu}^{\Omega}\left(x_{0}, y\right)=1$ where $x_{0} \in \Omega$ is a fixed reference point. The function $(x, y) \mapsto K_{\mu}^{\Omega}(x, y),(x, y) \in \Omega \times \partial \Omega$, is called the $L_{\mu}$-Martin kernel in $\Omega$ relative to $x_{0}$. We emphasize that the role of the Martin kernel is similar to that of the Poisson kernel in case $\mu=0$. However, unlike the Poisson kernel which has a finite mass, the Martin kernel $K_{\mu}^{\Omega}(, y)$ may have zero or infinite mass at $y$. In particular, if $\mu \in\left(0, C_{H}(\Omega)\right)$, then the mass of $K_{\mu}^{\Omega}(\cdot, y)$ at $y$ is zero and hence the Poisson kernel does not exist in this case.

Furthermore, by [8] and [77, Theorem 2.33] (for $\mu=\frac{1}{4}$ ), there is a one-to-one correspondence between the set of positive $L_{\mu}$-harmonic functions and the set of positive bounded Radon measures on $\partial \Omega$. More precisely, we have:

Theorem 1.2 (Representation Theorem). For every $\nu \in \mathfrak{M}^{+}(\partial \Omega)$ the function

$$
\begin{equation*}
\mathbb{K}_{\mu}^{\Omega}[\nu](x):=\int_{\partial \Omega} K_{\mu}^{\Omega}(x, y) d \nu(y) \quad \forall x \in \Omega \tag{1.3.3}
\end{equation*}
$$

is $L_{\mu}$-harmonic in $\Omega$. Conversely, for every positive $L_{\mu}$-harmonic function $u$ in $\Omega$ there exists a unique measure $\nu \in \mathfrak{M}^{+}(\partial \Omega)$ such that $u=\mathbb{K}_{\mu}^{\Omega}[\nu]$ in $\Omega$.

The measure $\nu$ such that $u=\mathbb{K}_{\mu}^{\Omega}[\nu]$ is called the $L_{\mu}$-boundary measure of $u$. If $\mu=0, \nu$ becomes the m-boundary trace of $u$ (see the definition of m-boundary trace in Definition 1.1). However, when $\mu \in\left(0, C_{H}(\Omega)\right)$, it can be proved that, for every $\nu \in \mathfrak{M}^{+}(\partial \Omega)$, the m-boundary trace of $\mathbb{K}_{\mu}^{\Omega}[\nu]$ is zero.

Let $G_{\mu}^{\Omega}$ be the Green kernel for the operator $-L_{\mu}$ in $\Omega \times \Omega$ defined by

$$
G_{\mu}^{\Omega}(x, y)=\int_{0}^{\infty} H_{\mu}(x, y, t) d t
$$

where $H_{\mu}$ is the heat kernel associated with $-L_{\mu}$. By [66, Theorem 4.11], for every $x, y \in \Omega, x \neq y$,

$$
\begin{equation*}
G_{\mu}^{\Omega}(x, y) \sim|x-y|^{2-N}\left(1 \wedge \delta(x)^{\alpha} \delta(y)^{\alpha}|x-y|^{-2 \alpha}\right) \tag{1.3.4}
\end{equation*}
$$

This estimate leads to the observation that a measure $\tau \in \mathfrak{M}^{+}\left(\Omega, \delta^{\alpha}\right)$ if and only if $\mathbb{G}_{\mu}^{\Omega}[\tau]$ is finite a.e. in $\Omega$ (see [106, page 9$]$ ) where $\mathbb{G}_{\mu}^{\Omega}$ is the Green
operator acting on $\tau$ defined by

$$
\mathbb{G}_{\mu}^{\Omega}[\tau](x):=\int_{\Omega} G_{\mu}^{\Omega}(x, y) d \tau(y)
$$

From the following relation between Green kernel and Martin kernel

$$
K_{\mu}^{\Omega}(x, y)=\lim _{z \rightarrow y} \frac{G_{\mu}^{\Omega}(x, z)}{G_{\mu}^{\Omega}\left(x_{0}, z\right)} \quad \forall x \in \Omega, y \in \partial \Omega
$$

and estimate (1.3.4), we deduce

$$
\begin{equation*}
K_{\mu}^{\Omega}(x, y) \sim \delta(x)^{\alpha}|x-y|^{2-N-2 \alpha} \quad \forall x \in \Omega, y \in \partial \Omega \tag{1.3.5}
\end{equation*}
$$

Estimates in weak Lebesgue spaces. Let us first recall the definition of weak Lebesgue spaces (or Marcinkiewicz spaces). See the paper of Bénilan, Brezis and Crandall [21] for more details of these spaces.

Let $\kappa>1, \kappa^{\prime}=\frac{\kappa}{\kappa-1}$ and $\phi$ be a positive weight function. We set

$$
L_{w}^{\kappa}(\Omega, \phi):=\left\{u \in L_{l o c}^{1}(\Omega):\|u\|_{L_{w}^{\kappa}(\Omega, \phi)}<\infty\right\}
$$

where
$\|u\|_{L_{w}^{\kappa}(\Omega, \phi)}:=\inf \left\{c \in[0, \infty]: \int_{E}|u| \phi d x \leq c\left(\int_{E} \phi d x\right)^{\frac{1}{\kappa^{\prime}}}, \forall\right.$ Borel $\left.E \subset \Omega\right\}$.
The space $L_{w}^{\kappa}(\Omega, \phi)$ is called the weak Lebesgue space with exponent $\kappa$ (or Marcinkiewicz space) with the norm $\|\cdot\|_{L_{w}^{\kappa}(\Omega, \phi)}$. The subscript $w$ in the notation stands for 'weak'. The relation between the Lebesgue space norm and the weak Lebesgue space norm is given in [21, Lemma A.2(ii)]. In particular, for any $1 \leq r<\kappa<\infty$ and $u \in L_{l o c}^{1}(\Omega)$, there exists $C(r, \kappa)>0$ such that for any Borel subset $E$ of $\Omega$

$$
\int_{E}|u|^{r} \phi d x \leq C(r, \kappa)\|u\|_{L_{w}^{\kappa}(\Omega, \phi)}^{r}\left(\int_{E} \phi d x\right)^{1-\frac{r}{\kappa}}
$$

We notice that $L^{\kappa}(\Omega, \phi) \subset L_{w}^{\kappa}(\Omega, \phi) \subset L^{r}(\Omega, \phi)$ for all $1 \leq r<\kappa$. Weak Lebesgue spaces play an important role because they provide optimal estimates in the study of nonlinear elliptic equations in a measure framework.

Sharp estimates on Green kernel and Martin kernel in weak Lebesgue spaces were obtained in [106, Proposition 2.8] and [78, Proposition 2.4]. By using estimates (1.3.4) and (1.3.5), together with a key lemma in BidautVéron and Vivier [31, Lemma 2.4], we show that (see [78, Proposition 2.4]) there exists a constant $c=c(N, \mu, \Omega)$ such that

$$
\begin{align*}
\left\|\mathbb{G}_{\mu}^{\Omega}[\tau]\right\|_{L_{w}^{\frac{N+\alpha}{N+\alpha-2}}\left(\Omega, \delta^{\alpha}\right)} \leq c\|\tau\|_{\mathfrak{M}\left(\Omega, \delta^{\alpha}\right)} \quad \forall \tau \in \mathfrak{M}\left(\Omega, \delta^{\alpha}\right)  \tag{1.3.6}\\
\left\|\mathbb{K}_{\mu}^{\Omega}[\nu]\right\|_{L_{w}^{N+\alpha-2}}\left(\Omega, \delta^{\alpha}\right) \tag{1.3.7}
\end{align*} \leq c\|\nu\|_{\mathfrak{M}(\partial \Omega)} \quad \forall \nu \in \mathfrak{M}(\partial \Omega) .
$$

The above estimates indicate that the value $\frac{N+\alpha}{N+\alpha-2}$ would be a critical exponent for semilinear equations with the nonlinear term depending on solutions.

When the nonlinear term depends on the gradient of solutions, the estimates on the gradient of the Green kernel and Martin kernel also play an
important role in the analysis. More precisely, we prove that there exists a positive constant $c=c(N, \mu, \Omega)$ such that

$$
\begin{gather*}
\left\|\nabla \mathbb{G}_{\mu}^{\Omega}[|\tau|]\right\|_{L_{w}^{N+\alpha-1}\left(\Omega, \delta^{\gamma}\right)}^{N+\alpha} \leq c\|\tau\|_{\mathfrak{M}\left(\Omega, \delta^{\alpha}\right)} \quad \forall \tau \in \mathfrak{M}\left(\Omega, \delta^{\alpha}\right)  \tag{1.3.8}\\
\left\|\nabla \mathbb{K}_{\mu}^{\Omega}[|\nu|]\right\|_{L_{w}^{N+\alpha-1}\left(\Omega, \delta^{\alpha}\right)}^{N+\alpha} \leq c\|\nu\|_{\mathfrak{M}(\partial \Omega)} \quad \forall \nu \in \mathfrak{M}(\partial \Omega) \tag{1.3.9}
\end{gather*}
$$

where

$$
\begin{gathered}
\nabla \mathbb{G}_{\mu}^{\Omega}[\tau](x)=\int_{\Omega} \nabla_{x} G_{\mu}^{\Omega}(x, y) d \tau(y) \\
\nabla \mathbb{K}_{\mu}[\nu](x)=\int_{\partial \Omega} \nabla_{x} K_{\mu}^{\Omega}(x, z) d \nu(z)
\end{gathered}
$$

Estimates (1.3.8) and (1.3.9) indicate that the value $\frac{N+\alpha}{N+\alpha-1}$ would be a critical exponent for semilinear equations with the nonlinear term depending on the gradient of solutions.
1.3.2. Notions of $\mu$-boundary trace. One of the first attempt in the study of boundary value problems for linear and nonlinear equations involving operator $L_{\mu}$ was carried out by Bandle, Moroz and Reichel [11] who investigated $L_{\mu}$-sub and superharmonic functions and obtained the existence and nonexistence of large solutions, i.e. solutions blowing up on the boundary $\partial \Omega$. Further research related to large solutions is due to Bandle and Pozio $[12,13]$ and Du and Wei [52]. However, there are other types of solutions which may not singular on the whole boundary $\partial \Omega$. Therefore, in order to characterize the boundary behavior of such solutions to equations with a Hardy potential, we need a new tool.

Normalized boundary trace. An interesting observation emerging from estimate (1.3.5) and (1.3.3) is that there exists $\beta_{0}>0$ small enough such that for any $\nu \in \mathfrak{M}^{+}(\partial \Omega)$ and any $\beta \in\left(0, \beta_{0}\right)$, there holds

$$
\int_{\Sigma_{\beta}} \mathbb{K}_{\mu}^{\Omega}[\nu] d S \sim \beta^{1-\alpha}\|\nu\|_{\mathfrak{M}(\partial \Omega)}
$$

where $d S$ denotes the surface element on $\Sigma_{\beta}:=\{x \in \Omega: \delta(x)=\beta\}$. This, together with the fact $\alpha<1$, implies that the m-boundary trace (see Definition 1.1) of $\mathbb{K}_{\mu}^{\Omega}[\nu]$ is zero for any $\nu \in \mathfrak{M}^{+}(\partial \Omega)$. Therefore, the notion of m-boundary trace (see Definition 1.1) is no longer an appropriate tool to describe the boundary behavior of $\mathbb{K}_{\mu}^{\Omega}[\nu]$. Taking into account of the Representation theorem (see Theorem 1.2), we see that this notion does not play a role in the study of $L_{\mu}$-harmonic functions. Therefore, we introduce a new notion (see [106, Definition 1.2]) as follows:

Definition 1.3. Assume $0<\mu<C_{H}(\Omega)$. A function $u \in W_{l o c}^{1, r}(\Omega)$ with some $r>1$ possesses a normalized $\mu$-boundary trace if there exists a measure $\nu \in \mathfrak{M}(\partial \Omega)$ such that

$$
\begin{equation*}
\lim _{\beta \rightarrow 0} \beta^{\alpha-1} \int_{\Sigma_{\beta}}\left|u-\mathbb{K}_{\mu}^{\Omega}[\nu]\right| d S=0 \tag{1.3.10}
\end{equation*}
$$

where $d S$ denotes the surface element on $\Sigma_{\beta}$. The normalized $\mu$-boundary trace will be denoted by $\operatorname{tr}_{\mu}^{*}(u)$.

The terminology 'normalized' comes from the term $\beta^{\alpha-1}$ in (1.3.10). Roughly speaking, the difference between the function $u$ and $\mathbb{K}_{\mu}[\nu]$ on $\Sigma_{\beta}$ has to be normalized by the weight $\beta^{\alpha-1}=\delta(x)^{\alpha-1}$ for $x \in \Sigma_{\beta}$ so that it tends to zero. The weight $\beta^{\alpha-1}$ is also 'propositional' to the volume of the surface $\Sigma_{\beta}$. The term on the left-hand side of (1.3.10) can be understood as the 'average' of the difference between $u$ and $\mathbb{K}_{\mu}[\nu]$ near the boundary.

This notion is well-defined, i.e. if $\nu$ and $\nu^{\prime}$ satisfy (1.3.10) then $\nu=\nu^{\prime}$ (see the remark after [106, Definition 1.2]). The condition $u \in W_{l o c}^{1, r}(\Omega)$ ensures the meaning of $u$ on $\Sigma_{\beta}$ as the Sobolev trace of $u$ on $\Sigma_{\beta}$. The restriction $0<\mu<C_{H}(\Omega)$ in [106] is imposed to guarantee that the first eigenfunction $\varphi_{\mu}$ of $-L_{\mu}$ is a positive $L_{\mu}$-superharmonic in $\Omega$. The notion was extended to the range $\mu<\frac{1}{4}$ by Marcus and Moroz in [104] due the fact that there exist local $L_{\mu}$-superharmonic functions in a neighborhood of $\partial \Omega$. The notion is new even in the case $\mu=0$ and enables us to measure how close a function is in comparison with the Martin kernel near the boundary.

An important feature of this notion is that it allows to derive $\operatorname{tr}_{\mu}^{*}\left(\mathbb{G}_{\mu}^{\Omega}[\tau]\right)=$ 0 for any $\tau \in \mathfrak{M}\left(\Omega, \delta^{\alpha}\right)$ and $\operatorname{tr}_{\mu}^{*}\left(\mathbb{K}_{\mu}^{\Omega}[\nu]\right)=\nu$ for any $\nu \in \mathfrak{M}(\partial \Omega)$.

Boundary trace defined in a dynamic way. In parallel, Gkikas and Véron [77] introduced another notion of boundary trace which is defined using the weak convergence of measures. Let $D \Subset \Omega$ and $x_{0} \in D$ be a fixed reference point. If $h \in C(\partial D)$ then the following problem

$$
\left\{\begin{align*}
-L_{\mu} u=0 & \text { in } D,  \tag{1.3.11}\\
u=h & \text { on } \partial D,
\end{align*}\right.
$$

admits a unique solution which allows to define the $L_{\mu}$-harmonic measure $\omega_{D}^{x_{0}}$ on $\partial D$ by

$$
\begin{equation*}
u\left(x_{0}\right)=\int_{\partial D} h(y) d \omega_{D}^{x_{0}}(y) \tag{1.3.12}
\end{equation*}
$$

Let $\left\{\Omega_{n}\right\}$ be a $C^{2}$ exhaustion of $\Omega$. For each $n$, let $\omega_{\Omega_{n}}^{x_{0}}$ be the $L_{\mu}^{\Omega_{n}}$-harmonic measure on $\partial \Omega_{n}$.

Definition 1.4. Let $\mu \in\left(0, \frac{1}{4}\right]$. We say that a function $u$ possesses a $\mu$-boundary trace if there exists a measure $\nu \in \mathfrak{M}(\partial \Omega)$ such that for any $C^{2}$ exhaustion $\left\{\Omega_{n}\right\}$ of $\Omega$, there holds

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \int_{\partial \Omega_{n}} \phi u d \omega_{\Omega_{n}}^{x_{0}}=\int_{\partial \Omega} \phi d \nu \quad \forall \phi \in C(\bar{\Omega}) . \tag{1.3.13}
\end{equation*}
$$

The $\mu$-boundary trace of $u$ is denoted by $\operatorname{tr}_{\mu}(u)$ and we write $\operatorname{tr}_{\mu}(u)=\nu$.
The advantage of this notion is that it does not require to determine the normalization factor in the definition, however it does not provide information on the boundary behavior of functions near $\partial \Omega$.

Equivalence of the notions of $\mu$-boundary trace. We show (see [78]) that the normalized $\mu$-boundary trace in Definition 1.3 and the $\mu$-boundary trace in Definition 1.4 are actually equivalent. This is achieved thanks to the following result (see Section 2, especially Proposition 2.5 and Proposition
2.6 in [77])

$$
\begin{cases}\operatorname{tr}_{\mu}^{*}\left(\mathbb{G}_{\mu}^{\Omega}[\tau]\right)=\operatorname{tr}_{\mu}\left(\mathbb{G}_{\mu}^{\Omega}[\tau]\right)=0 & \forall \tau \in \mathfrak{M}\left(\Omega, \delta^{\alpha}\right) \\ \operatorname{tr}_{\mu}^{*}\left(\mathbb{K}_{\mu}^{\Omega}[\nu]\right)=\operatorname{tr}_{\mu}\left(\mathbb{K}_{\mu}^{\Omega}[\nu]\right)=\nu & \forall \nu \in \mathfrak{M}(\partial \Omega)\end{cases}
$$

Thanks to this result, these notions can be used interchangeably. In the sequel, we employ the notion of $\mu$-boundary trace given in Definition 1.4 in the study of linear equations and nonlinear equations.
1.3.3. Linear equations. In this subsection, we consider nonhomogeneous linear equations of the form

$$
\begin{equation*}
-L_{\mu} u=\tau \quad \text { in } \Omega \tag{1.3.14}
\end{equation*}
$$

with $\tau \in \mathfrak{M}\left(\Omega, \delta^{\alpha}\right)$. The boundary value problem for (1.3.14) with $\mu$ boundary trace is formulated as

$$
\left\{\begin{align*}
-L_{\mu} u & =\tau \quad \text { in } \Omega  \tag{1.3.15}\\
\operatorname{tr}_{\mu}(u) & =\nu
\end{align*}\right.
$$

where $\nu \in \mathfrak{M}(\partial \Omega)$.
Definition 1.5. Assume $\tau \in \mathfrak{M}\left(\Omega, \delta^{\alpha}\right)$ and $\nu \in \mathfrak{M}(\partial \Omega)$.
(i) A function $u$ is a solution of (1.3.14) if $u \in L_{l o c}^{1}(\Omega)$ and $u$ satisfies (1.3.14) in the sense of distributions in $\Omega$, namely

$$
-\int_{\Omega} u L_{\mu} \phi d x=\int_{\Omega} \phi d \tau \quad \forall \phi \in C_{c}^{\infty}(\Omega)
$$

(ii) A function $u$ is a solution of (1.3.15) if $u$ is a solution of (1.3.14) and $\operatorname{tr}_{\mu}(u)=\nu$.

Our main results regarding this problem provides a full understanding of equation (1.3.14) and problem (1.3.15), as listed below.

THEOREM 1.6. (i) For any $\nu \in \mathfrak{M}(\partial \Omega)$, the function $u=\mathbb{K}_{\mu}^{\Omega}[\nu]$ is the unique solution of problem (1.3.15) with $\tau=0$. If $u$ is a nonnegative $L_{\mu^{-}}$ harmonic function and $\operatorname{tr}_{\mu}(u)=0$ then $u=0$.
(ii) For any $\tau \in \mathfrak{M}\left(\Omega, \delta^{\alpha}\right)$, the function $u=\mathbb{G}_{\mu}^{\Omega}[\tau]$ is the unique solution of (1.3.15) with $\nu=0$. In particular, $\operatorname{tr}_{\mu}\left(\mathbb{G}_{\mu}^{\Omega}[\tau]\right)=0$.
(iii) Let $u$ be a positive $L_{\mu}$-subharmonic function. If $u$ is dominated by an $L_{\mu}$-superharmonic function then $L_{\mu} u \in \mathfrak{M}^{+}\left(\Omega, \delta^{\alpha}\right)$ and $u$ has a $\mu$-boundary trace. In this case $\operatorname{tr}_{\mu}(u)=0$ if and only if $u \equiv 0$.
(iv) Let $u$ be a positive $L_{\mu}$-superharmonic function. Then there exist $\nu \in \mathfrak{M}^{+}(\partial \Omega)$ and $\tau \in \mathfrak{M}\left(\Omega, \delta^{\alpha}\right)$ such that

$$
\begin{equation*}
u=\mathbb{G}_{\mu}^{\Omega}[\tau]+\mathbb{K}_{\mu}^{\Omega}[\nu] \tag{1.3.16}
\end{equation*}
$$

In particular, $u$ is an $L_{\mu}$-potential (i.e., $u$ does not dominate any positive $L_{\mu}$-harmonic function) if and only if $\operatorname{tr}_{\mu}(u)=0$.
(v) For every $\nu \in \mathfrak{M}(\partial \Omega)$ and $\tau \in \mathfrak{M}\left(\Omega, \delta^{\alpha}\right)$, problem (1.3.15) admits a unique solution. The solution is given by (1.3.16).
(vi) $u$ is a solution of of (1.3.15) if and only if $u \in L^{1}\left(\Omega, \delta^{\alpha}\right)$ and

$$
\begin{equation*}
-\int_{\Omega} u L_{\mu} \phi d x=\int_{\Omega} \phi d \tau-\int_{\Omega} \mathbb{K}_{\mu}^{\Omega}[\nu] L_{\mu} \phi d x \quad \forall \phi \in X(\Omega) \tag{1.3.17}
\end{equation*}
$$

where $X_{\mu}(\Omega)$ is the space of admissible test functions defined by

$$
\begin{equation*}
X_{\mu}(\Omega):=\left\{\phi \in H_{l o c}^{1}(\Omega): \delta^{-\alpha} \phi \in H^{1}\left(\Omega, \delta^{2 \alpha}\right), L_{\mu} \phi \in L^{\infty}\left(\Omega, \delta^{-\alpha}\right)\right\} . \tag{1.3.18}
\end{equation*}
$$

Let us comment on the formula (1.3.17). Since $u \in L^{1}\left(\Omega, \delta^{\alpha}\right)$ and $L_{\mu} \phi \in$ $L^{\infty}\left(\Omega, \delta^{-\alpha}\right)$, it follows that $u L_{\mu} \phi \in L^{1}(\Omega)$, hence the term on the left-hand side of (1.3.17) is finite. Next, since $\phi \in X_{\mu}(\Omega)$, by [77, Lemma 3.1], we have $|\phi| \leq c \delta^{\alpha}$, and hence the first term on the right-hand side of (1.3.17) is finite. Finally, since $\mathbb{K}_{\mu}^{\Omega}[\nu] \in L^{1}\left(\Omega, \delta^{\alpha}\right)$ (see [78, Proposition 2.4]) and $L_{\mu} \phi \in L^{\infty}\left(\Omega, \delta^{-\alpha}\right)$, the the second term on the right-hand side of (1.3.17) is finite.

Theorem 1.6 was obtained in our joint work with Marcus [105, Proposition I.] in case $\mu \in\left(0, C_{H}(\Omega)\right)$, dealing with the notion of normalized $\mu$-boundary trace and the space of test functions

$$
Y_{\mu}(\Omega):=\left\{\zeta \in C^{2}(\Omega): L_{\mu} \zeta \in L^{\infty}\left(\Omega, \delta^{1-\alpha}\right), \zeta \in L^{\infty}\left(\Omega, \delta^{-\alpha}\right)\right\}
$$

instead of $X_{\mu}(\Omega)$, and then was extended in our joint work with Gkikas [78, Section 2] to the case $\mu \in\left(0, \frac{1}{4}\right]$, dealing with the notion of $\mu$-boundary trace. The above results generalize those for Laplacian in measure frameworks (see [116]).

The theory for linear equation (1.3.14) forms a basis for the study of nonlinear equation (1.2.6). The boundary value problem for (1.2.6) with a given $\mu$-boundary trace is formulated as

$$
\left\{\begin{align*}
-L_{\mu} u \pm g(u,|\nabla u|) & =0 \quad \text { in } \Omega,  \tag{1.3.19}\\
\operatorname{tr}_{\mu}(u) & =\nu .
\end{align*}\right.
$$

Let us give the definition of weak solutions of equation (1.2.6) and problem (1.3.19).

Definition 1.7. (i) A function $u$ is a weak solution of (1.2.6) if $u \in$ $L_{l o c}^{1}(\Omega), g(u,|\nabla u|) \in L_{l o c}^{1}(\Omega)$ and $u$ satisfies (1.2.6) in the sense of distributions in $\Omega$, namely

$$
-\int_{\Omega} u L_{\mu} \phi d x \pm \int_{\Omega} g(u,|\nabla u|) \phi d x=0 \quad \forall \phi \in C_{c}^{\infty}(\Omega) .
$$

(ii) Let $\nu \in \mathfrak{M}(\partial \Omega)$. A function $u$ is a weak solution to of (1.3.19) if $u$ is a weak solution of (1.2.6) and $\operatorname{tr}_{\mu}(u)=\nu$.

In the spirit of Theorem 1.6, it is interesting to ask if every weak solution of (1.3.19) satisfies the decomposition

$$
\begin{equation*}
u \pm \mathbb{G}_{\mu}^{\Omega}[g(u,|\nabla u|)]=\mathbb{K}_{\mu}^{\Omega}[\nu] \quad \text { in } \Omega \tag{1.3.20}
\end{equation*}
$$

and the weak formula

$$
\begin{equation*}
\left.-\int_{\Omega} u L_{\mu} \phi d x \pm \int_{\Omega} g(u,|\nabla u|) \phi\right) d x=-\int_{\Omega} \mathbb{K}_{\mu}^{\Omega}[\nu] L_{\mu} \phi d x \quad \forall \phi \in X_{\mu}(\Omega) . \tag{1.3.21}
\end{equation*}
$$

The answer to this question is positive. We will discuss it the typical models successively.
1.3.4. Absorption term. In case $g(u,|\nabla u|)=|u|^{p-1} u$, with $p>1$, and the plus sign occurs in (1.2.6), equation (1.2.6) and problem (1.3.19) become

$$
\begin{equation*}
-L_{\mu} u+|u|^{p-1} u=0 \quad \text { in } \Omega \tag{1.3.22}
\end{equation*}
$$

and

$$
\left\{\begin{align*}
-L_{\mu} u+|u|^{p-1} u & =0 \quad \text { in } \Omega  \tag{1.3.23}\\
\operatorname{tr}_{\mu}(u) & =\nu
\end{align*}\right.
$$

where $\nu \in \mathfrak{M}(\partial \Omega)$.
As in the the case $\mu=0$, the first step to analyze the $\mu$-boundary trace of solutions to (1.3.22) is to deal with moderate solutions of (1.3.22).

Definition 1.8. A function $u$ is a moderate solution of (1.3.22) if $|u| \leq v$ where $v$ is a positive $L_{\mu}$-harmonic function.

Our next theorem describes the relation between the concept of $\mu$ boundary trace and the notion of moderate solutions of (1.3.22).

Theorem 1.9. Assume $p>1$ and let $u$ be a positive solution of (1.3.22). Then the following statements are equivalent.
(i) $u$ is a $L_{\mu}$-moderate solution of (1.3.22).
(ii) $u$ admits a $\mu$-boundary trace $\nu \in \mathfrak{M}^{+}(\partial \Omega)$. It means $u$ is a solution of (1.3.23).
(iii) $u \in L^{p}\left(\Omega, \delta^{\alpha}\right)$ and (1.3.20) holds with $g(u,|\nabla u|)=u^{p}$ and the plus sign, where $\nu=\operatorname{tr}_{\mu}(u)$.

Furthermore, a positive function $u$ is a solution of (1.3.23) if and only if $u \in L^{p}\left(\Omega, \delta^{\alpha}\right)$ and (1.3.21) holds with $g(u,|\nabla u|)=u^{p}$ and the plus sign.

This theorem is a combination of [106, Proof of Theorem A] and [77, Proof of Proposition 3.5] and covers the previous results for the case $\mu=0$ in [116, Section 2.1]. The proof is based on Theorem 1.6, Representation Theorem 1.2 and an approximation process.

A remarkable distinction in the study of nonlinear problem (1.3.23) in comparison with that of linear problem (1.3.15) is that problem (1.3.23) is solvable for any $\nu \in \mathfrak{M}(\partial \Omega)$ only if the nonlinear term does not grow 'too fast'. More precisely, we show that the exponent $p_{\mu}$ given in (1.2.11) is a critical exponent for the existence of solutions to (1.3.23) in the sense that if $1<p<p_{\mu}$ then problem (1.3.23) has a unique solution for every measure $\nu \in \mathfrak{M}^{+}(\partial \Omega)$ while, if $p \geq p_{\mu}$ then the problem has no solution if $\nu$ is a Dirac measure. This is reflected in the following theorem.

Theorem 1.10. Assume $p>1$.
(i) Existence, uniqueness and stability. If $1<p<p_{\mu}$ then for every $\nu \in \mathfrak{M}(\partial \Omega)$ (1.3.23) admits a unique positive solution.
(i) Non-existence. If $p \geq p_{\mu}$ then for every $k>0$ and $y \in \partial \Omega$, there is no positive solution of (1.3.23) with $\mu$-boundary trace $k \delta_{y}$, where $\delta_{y}$ denotes the Dirac measure concentrated at $y$.

It is noticed that for any $\nu \in L^{1}(\partial \Omega)$, problem (1.3.23) admits a unique solution.

We proved Theorem 1.10 for $\mu \in\left(0, C_{H}(\Omega)\right)$ in connection with normalized $\mu$-boundary trace (see [106, Theorem E and Theorem F]). The
results were extended by Marcus and Moroz [104] to the case $\mu<\frac{1}{4}$ for arbitrary domains, without any requirement on the positivity of the first eigenvalue $\lambda_{\mu}$ due to the key observation that there exists a positive local $L_{\mu}$-superharmonic function in the whole range $\mu<\frac{1}{4}$.

In parallel, Gkikas and Véron considered the semilinear equations with a class of more general absorption terms $g(u)$ where $g: \mathbb{R} \rightarrow \mathbb{R}$ is a continuous, nondecreasing function with $g(0)=0$, under assumption (1.3.2). They pointed out in [77, Theorem 3.3] that, under the condition

$$
\begin{equation*}
\int_{1}^{\infty}(g(t)+|g(-t)|) t^{-1-p_{\mu}} d t<\infty, \tag{1.3.24}
\end{equation*}
$$

for every $\nu \in \mathfrak{M}(\partial \Omega)$ there exists a unique weak solution of (1.3.19) with nonlinear term $g(u)$. Clearly, when $g(u)=|u|^{p-1} u$, with $p>1$, condition (1.3.24) is translated as $1<p<p_{\mu}$ and the existence result by Gkikas and Véron covers statement (i) of Theorem 1.10. In particular, the result asserts that for any $k>0$, there exists a unique solution $u_{k \delta_{y}}$ of (1.3.23) with $\nu=k \delta_{y}$. It was also showed that the function $u_{\infty \delta_{y}}:=\lim _{k \rightarrow \infty} u_{k \delta_{y}}$ is a solution to the equation in (1.3.22) which vanishes on $\partial \Omega \backslash\{y\}$ and admits a strong singularity at $y$. When $p \geq p_{\mu}$, they provided a necessary and sufficient condition expressed in terms of Besov capacities for the existence of a solution to (1.3.23), which includes statement (ii) of Theorem 1.10 as a concrete case.
1.3.5. Source term. We are also interested in semilinear elliptic equations with a source term

$$
\begin{equation*}
-L_{\mu} u=g(u) \quad \text { in } \Omega \tag{1.3.25}
\end{equation*}
$$

and the associated boundary value problem

$$
\left\{\begin{array}{l}
-L_{\mu} u=g(u) \quad \text { in } \Omega  \tag{1.3.26}\\
\operatorname{tr}_{\mu}(u)=\nu
\end{array}\right.
$$

where $g: \mathbb{R}_{+} \rightarrow \mathbb{R}_{+}$is a continuous, nondecreasing function with $g(0)=$ 0 . When dealing with (1.3.25) and (1.3.26), one encounters the following difficulties. The first one stems from the lack of a universal upper bound for solutions of (1.3.25). The second difficulty is that $\mathbb{K}_{\mu}^{\Omega}[\nu]$ is a subsolution of (1.3.26) and therefore it is no longer an upper bound, but a lower bound for solutions of (1.3.26).

We also show that weak solutions of (1.3.26) can be represented as in (1.3.20), namely they can be decomposed as the sum of two terms: the action of Green operator on the nonlinearity and the action of the Martin kernel on the boundary datum. Equivalently, it also means that weak solutions satisfy an integral formulation weakfor-ugradu (See [119, Theorem A] for $\mu \in\left(0, C_{H}(\Omega)\right)$ and [78, Proposition A] for $\mu \in\left(0, \frac{1}{4}\right]$ and more general results involving also interior measure data).

A counterpart of Theorem 1.9 is also obtained for (1.3.25) and (1.3.26) (see [77, Proposition A]). Based on this, together with weak Lebesgue space estimate on Green kernel and Martin kernel and the Schauder fixed point
theorem, we show that the value $p_{\mu}$ given in (1.2.11) is also a critical exponent for the existence of (1.3.26), as stated below (see [119, Theorem H and Theorem I]).

Theorem 1.11. (i) Subcritical case. Assume that

$$
\begin{equation*}
\Lambda_{0}:=\int_{1}^{\infty} g(t) t^{-1-p_{\mu}} d t<\infty \tag{1.3.27}
\end{equation*}
$$

and $0 \leq g(t) \leq \Lambda_{1} t^{p_{1}}+\theta$ for all $t \in[0,1]$ with some $p_{1}>1, \Lambda_{1}>0, \theta>0$. There exist $\theta_{0}>0$ and $\rho_{0}>0$ such that for any $\theta \in\left(0, \theta_{0}\right)$ and $\nu \in$ $\mathfrak{M}^{+}(\partial \Omega)$ such that $\|\nu\|_{\mathfrak{M}(\partial \Omega)}<\rho_{0}$, problem (1.3.26) admits a nonnegative weak solution.
(ii) Sublinear case. Assume that

$$
\begin{equation*}
0 \leq g(t) \leq \Lambda_{2} t^{p_{2}}+\theta \quad \forall t \geq 0 \tag{1.3.28}
\end{equation*}
$$

for some $p_{2} \in(0,1], \Lambda_{2}>0$ and $\theta>0$. In (1.3.28), if $p_{2}=1$ we assume in addition that $\Lambda_{2}$ is small enough. Then for any $\nu \in \mathfrak{M}^{+}(\partial \Omega)$, (1.3.26) admits a nonnegative weak solution.

When $g(u)=u^{p}$, we obtain a deeper analysis of the existence and nonexistence phenomena. Indeed, we prove (see [119, Theorem D and Theorem $\mathrm{G}]$ ) the existence of a threshold value for the existence of solutions to

$$
\left\{\begin{align*}
-L_{\mu} u & =u^{p} \quad \text { in } \Omega  \tag{1.3.29}\\
\operatorname{tr}_{\mu}(u) & =\rho \nu
\end{align*}\right.
$$

where $\rho>0$ is a parameter and $\nu \in \mathfrak{M}^{+}(\partial \Omega)$ with $\|\nu\|_{\mathfrak{M}(\partial \Omega)}=1$.
THEOREM 1.12. Let $p>1$ and $\nu \in \mathfrak{M}^{+}(\partial \Omega)$ with $\|\nu\|_{\mathfrak{M}(\partial \Omega)}=1$.
I. Subcritical case: $p \in\left(1, p_{\mu}\right)$. There exists $\rho^{*} \in(0, \infty)$ such that the followings hold.
(i) If $\rho \in\left(0, \rho^{*}\right]$ then problem (1.3.29) admits a minimal positive weak solution $\underline{u}_{\rho \nu}$.
(ii) If $\rho>\rho^{*}$ then (1.3.29) does not admit any positive solution.
II. Supercritical case: $p \geq p_{\mu}$. For every $\rho>0$ and $y \in \partial \Omega$, there is no positive weak solution of (1.3.29) with $\nu=\delta_{y}$, where $\delta_{y}$ is the Dirac mass concentrated at $y \in \partial \Omega$.

Theorem 1.12 shows a sharp difference between the absorption case and the source case. More clearly, in the source case, the existence depends not only on the concentration of the boundary datum but also on its norm. It was proved later on in our recent paper [23] that the multiplicity occurs when $\rho \in\left(0, \rho^{*}\right)$ and the uniqueness happens when $\rho=\rho^{*}$.

We also established various necessary and sufficient conditions in terms of estimates on Green kernel (see [78, Theorem B]) for the existence for the Dirichlet problem with interior measure data and boundary measure data

$$
\left\{\begin{align*}
-L_{\mu} u & =u^{p}+\sigma \tau \quad \text { in } \Omega  \tag{1.3.30}\\
\operatorname{tr}_{\mu}(u) & =\rho \nu
\end{align*}\right.
$$

Existence results are stated in the following theorem.

Theorem 1.13. Let $\tau \in \mathfrak{M}^{+}\left(\Omega, \delta^{\alpha}\right)$, $\nu \in \mathfrak{M}^{+}(\partial \Omega)$ and $p>0$.
(i) Assume $0<p<p_{\mu}$. Then there exists a constant $C>0$ such that

$$
\begin{array}{ll}
\mathbb{G}_{\mu}^{\Omega}\left[\mathbb{K}_{\mu}^{\Omega}[\nu]^{p}\right] \leq C \mathbb{K}_{\mu}^{\Omega}[\nu] & \text { a.e. in } \Omega \\
\mathbb{G}_{\mu}^{\Omega}\left[\mathbb{G}_{\mu}^{\Omega}[\tau]^{p}\right] \leq C \mathbb{G}_{\mu}^{\Omega}[\tau] & \text { a.e. in } \Omega . \tag{1.3.32}
\end{array}
$$

(ii) If (1.3.31) and (1.3.32) hold then problem (1.3.30) admits a weak solution $u$ satisfying

$$
\begin{equation*}
\mathbb{G}_{\mu}^{\Omega}[\sigma \tau]+\mathbb{K}_{\mu}^{\Omega}[\rho \nu] \leq u \leq C\left(\mathbb{G}_{\mu}^{\Omega}[\sigma \tau]+\mathbb{K}_{\mu}^{\Omega}[\rho \nu]\right) \text { a.e. in } \Omega \tag{1.3.33}
\end{equation*}
$$

for $\sigma>0$ and $\rho>0$ small enough if $p>1$, for any $\sigma>0$ and $\rho>0$ if $0<p<1$.
(iv) If $p>1$ and (1.3.30) admits a weak solution then (1.3.31) and (1.3.32) hold with constant $C=\frac{1}{p-1}$.
(v) Assume $0<p<p_{\mu}$. Then there exists a constant $C>0$ such that for any weak solution $u$ of (1.3.30) there holds

$$
\begin{equation*}
\mathbb{G}_{\mu}^{\Omega}[\sigma \tau]+\mathbb{K}_{\mu}^{\Omega}[\rho \nu] \leq u \leq C\left(\mathbb{G}_{\mu}^{\Omega}[\sigma \tau]+\mathbb{K}_{\mu}^{\Omega}[\rho \nu]+\delta^{\alpha}\right) \text { a.e. in } \Omega \text {. } \tag{1.3.34}
\end{equation*}
$$

In order to deal with (1.3.30) in the supercritical case, i.e. $p \geq p_{\mu}$, we make use of interior capacities and boundary capacities which are recalled below. For $0 \leq \theta \leq \beta<N$, set

$$
\begin{equation*}
N_{\theta, \beta}(x, y):=\frac{1}{|x-y|^{N-\beta} \max \{|x-y|, \delta(x), \delta(y)\}^{\theta}}, \quad \forall(x, y) \in \bar{\Omega} \times \bar{\Omega}, x \neq y \tag{1.3.35}
\end{equation*}
$$

$$
\begin{equation*}
\mathbb{N}_{\theta, \beta}[\tau](x):=\int_{\bar{\Omega}} N_{\theta, \beta}(x, y) d \tau(y), \quad \forall \tau \in \mathfrak{M}^{+}(\bar{\Omega}) \tag{1.3.36}
\end{equation*}
$$

For $a>-1,0 \leq \theta \leq \beta<N$ and $s>1$, define $\operatorname{Cap}_{\mathbb{N}_{\theta, \beta}, s}^{a}$ by

$$
\begin{equation*}
\operatorname{Cap}_{\mathbb{N}_{\theta, \beta}, s}^{a}(E):=\inf \left\{\int_{\bar{\Omega}} \delta^{a} \phi^{s} d x: \quad \phi \geq 0, \quad \mathbb{N}_{\theta, \beta}\left[\delta^{a} \phi\right] \geq \chi_{E}\right\} \tag{1.3.37}
\end{equation*}
$$

for any Borel set $E \subset \bar{\Omega}$. Here $\chi_{E}$ denotes the indicator function of $E$.
Next we recall the capacity $\operatorname{Cap}_{\theta, s}^{\partial \Omega}$ introduced in [28] which is used to deal with boundary measures. Let $\theta \in(0, N-1)$ and denote by $\mathcal{B}_{\theta}$ the Bessel kernel in $\mathbb{R}^{N-1}$ with order $\theta$. For $s>1$, define

$$
\begin{equation*}
\operatorname{Cap}_{\mathcal{B}_{\theta}, s}(F):=\inf \left\{\int_{\mathbb{R}^{N-1}} \delta^{s} d y: \phi \geq 0, \mathcal{B}_{\theta} * \phi \geq \chi_{F}\right\} \tag{1.3.38}
\end{equation*}
$$

for any Borel set $F \subset \mathbb{R}^{N-1}$. Since $\Omega$ is a bounded smooth domain in $\mathbb{R}^{N}$, there exist open sets $O_{1}, \ldots, O_{m}$ in $\mathbb{R}^{N}$, diffeomorphisms $T_{i}: O_{i} \rightarrow B_{1}(0)$ and compact sets $K_{1}, \ldots, K_{m}$ in $\partial \Omega$ such that
(i) $K_{i} \subset O_{i}, 1 \leq i \leq m$ and $\partial \Omega \subset \cup_{i=1}^{m} K_{i}$,
(ii) $T_{i}\left(O_{i} \cap \partial \Omega\right)=B_{1}(0) \cap\left\{x_{N}=0\right\}, T_{i}\left(O_{i} \cap \Omega\right)=B_{1}(0) \cap\left\{x_{N}>0\right\}$,
(iii) For any $x \in O_{i} \cap \Omega$, there exists $y \in O_{i} \cap \partial \Omega$ such that $\delta(x)=|x-y|$. We then define the $\operatorname{Cap}_{\theta, s}^{\partial \Omega}$-capacity of a compact set $F \subset \partial \Omega$ by

$$
\begin{equation*}
\operatorname{Cap}_{\theta, s}^{\partial \Omega}(F):=\sum_{i=1}^{m} \operatorname{Cap}_{\mathcal{B}_{\theta}, s}\left(\tilde{T}_{i}\left(F \cap K_{i}\right)\right) \tag{1.3.39}
\end{equation*}
$$

where $T_{i}\left(F \cap K_{i}\right)=\tilde{T}_{i}\left(F \cap K_{i}\right) \times\left\{x_{N}=0\right\}$.

Let $a>-1,0 \leq \theta \leq \beta<N$ and $s>1$ and assume that $-1+s^{\prime}(1+\theta-$ $\beta)<a<-1+s^{\prime}(N+\theta-\beta)$. Then the above capacities are equivalent

$$
\operatorname{Cap}_{\mathbb{N}_{\theta, \beta}, s}^{a}(E) \approx \operatorname{Cap}_{\beta-\theta+\frac{a+1}{s^{\prime}}-1, s}^{\partial \Omega}(E) \quad \text { for any Borel } E \subset \partial \Omega
$$

The interested reader is referred to in [78, Section 3.3] for more properties of of such capacities. Using these capacities, we give a criteria for the existence of solutions.

Theorem 1.14. Let $\tau \in \mathfrak{M}^{+}\left(\Omega, \delta^{\alpha}\right)$ and $\nu \in \mathfrak{M}^{+}(\partial \Omega)$. Assume $p>1$. Then the following statements are equivalent.
(i) There exists $C>0$ such that the following inequalities hold

$$
\begin{gather*}
\int_{E} \delta^{\alpha} d \tau \leq C C a p_{\mathbb{N}_{2 \alpha, 2}, p^{\prime}}^{(p+1) \alpha}(E) \quad \text { for all Borel set } E \subset \bar{\Omega}  \tag{1.3.40}\\
\nu(F) \leq C C a p_{1-\alpha+\frac{\alpha+1}{p, p^{\prime}}}^{\partial \Omega}(F) \text { for all Borel set } F \subset \partial \Omega \tag{1.3.41}
\end{gather*}
$$

(ii) There exists a positive constant $C$ such that (1.3.31) and (1.3.32) hold.
(iii) Problem (1.3.30) has a positive weak solution for $\sigma>0$ and $\rho>0$ small enough.

We remark that capacities are a very useful tool which provides a finer topology than Borel measures. When $1<p<p_{\mu}$, we have

$$
\inf _{\xi \in \Omega} \operatorname{Cap}_{\mathbb{N}_{2 \alpha, 2}, p^{\prime}}^{(p+1) \alpha}(\{\xi\})>0 \quad \text { and } \quad \inf _{z \in \partial \Omega} \operatorname{Cap}_{1-\alpha+\frac{\alpha+1}{p}, p^{\prime}}^{\partial \Omega}(\{z\})>0
$$

hence the Theorem 1.14 covers Theorem 1.13 (i)-(iii).
It is worth mentioning that we also extend existence results for scalar equations to systems of the form

$$
\begin{cases}-L_{\mu} u=\epsilon g(v)+\sigma \tau & \text { in } \Omega  \tag{1.3.42}\\ -L_{\mu} v=\epsilon \tilde{g}(u)+\tilde{\sigma} \tilde{\tau} & \text { in } \Omega \\ \operatorname{tr}_{\mu}(u)=\rho \nu, \quad \operatorname{tr}_{\mu}(v)=\tilde{\rho} \tilde{\nu} & \end{cases}
$$

where $g$ and $\tilde{g}$ are nondecreasing, continuous functions in $\mathbb{R}$ with $g(0)=$ $\tilde{g}(0)=0, \epsilon= \pm 1, \sigma>0, \tilde{\sigma}>0, \rho>0, \tilde{\rho}>0$. The reader is referred to our paper [78] for various existence results for (1.3.42).
1.3.6. Gradient-dependent nonlinearities. In this subsection, we consider the Dirichlet problem for equation (1.2.6) with $g: \mathbb{R}_{+} \times \mathbb{R}_{+} \rightarrow \mathbb{R}_{+}$ being nondecreasing and locally Lipschitz in its two variables with $g(0,0)=$ 0 . We recall that the nonlinearity $g(u,|\nabla u|)$ is called absorption (resp. source) if the plus sign (resp. minus sign) appears in (1.2.6). Two prototype models to keep in mind are $g(u,|\nabla u|)=u^{p}+|\nabla u|^{q}$ and $g(u,|\nabla u|)=u^{p}|\nabla u|^{q}$.

First we are interested in the Dirichlet problem in the absorption case

$$
\left\{\begin{align*}
-L_{\mu} u+g(u,|\nabla u|) & =0 \quad \text { in } \Omega  \tag{1.3.43}\\
\operatorname{tr}_{\mu}(u) & =\nu
\end{align*}\right.
$$

Weak solutions of (1.3.43) are defined in Definition 1.7.
The case where $g$ depends only on $|\nabla u|$ was studied in our joint paper with Gkikas [79] where we showed that the value $q_{\mu}$ given in (1.2.13) is a critical value for the existence of (1.3.43). Several results were established for
the Dirichlet problem, including uniqueness and full description of isolated boundary trace in the case $1<q<q_{\mu}$ and a removability result in the case $q_{\mu} \leq q<2$.

Coming back to problem (1.3.43), the existence of a weak solution holds under an integral condition on $g$ (see [80, Theorem 1.3]).

Theorem 1.15. Assume $g$ satisfies (1.2.14). Then for any $\nu \in \mathfrak{M}^{+}(\partial \Omega)$, problem (1.3.43) admits a positive weak solution $0 \leq u \leq \mathbb{K}_{\mu}[\nu]$ in $\Omega$.

The proof is a highly nontrivial adaptation of that in the case where $g$ depends only on $u$ or $|\nabla u|$, relying on sub and super solutions method, the Schauder fixed point theorem and the Vitali convergence theorem.

Two typical models are $g(u,|\nabla u|)=u^{p}+|\nabla u|^{q}$ and $g(u,|\nabla u|)=u^{p}|\nabla u|^{q}$. The subcritical range and supercritical range for $(p, q)$ are defined in (1.2.15) and (1.2.16).

Next we show that the uniqueness holds in the cases $g(u,|\nabla u|)=u^{p}+$ $|\nabla u|^{q}$ and $g(u,|\nabla u|)=u^{p}|\nabla u|^{q}$. As a matter of fact, the uniqueness is a direct consequence of the following comparison principle (see [80, Theorem 1.5 and Theorem B.1]). This result is novel even in the case $\mu=0$.

Theorem 1.16. Assume $g(u,|\nabla u|)=u^{p}+|\nabla u|^{q}$ with $p, q$ satisfying (1.2.15) or $g(u,|\nabla u|)=u^{p}|\nabla u|^{q}$ with $p, q$ satisfying (1.2.16) and $q \geq 1$. Let $\nu_{i} \in \mathfrak{M}^{+}(\partial \Omega), i=1,2$, and $u_{i}$ be a nonnegative solution of (1.3.43) with $\nu=\nu_{i}$. If $\nu_{1} \leq \nu_{2}$ then $u_{1} \leq u_{2}$ in $\Omega$.

The proof is based on a regularity result, the maximum principle, estimates on the gradient of subsolutions of a nonhomogeneous linear equation.

Assume the origin $0 \in \partial \Omega$ and let $\delta_{0}$ be the Dirac measure concentrated at 0 . It is known from Theorem 1.15 that for any $k>0$, there exists a unique solution $u_{0, k}^{\Omega}$ of (1.3.43) with $\nu=k \delta_{0}$. It is natural to ask what the $\lim _{k \rightarrow \infty} u_{0, k}^{\Omega}$ could be. The answer is given in the next theorem where a complete description of isolated singularities at 0 is established.

We first consider the case $g(u,|\nabla u|)=u^{p}+|\nabla u|^{q}$. In this case, set

$$
\begin{equation*}
m_{p, q}:=\max \left\{p, \frac{q}{2-q}\right\} \tag{1.3.44}
\end{equation*}
$$

THEOREM 1.17. Assume $g(u,|\nabla u|)=u^{p}+|\nabla u|^{q}$ with $p$ and $q$ satisfying (1.2.15).
I. Weak singularity. For any $k>0$, let $u_{0, k}^{\Omega}$ be the solution of (1.3.43) with $\nu=k \delta_{0}$. Then there exists a constant $c=c(N, \mu, \Omega)>0$ such that

$$
\begin{equation*}
u_{0, k}^{\Omega}(x) \leq \operatorname{ck} \delta(x)^{\alpha}|x|^{2-N-2 \alpha} \quad \forall x \in \Omega \tag{1.3.45}
\end{equation*}
$$

and

$$
\begin{equation*}
\left|\nabla u_{0, k}^{\Omega}(x)\right| \leq \operatorname{ck} \delta(x)^{\alpha-1}|x|^{2-N-2 \alpha} \quad \forall x \in \Omega \tag{1.3.46}
\end{equation*}
$$

Moreover

$$
\begin{equation*}
\lim _{\Omega \ni x \rightarrow 0} \frac{u_{0, k}^{\Omega}(x)}{K_{\mu}^{\Omega}(x, 0)}=k \tag{1.3.47}
\end{equation*}
$$

Furthermore the mapping $k \mapsto u_{0, k}^{\Omega}$ is increasing.
II. Strong singularity. Put $u_{0, \infty}^{\Omega}:=\lim _{k \rightarrow \infty} u_{0, k}^{\Omega}$. Then $u_{0, \infty}^{\Omega}$ is a solution of

$$
\left\{\begin{align*}
-L_{\mu} u+g(u,|\nabla u|) & =0 & & \text { in } \Omega,  \tag{1.3.48}\\
u & =0 & & \text { on } \partial \Omega \backslash\{0\}
\end{align*}\right.
$$

Then there exists a constant $c=c(N, \mu, p, q, \Omega)>0$ such that

$$
\begin{gather*}
c^{-1} \delta(x)^{\alpha}|x|^{-\frac{2}{m_{p}, q-1}} \leq u_{0, \infty}^{\Omega}(x) \leq c \delta(x)^{\alpha}|x|^{-\frac{2}{m_{p}, q-1}} \quad \forall x \in \Omega  \tag{1.3.49}\\
\left|\nabla u_{0, \infty}^{\Omega}(x)\right| \leq c \delta(x)^{\alpha-1}|x|^{-\frac{2}{m_{p}, q-1}-\alpha} \quad \forall x \in \Omega \tag{1.3.50}
\end{gather*}
$$

Moreover

$$
\begin{equation*}
\lim _{\substack{\Omega \ni x \rightarrow 0 \\|x|}}|x \in|^{\frac{2}{m_{p, q-1}}} u_{0, \infty}^{\Omega}(x)=\omega(\sigma) \tag{1.3.51}
\end{equation*}
$$

locally uniformly on upper hemisphere $S_{+}^{N-1}=\mathbb{R}_{+}^{N} \cap S^{N}$. Here $\mathbb{R}_{+}^{N}=\{x=$ $\left.\left(x_{1}, \ldots, x_{N}\right)=\left(x^{\prime}, x_{N}\right): x_{N}>0\right\}$ and $S^{N-1}$ is the unit sphere in $\mathbb{R}^{N}$. The function $\omega$ is the unique positive solution of

$$
\left\{\begin{align*}
-\mathcal{L}_{\mu} \omega-\ell_{N, p, q} \omega+J\left(\omega, \nabla^{\prime} \omega\right) & =0 & & \text { in } S_{+}^{N-1}  \tag{1.3.52}\\
\omega & =0 & & \text { on } \partial S_{+}^{N-1}
\end{align*}\right.
$$

where

$$
\begin{align*}
& \mathcal{L}_{\mu} \omega= \Delta^{\prime} \omega+\frac{\mu}{\left(\mathbf{e}_{N} \cdot \sigma\right)^{2}} \omega, \quad \ell_{N, p, q}=\frac{2}{m_{p, q}}\left(\frac{2}{m_{p, q}}+2-N\right), \\
& J(s, \xi)=\left\{\begin{array}{lr}
\left(\left(\frac{2}{m_{p, q}}\right)^{2} s^{2}+|\xi|^{2}\right)^{\frac{q}{2}}, & \text { if } p<\frac{q}{2-q},(s, \xi) \in \mathbb{R}_{+} \times \mathbb{R}^{N} \\
s^{p}+\left(\left(\frac{2}{m_{p, q}}\right)^{2} s^{2}+|\xi|^{2}\right)^{\frac{q}{2}}, & \text { if } p=\frac{q}{2-q},(s, \xi) \in \mathbb{R}_{+} \times \mathbb{R}^{N} \\
s^{p}, & \text { if } p>\frac{q}{2-q},(s, \xi) \in \mathbb{R}_{+} \times \mathbb{R}^{N}
\end{array}\right. \tag{1.3.53}
\end{align*}
$$

The above theorem shows that there is a competition between two terms $u^{p}$ and $|\nabla u|^{q}$. In particular, if $p>\frac{q}{2-q}$ then $u^{p}$ is the dominant term, otherwise $|\nabla u|^{q}$ is the dominant term. Moreover, it is observed that the equation is not scaling invariant, unless $p=\frac{q}{2-q}$.

Isolated boundary singularities in the case $g(u,|\nabla u|)=u^{p}|\nabla u|^{q}$ are depicted in the next theorem (see [80, Theorem 1.6]). We notice that, unlike the case of sum, in this case of product, the equation is scaling invariant and the blowup rate is explicitly determined by the exponent $\frac{2-q}{p+q-1}$.

Theorem 1.18. Assume $g(u,|\nabla u|)=u^{p}|\nabla u|^{q}$ with $q \geq 1$ and $p$ and $q$ satisfying (1.2.16).
I. Weak singularity. For any $k>0$, let $u_{0, k}^{\Omega}$ be the solution of (1.3.43) with $\nu=k \delta_{0}$. Then (1.3.45)- (1.3.47) hold. Furthermore the mapping $k \mapsto u_{0, k}^{\Omega}$ is increasing.
II. Strong singularity. Put $u_{0, \infty}^{\Omega}:=\lim _{k \rightarrow \infty} u_{0, k}^{\Omega}$. Then $u_{0, \infty}^{\Omega}$ is a solution of (1.3.48). There exists a constant $c=c(N, \mu, p, q, \Omega)>0$ such
that

$$
\begin{gather*}
c^{-1} \delta(x)^{\alpha}|x|^{-\frac{2-q}{p+q-1}-\alpha} \leq u_{0, \infty}^{\Omega}(x) \leq c \delta(x)^{\alpha}|x|^{-\frac{2-q}{p+q-1}-\alpha} \quad \forall x \in \Omega  \tag{1.3.54}\\
\left|\nabla u_{0, \infty}^{\Omega}(x)\right| \leq c \delta(x)^{\alpha-1}|x|^{-\frac{2-q}{p+q-1}-\alpha} \quad \forall x \in \Omega \tag{1.3.55}
\end{gather*}
$$

Moreover

$$
\begin{equation*}
\lim _{\substack{\Omega \ni x \rightarrow 0 \\ \frac{x}{|x|}=\sigma \in S_{+}^{N-1}}}|x|^{\frac{2-q}{p+q-1}} u_{0, \infty}^{\Omega}(x)=\omega(\sigma) \tag{1.3.56}
\end{equation*}
$$

locally uniformly on upper hemisphere $S_{+}^{N-1}=\mathbb{R}_{+}^{N} \cap S^{N-1}$, where $\omega$ is the unique solution of problem (1.3.52) with

$$
\begin{align*}
\mathcal{L}_{\mu} \omega & =\Delta^{\prime} \omega+\frac{\mu}{\left(\mathbf{e}_{N} \cdot \sigma\right)^{2}} w, \quad \ell_{N, p, q}=\frac{2-q}{p+q-1}\left(\frac{2 p+q}{p+q-1}-N\right), \\
J(s, \xi) & =s^{p}\left(\left(\frac{2-q}{p+q-1}\right)^{2} s^{2}+|\xi|^{2}\right)^{\frac{q}{2}} \quad(s, \xi) \in \mathbb{R}_{+} \times \mathbb{R}^{N} \tag{1.3.57}
\end{align*}
$$

In the supercritical range, an important ingredient in the study is Bessel capacities. First we recall below some notations concerning Besov spaces and Bessel spaces (see, e.g., $[1,98,130]$ ). For $\sigma>0,1 \leq \kappa<\infty$, we denote by $W^{\sigma, \kappa}\left(\mathbb{R}^{d}\right)$ the Sobolev space over $\mathbb{R}^{d}$. If $\sigma$ is not an integer the Besov space $B^{\sigma, \kappa}\left(\mathbb{R}^{d}\right)$ coincides with $W^{\sigma, \kappa}\left(\mathbb{R}^{d}\right)$. When $\sigma$ is an integer we denote $\Delta_{x, y} f:=f(x+y)+f(x-y)-2 f(x)$. The Besov space is defined by

$$
B^{1, \kappa}\left(\mathbb{R}^{d}\right):=\left\{f \in L^{\kappa}\left(\mathbb{R}^{d}\right): \frac{\Delta_{x, y} f}{|y|^{1+\frac{d}{\kappa}}} \in L^{\kappa}\left(\mathbb{R}^{d} \times \mathbb{R}^{d}\right)\right\}
$$

with norm

$$
\|f\|_{B^{1, \kappa}}:=\left(\|f\|_{L^{\kappa}}^{\kappa}+\iint_{\mathbb{R}^{d} \times \mathbb{R}^{d}} \frac{\left|\Delta_{x, y} f\right|^{\kappa}}{|y|^{\kappa+d}} d x d y\right)^{\frac{1}{\kappa}}
$$

Then we have

$$
B^{m, \kappa}\left(\mathbb{R}^{d}\right):=\left\{f \in W^{m-1, \kappa}\left(\mathbb{R}^{d}\right): D_{x}^{\theta} f \in B^{1, \kappa}\left(\mathbb{R}^{d}\right) \forall \theta \in \mathbb{N}^{d},|\theta|=m-1\right\}
$$

with norm

$$
\|f\|_{B^{m, \kappa}}:=\left(\|f\|_{W^{m-1, \kappa}}^{\kappa}+\sum_{|\theta|=m-1} \iint_{\mathbb{R}^{d} \times \mathbb{R}^{d}} \frac{\left|D_{x}^{\theta} \Delta_{x, y} f\right|^{\kappa}}{|y|^{\kappa+d}} d x d y\right)^{\frac{1}{\kappa}}
$$

For $s \in \mathbb{R}$, the Bessel kernel of order $s$ is defined by $G_{s}(\xi)=\mathcal{F}^{-1}(1+$
 $\mathbb{R}^{d}$. The Bessel space $L_{s, \kappa}\left(\mathbb{R}^{d}\right)$ is defined by

$$
L_{s, \kappa}\left(\mathbb{R}^{d}\right):=\left\{f=G_{s} * g: g \in L^{\kappa}\left(\mathbb{R}^{d}\right)\right\}
$$

with norm

$$
\|f\|_{L_{s, \kappa}}:=\|g\|_{L^{\kappa}}=\left\|G_{-s} * f\right\|_{L^{\kappa}}
$$

It is known that if $1<\kappa<\infty$ and $s>0, L_{s, \kappa}\left(\mathbb{R}^{d}\right)=W^{s, \kappa}\left(\mathbb{R}^{d}\right)$ if $s \in \mathbb{N}$ and $L_{s, \kappa}\left(\mathbb{R}^{d}\right)=B^{s, \kappa}\left(\mathbb{R}^{d}\right)$ if $s \notin \mathbb{N}$, always with equivalent norms. The Bessel capacity is defined for compact subsets $K \subset \mathbb{R}^{d}$ by

$$
\begin{equation*}
C_{s, \kappa}^{\mathbb{R}^{d}}(K):=\inf \left\{\|f\|_{L_{s, \kappa}}^{\kappa}, f \in \mathcal{S}^{\prime}\left(\mathbb{R}^{d}\right), f \geq \chi_{K}\right\} \tag{1.3.58}
\end{equation*}
$$

It is extended to open sets and then Borel sets by the fact that it is an outer measure.

Let $\nu \in \mathfrak{M}^{+}(\partial \Omega)$. We say that $\nu$ is absolutely continuous with respect to the Bessel capacity $C_{s, \kappa}^{\mathbb{R}^{d}}$ if

$$
C_{s, \kappa}^{\mathbb{R}^{d}}(E)=0 \Longrightarrow \nu(E)=0 \quad \text { for all Borel set } E
$$

A necessary condition expressed by Bessel capacities for the existence of a solution to (1.3.43) is obtained from [80, Theorem B. 5 and Theorem 1.7].

THEOREM 1.19. Let $\nu \in \mathfrak{M}^{+}(\partial \Omega)$ and assume that problem (1.3.43) has a nonnegative solution $u \in C^{2}(\Omega)$.
I. Assume $g(u,|\nabla u|)=u^{p}+|\nabla u|^{q}$ with $(p, q)$ is in the supercritical range.
(i) If $p \geq p_{\mu}$ then $\nu$ is absolutely continuous with respect to $C_{2-\frac{1+\alpha}{p^{\prime}}, p^{\prime}}^{\mathbb{R}^{N-1}}$.
(ii) If $q_{\mu} \leq q<2$ then the followings occur.
(a) If $q \neq \alpha+1$ then $\nu$ is absolutely continuous with respect to $C_{\frac{\mathbb{R}^{N+1}}{q}-\alpha, q^{\prime}}$.
(b) If $q=\alpha+1$ then for any $\varepsilon \in\left(0, \min \left\{\alpha+1, \frac{(N-1) \alpha}{\alpha+1}-(1-\alpha)\right\}\right)$ then $\nu$ is absolutely continuous with respect to $C_{\varepsilon+1-\alpha, \frac{\alpha+1}{\alpha}}^{\mathbb{R}^{N-1}}$.
II. Assume $g(u,|\nabla u|)=u^{p}|\nabla u|^{q}$ with $(p, q)$ is in the supercritical range.
(i) If $q \neq \alpha+1$ then $\nu$ is absolutely continuous with respect to the capacity $C_{1-\alpha+\frac{\alpha+1-q}{p+q},(p+q)^{\prime}}^{\mathbb{R}^{N-1}}$. Here $(p+q)^{\prime}$ denotes the conjugate exponent of $p+q$.
(ii) If $q=\alpha+1$ then for any $\varepsilon \in\left(0, \min \left\{\alpha+1, \frac{(N-1) \alpha}{\alpha+1}-(1-\alpha)\right\}\right)$ then $\nu$ is absolutely continuous with respect to $C_{1-\alpha+\frac{\varepsilon}{\mathbb{R}^{N-1}},(p+\alpha+1}^{p+1)^{\prime}}$.

Define the weight function $W$ by

$$
W(x):= \begin{cases}\delta(x)^{1-\alpha} & \text { if } \mu<\frac{1}{4}  \tag{1.3.59}\\ \delta(x)^{\frac{1}{2}}|\ln \delta(x)| & \text { if } \mu=\frac{1}{4}\end{cases}
$$

We note that, by [77, Propositions 2.17-2.18], for any $h \in C(\partial \Omega)$ there exists a unique $L_{\mu}$-harmonic function $u_{h} \in C(\bar{\Omega}) \cap L^{1}\left(\Omega, \delta^{\alpha}\right)$ such that

$$
\begin{equation*}
\lim _{x \in \Omega, x \rightarrow \xi} \frac{u_{h}(x)}{W(x)}=h(\xi) \quad \forall \xi \in \partial \Omega \tag{1.3.60}
\end{equation*}
$$

We note that (1.3.60) can be viewed as the boundary condition in the Hardy potential case. If $\mu=0$ then $\alpha=1$ and $W(x) \equiv 1$, hence (1.3.60) becomes the boundary condition in the classical sense.

We obtain a removability result in the supercritical range (see [80, Theorem B. 6 and Theorem 1.8]).

Theorem 1.20. Let $E$ be a compact subset of $\partial \Omega$.
I. Assume $g(u,|\nabla u|)=u^{p}+|\nabla u|^{q}$ with $(p, q)$ is in the supercritical range. Suppose

```
(i) \(C_{2-\frac{1+\alpha}{p^{\prime}}, p^{\prime}}^{\mathbb{R}^{N-1}}(E)=0\) if \(p \geq p_{\mu}\),
or (ii) \(C_{\frac{\alpha+1}{q}-\alpha, q^{\prime}}^{\mathbb{R}^{N-1}}(E)=0\) if \(q_{\mu} \leq q<2\) and \(q \neq \alpha+1\).
or (iii) \(C_{\varepsilon+1-\alpha, q^{\prime}}^{\mathbb{R}^{N-1}}(E)=0\), for some \(\varepsilon \in\left(0, \min \left\{\alpha+1, \frac{(N-1) \alpha}{\alpha+1}-(1-\alpha)\right\}\right)\)
```

if $q=\alpha+1$.
Then any nonnegative solution $u \in C^{2}(\Omega) \cap C(\bar{\Omega} \backslash E)$ of equation

$$
\begin{equation*}
-L_{\mu} u+g(u,|\nabla u|)=0 \quad \text { in } \Omega \tag{1.3.61}
\end{equation*}
$$

satisfying

$$
\begin{equation*}
\lim _{x \in \Omega, x \rightarrow \xi} \frac{u(x)}{W(x)}=0 \quad \forall \xi \in \partial \Omega \backslash E \tag{1.3.62}
\end{equation*}
$$

is identically zero.
II. Assume $g(u,|\nabla u|)=u^{p}|\nabla u|^{q}$ with $(p, q)$ is in the supercritical range. Suppose
(i) $C_{1-\alpha+\frac{\alpha+1-q}{\mathbb{R}^{N-1}},(p+q)^{\prime}}^{p+q}(E)=0$ if $q \neq \alpha+1$,
or (ii) $C_{1-\alpha+\frac{\varepsilon}{\mathbb{R}^{N-1}}}^{p+\alpha+1},(p+\alpha+1)^{\prime}(E)=0$, for some $\varepsilon \in\left(0, \min \left\{\alpha+1, \frac{(N-1) \alpha}{\alpha+1}-\right.\right.$ $(1-\alpha)\})$, if $q=\alpha+1$.
Then any nonnegative solution $u \in C^{2}(\Omega) \cap C(\bar{\Omega} \backslash E)$ of equation (1.3.61) satisfying (1.3.62) is identically zero.

The results stated in Theorems 1.19 and 1.20 are novel, even for $\mu=0$.
Next we are interested in the boundary value problem for equations with source term of the form

$$
\left\{\begin{align*}
-L_{\mu} u-g(u,|\nabla u|) & =0 \quad \text { in } \Omega  \tag{1.3.63}\\
\operatorname{tr}_{\mu}(u) & =\rho \nu
\end{align*}\right.
$$

where $\rho$ is a positive parameter and $\nu \in \mathfrak{M}^{+}(\partial \Omega)$ with $\|\nu\|_{\mathfrak{M}(\partial \Omega)}=1$. Weak solutions of (1.3.63) are defined in Definition 1.7.

The source case is different from the absorption case in an essential way. This can be seen in the following result which guarantees the existence of a weak solution under a smallness assumption on the total mass of the boundary data.

Theorem 1.21. Let $\nu \in \mathfrak{M}^{+}(\partial \Omega)$ with $\|\nu\|_{\mathfrak{M}(\partial \Omega)}=1$. Assume $g$ satisfies (1.2.14) and

$$
\begin{equation*}
g(a s, b t) \leq \tilde{k}\left(a^{\tilde{p}}+b^{\tilde{q}}\right) g(s, t) \quad \forall(a, b, s, t) \in \mathbb{R}_{+}^{4} \tag{1.3.64}
\end{equation*}
$$

for some $\tilde{\sim}>1, \tilde{q}>1, \tilde{k}>0$. Then there exists $\rho_{0}>0$ depending on $N, \mu, \Omega, \tilde{k}, \tilde{p}, \tilde{q}$ such that for any $\rho \in\left(0, \rho_{0}\right)$, problem (1.3.63) admits a positive weak solution $u \geq \rho \mathbb{K}_{\mu}[\nu]$ in $\Omega$.

It is easy to see that if $g(u,|\nabla u|)=u^{p}+|\nabla u|^{q}$ or $g(u,|\nabla u|)=u^{p}|\nabla u|^{q}$ then (1.3.64) holds. Therefore Theorem 1.21 holds true for these typical models.

Sufficient conditions for the existence for the Dirichlet problem in two typical models with $(p, q)$ being in supercritical range are expressed in terms of capacities (see (1.3.37) and (1.3.39)). We note that the capacities used for this case are different from the Bessel capacities employed in the absorption case (see (1.3.58)).

Theorem 1.22.
I. Assume $g(u,|\nabla u|)=u^{p}+|\nabla u|^{q}$ with $p>1$ and $\frac{\alpha+1}{N+\alpha-1}<q<\frac{1+\alpha}{\alpha}$. Assume one of the following conditions holds:
(i) There exists a constant $C>0$ such that for every Borel set $E \subset \partial \Omega$.

$$
\begin{equation*}
\nu(E) \leq C \min \left\{\operatorname{Cap}_{1-\alpha+\frac{\alpha+1}{p}, p^{\prime}}^{\partial \Omega}(E), \operatorname{Cap}_{-\alpha+\frac{\alpha+1}{q}, q^{\prime}}^{\partial \Omega}(E)\right\} \tag{1.3.65}
\end{equation*}
$$

(ii) There exists a positive constant $C>0$

$$
\begin{array}{rc}
\mathbb{N}_{2 \alpha, 2}\left[\delta^{\alpha(p+1)} \mathbb{N}_{2 \alpha, 2}[\nu]^{p}\right] \leq C \mathbb{N}_{2 \alpha, 2}[\nu]<\infty & \text { a.e. in } \Omega  \tag{1.3.66}\\
\mathbb{N}_{2 \alpha-1,1}\left[\delta^{(\alpha-1) q+\alpha} \mathbb{N}_{2 \alpha-1,1}[\nu]^{q}\right] \leq C \mathbb{N}_{2 \alpha-1,1}[\nu]<\infty & \text { a.e. in } \Omega .
\end{array}
$$

Then there exists $\rho_{0}=\rho_{0}(N, \mu, p, q, C, \Omega)>0$ such that for any $\rho \in\left(0, \rho_{0}\right)$, problem (1.3.63) admits a weak solution $u$.
II. Assume $g(u,|\nabla u|)=u^{p}|\nabla u|^{q}$ with $p \geq 0, q \geq 0, p+q>1$ and $q<$ $\frac{1+\alpha+(1-\alpha) p}{\alpha}$. Assume one of the following conditions holds.
(i) There exists a constant $C>0$ such that

$$
\begin{equation*}
\nu(E) \leq C \operatorname{Cap}_{1-\alpha+\frac{\alpha+1-q}{p+q},(p+q)^{\prime}}^{\partial \Omega}(E) \quad \text { for every Borel set } E \subset \partial \Omega \tag{1.3.67}
\end{equation*}
$$

Here $(p+q)^{\prime}$ denotes the conjugate exponent of $p+q$.
(ii) There exists a positive constant $C>0$ such that

$$
\begin{equation*}
\mathbb{N}_{2 \alpha-1,1}\left[\delta^{\alpha p+(\alpha-1) q+\alpha} \mathbb{N}_{2 \alpha-1,1}[\nu]^{p+q}\right] \leq C \mathbb{N}_{2 \alpha-1,1}[\nu]<\infty \quad \text { a.e. in } \Omega \tag{1.3.68}
\end{equation*}
$$

Then there exists $\rho_{0}=\rho_{0}(N, \mu, p, q, C, \Omega)>0$ such that for any $\rho \in\left(0, \rho_{0}\right)$, problem (1.3.63) admits a weak solution u.

### 1.4. Related and open problems

We notice that because of the broadness of the topics regarding boundary value problems for nonlinear equations with a Hardy potential, the results presented above are a modest contribution to the recent developments and are due to the our interest. The topics have received much attention and many new results have been recently published. Some related interesting results and open problems are listed below.

Multplicity and uniqueness. As pointed out before in Theorem 1.12, when $1<p<p_{\mu}$, there exists a threshold value $\rho^{*}>0$ such that problem (1.3.29) admits a minimal positive solution for $\rho \in\left(0, \rho^{*}\right]$ and admits no positive weak solution for $\rho>\rho^{*}$. In [23], we carried out a deeper analysis on (1.3.29) and proved the multiplicity for $\rho \in\left(0, \rho^{*}\right)$ and the uniqueness for $\rho=\rho^{*}$, which complements the results in [119]. More precisely, the structure of the solution set of problem (1.3.29) is described as follows.

Subcritical case: $p \in\left(1, p_{\mu}\right)$. There exists $\rho^{*} \in(0, \infty)$ such that the followings hold.
(i) If $\rho \in\left(0, \rho^{*}\right)$ then problem (1.3.26) admits two positive solutions, including the minimal positive solution.
(ii) If $\rho=\rho^{*}$ then problem (1.3.26) admits a unique positive solution.
(iii) If $\rho>\rho^{*}$ then (1.3.29) does not admit any positive solution.

Supercritical case: $p \geq p_{\mu}$. For every $\rho>0$ and $z \in \partial \Omega$, there is no positive weak solution of (1.3.29) with $\nu=\delta_{y}$, where $\delta_{y}$ is the Dirac mass concentrated at $y \in \partial \Omega$.

The multiplicity for systems were also derived in [23] for measure data with small total mass. However, this result provides partial understanding of solution set of systems and needs to be improved.

Schrödinger equations with potential blowing up on boundary. Let $\Omega \subset \mathbb{R}^{N}(N \geq 3)$ be a $C^{2}$ bounded domain and $F \subset \partial \Omega$ be a $k$ dimensional $C^{2}$ submanifold, $0 \leq k \leq N-1$. Denote

$$
\delta(x):=\operatorname{dist}(x, \partial \Omega), \quad \delta_{F}(x):=\operatorname{dist}(x, F)
$$

and put

$$
V(x)=V_{F}(x):=\delta_{F}(x)^{-2}, \quad x \in \Omega
$$

Boundary value problems for semilinear equations with Schrödinger operator $L_{V}:=\Delta+\mu V, \mu \in \mathbb{R}$, in the special cases $k=N$ and $k=0$ have been extensively investigated. In particular, the case $k=N-1, F=\partial \Omega$ and $V(x)=\delta(x)^{-2}$ is well understood, as shown in this thesis, while the case $k=0, F=\{0\}$ with the origin $0 \in \partial \Omega$ and $V(x)=|x|^{-2}$ was treated by Chen and Véron [45]. It is also worth mentioning that the case of more strongly singular potential $V(x)=\delta(x)^{-\alpha}$ with $\alpha>2$ was considered by Du and Wei in [54]. The case $1 \leq k \leq N-2$ had remained open until our work in [107]. In fact, we considered the case where $F$ is a $C^{2}$ submanifold of dimension $0 \leq k \leq N-2$ without boundary and established the solvability for solutions to the equation $-L_{V} u+g(u)=0$ in $\Omega$ with prescribed boundary data. The reader is referred to the work of Fall and Mahmoudi [65] for Hardy type estimates and estimate of the first eigenfunction.

Recently, Marcus published papers $[100,101]$ in which he considered the potential $V$ such that $|V(x)| \leq a \delta(x)^{-2}$ for all $x \in \Omega$ and under additional conditions, he obtained estimates on Green kernel, Martin kernel, as well as sub and super harmonic functions. Moreover, large solutions of semilinear equations are studied in [102].

Schrödinger equations with potential blowing up on a subset of the domain Another interesting case is that

$$
\begin{equation*}
V(x)=\mu \delta_{\Sigma}(x)^{-2} \tag{1.4.1}
\end{equation*}
$$

where $\Sigma$ is a compact, $C^{2}$ submanifold in $\Omega$ with dimension $k$ with $0 \leq k<$ $N-2$ and $\delta_{\Sigma}(x)=\operatorname{dist}(x, \Sigma)$. The special case $\Sigma=\{0\} \subset \Omega$ was treated by Guerch and Véron [83], Chen and Véron [44], Chen and Zhou [46], Cîrstea [47] and references therein. The case $V$ satisfies (1.4.1) was considered in a series of papers of Dávila and Dupaigne [49, 50, 55] where linear and nonlinear equations involving $L_{V}=\Delta+V$ with source term was studied. Recently, a complete study on the Green kernel and Martin kernel was given in our joint paper with Gkikas [81] which provides a basis in dealing with boundary value problems for linear equations regarding $L_{V}$ in a different framework. In this direction, the analysis of semilinear equations involving $L_{V}$ and absorption term is more challenging and still open.
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## CHAPTER 2

## Moderate solutions of semilinear elliptic equations with a Hardy potential

This chapter is based on our join paper with Moshe Marcus [106] on boundary value problems for semilinear elliptic equations with an absorption term and a Hardy potential. In this chapter, we introduce a notion of normalized boundary trace and develop a theory of linear equations, which in turn provides a basis for the study of semilinear equations.
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#### Abstract

Let $\Omega$ be a bounded smooth domain in $\mathbb{R}^{N}$. We study positive solutions of equation (E) $-L_{\mu} u+u^{q}=0$ in $\Omega$ where $L_{\mu}=\Delta+\frac{\mu}{\delta^{2}}$, $0<\mu, q>1$ and $\delta(x)=\operatorname{dist}(x, \partial \Omega)$. A positive solution of $(\mathrm{E})$ is moderate if it is dominated by an $L_{\mu}$-harmonic function. If $\mu<C_{H}(\Omega)$ (the Hardy constant for $\Omega$ ) every positive $L_{\mu}$-harmonic function can be represented in terms of a finite measure on $\partial \Omega$ via the Martin representation theorem. However the classical measure boundary trace of any such solution is zero. We introduce a notion of normalized boundary trace by which we obtain a complete classification of the positive moderate solutions of ( E ) in the subcritical case, $1<q<q_{\mu, c}$. (The critical value depends only on $N$ and $\mu$.) For $q \geq q_{\mu, c}$ there exists no moderate solution with an isolated singularity on the boundary. The normalized boundary trace and associated boundary value problems are also discussed in detail for the linear operator $L_{\mu}$. These results form the basis for the study of the nonlinear problem. © 2015 Elsevier Masson SAS. All rights reserved.
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## 1. Introduction

In this paper, we investigate boundary value problem with measure data for the following equation

$$
\begin{equation*}
-\Delta u-\frac{\mu}{\delta^{2}} u+u^{q}=0 \tag{1.1}
\end{equation*}
$$

in a $C^{2}$ bounded domain $\Omega$, where $q>1, \mu \in \mathbb{R}$ and $\delta(x)=\operatorname{dist}(x, \partial \Omega)$. This problem is naturally linked to the theory of linear Schrödinger equations $-L^{V} u=0$ where $L^{V}:=\Delta+V$ and the potential $V$ satisfies $|V| \leq c \delta^{-2}$. Such equations have been studied in numerous papers (see $[1,2]$ and the references therein).

[^2]Put

$$
\begin{equation*}
L_{\mu}:=\Delta+\frac{\mu}{\delta^{2}} \tag{1.2}
\end{equation*}
$$

A solution $u \in L_{l o c}^{1}(\Omega)$ of the equation $-L_{\mu} u=0$ is called an $L_{\mu}$-harmonic function. Similarly, if

$$
-L_{\mu} u \geq 0 \quad \text { or } \quad-L_{\mu} u \leq 0
$$

we say that $u$ is $L_{\mu}$-superharmonic or $L_{\mu}$-subharmonic respectively. If $\mu=0$ we shall just use the terms harmonic, superharmonic, subharmonic.

Some problems involving equations (1.1) and (1.2) with $\mu<1 / 4$ were studied by Bandle, Moroz and Reichel [4]. They derived estimates of local $L_{\mu}$-subharmonic and superharmonic functions and applied these results to study conditions for existence or nonexistence of large solutions of (1.1). They also showed that the classical Keller-Osserman estimate [14,24] remains valid for (1.1).

The condition $\mu<\frac{1}{4}$ is related to Hardy's inequality. Denote by $C_{H}(\Omega)$ the best constant in Hardy's inequality, i.e.,

$$
\begin{equation*}
C_{H}(\Omega)=\inf _{H_{0}^{1}(\Omega)} \frac{\int_{\Omega}|\nabla u|^{2} d x}{\int_{\Omega}(u / \delta)^{2} d x} \tag{1.3}
\end{equation*}
$$

By Marcus, Mizel and Pinchover [17], $C_{H}(\Omega) \in\left(0, \frac{1}{4}\right.$ ] and $C_{H}(\Omega)=\frac{1}{4}$ when $\Omega$ is convex. Furthermore the infimum is achieved if and only if $C_{H}(\Omega)<1 / 4$. By Brezis and Marcus [7], for every $\mu<1 / 4$ there exists a unique number $\lambda_{\mu, 1}$ such that

$$
\mu=\inf _{H_{0}^{1}(\Omega)} \frac{\int_{\Omega}\left(|\nabla u|^{2}-\lambda_{\mu, 1} u^{2}\right) d x}{\int_{\Omega}(u / \delta)^{2} d x}
$$

and the infimum is achieved. Thus $\lambda_{\mu, 1}$ is an eigenvalue of $-L_{\mu}$ and, by [7, Lemma 2.1], it is a simple eigenvalue. We denote by $\varphi_{\mu, 1}$ the corresponding positive eigenfunction normalized by $\int_{\Omega}\left(\varphi_{\mu, 1}^{2} / \delta^{2}\right) d x=1$.

The mapping $[1 / 4, \infty) \ni \mu \mapsto \lambda_{\mu, 1}$ is strictly decreasing. Therefore if $\mu<C_{H}(\Omega)$ then $\lambda_{\mu, 1}>0$. Consequently, in this case, $\varphi_{\mu, 1}$ is a positive supersolution of $-L_{\mu}$. This fact and a classical result of Ancona [2] imply that for every $y \in \partial \Omega$, there exists a positive $L_{\mu}$-harmonic function in $\Omega$ which vanishes on $\partial \Omega \backslash\{y\}$ and is unique up to a constant. Denote this function by $K_{\mu}^{\Omega}(\cdot, y)$, normalized by setting it equal to 1 at a fixed reference point $x_{0} \in \Omega$. The function $(x, y) \mapsto K_{\mu}^{\Omega}(x, y),(x, y) \in \Omega \times \partial \Omega$, is the $L_{\mu}$-Martin kernel in $\Omega$ relative to $x_{0}$. Further, by [2]:

Representation Theorem. For every $\nu \in \mathfrak{M}^{+}(\partial \Omega)$ the function

$$
\begin{equation*}
\mathbb{K}_{\mu}^{\Omega}[v](x):=\int_{\partial \Omega} K_{\mu}^{\Omega}(x, y) d v(y) \quad \forall x \in \Omega \tag{1.4}
\end{equation*}
$$

is $L_{\mu}$-harmonic, i.e., $L_{\mu} \mathbb{K}_{\mu}^{\Omega}[\nu]=0$. Conversely, for every positive $L_{\mu}$-harmonic function $u$ there exists a unique measure $v \in \mathfrak{M}^{+}(\partial \Omega)$ such that $u=\mathbb{K}_{\mu}^{\Omega}[\nu]$.

This theorem implies that - in the present case - the $L_{\mu}$-Martin boundary of $\Omega$ coincides with the Euclidean boundary. (For the general definition of Martin boundary see, e.g. [1]. However this notion will not be used here beyond the representation theorem stated above.) The measure $v$ such that $u=\mathbb{K}_{\mu}^{\Omega}[\nu]$ is called the $L_{\mu}$-boundary measure of $u$. If $\mu=0, v$ is equivalent to the classical measure boundary trace of $u$ (see Definition 1.1). But if $0<\mu<C_{H}(\Omega)$, it can be shown that, for every $v \in \mathfrak{M}^{+}(\partial \Omega)$, the measure boundary trace of $\mathbb{K}_{\mu}^{\Omega}[\nu]$ is zero (see Corollary 2.11 below).

In the case $\mu=0$, the boundary value problem

$$
\begin{align*}
-\Delta u+|u|^{q-1} u & =0 & & \text { in } \Omega \\
u & =v & & \text { on } \partial \Omega \tag{1.5}
\end{align*}
$$

where $q>1$ and $v$ is either a finite measure or a positive (possibly unbounded) measure, has been studied by numerous authors. Following Brezis [6], if $v$ is a finite measure, a weak solution of (1.5) is defined as follows: $u$ is a solution of the problem if $u$ and $\delta|u|^{q}$ are integrable in $\Omega$ and

$$
\begin{equation*}
\int_{\Omega}\left(-u \Delta \zeta+|u|^{q-1} u \zeta\right) d x=-\int_{\partial \Omega} \frac{\partial \zeta}{\partial \mathbf{n}} d v \quad \forall \zeta \in C_{0}^{2}(\bar{\Omega}) \tag{1.6}
\end{equation*}
$$

where $\mathbf{n}$ is the outer unit normal on $\partial \Omega$. Brezis proved that, if a solution exists then it is unique. Gmira and Véron [13] showed that there exists a critical exponent, $q_{c}:=\frac{N+1}{N-1}$, such that if $1<q<q_{c}$, (1.6) has a weak solution for every finite measure $v$ but, if $q \geq q_{c}$ there exists no positive solution with isolated point singularity.

Marcus and Véron [20] proved that every positive solution of the equation

$$
\begin{equation*}
-\Delta u+u^{q}=0 \tag{1.7}
\end{equation*}
$$

possesses a boundary trace given by a positive measure $v$, not necessarily bounded. In the subcritical case the blow-up set of the trace is a closed set. Furthermore they showed that, in this case, for every such positive measure $v$, the boundary value problem (1.5) has a unique solution.

In the case $q=2, N=2$ this result was previously proved by Le Gall [15] using a probabilistic definition of the boundary trace.

In the supercritical case the problem turned out to be much more challenging. It was studied by several authors using various techniques. The problem was studied by Le Gall, Dynkin, Kuznetsov, Mselati a.o. employing mainly probabilistic methods. Consequently the results applied only to $1<q \leq 2$. In parallel it was studied by Marcus and Veron employing purely analytic methods that were not subject to the restriction $q \leq 2$. A complete classification of the positive solutions of (1.5) in terms of their behavior at the boundary was provided by Mselati [18] for $q=2$, by Dynkin [11] for $q_{c} \leq q \leq 2$ and finally by Marcus [16] for every $q \geq q_{c}$. For details and related results we refer the reader to $[23,22,21,3,10]$ and the references therein.

In the case of equation (1.1) one is faced by the problem that, according to the classical definition of measure boundary trace, every positive $L_{\mu}$-harmonic function has measure boundary trace zero. Therefore, in order to classify the positive solutions of (1.1) in terms of their behavior at the boundary, it is necessary to introduce a different notion of trace. As in the study of (1.7), we first consider the question of boundary trace for positive $L_{\mu}$-harmonic or superharmonic functions.

We recall the classical definition of measure boundary trace.
Definition 1.1. (i) A sequence $\left\{D_{n}\right\}$ is a $C^{2}$ exhaustion of $\Omega$ if for every $n, D_{n}$ is of class $C^{2}, \bar{D}_{n} \subset D_{n+1}$ and $\cup_{n} D_{n}=\Omega$. If the domains are uniformly of class $C^{2}$ we say that $\left\{D_{n}\right\}$ is a uniform $C^{2}$ exhaustion.
(ii) Let $u \in W_{l o c}^{1, p}(\Omega)$ for some $p>1$. We say that $u$ possesses a measure boundary trace on $\partial \Omega$ if there exists a finite measure $v$ on $\partial \Omega$ such that, for every uniform $C^{2}$ exhaustion $\left\{D_{n}\right\}$ and every $\varphi \in C(\bar{\Omega})$,

$$
\left.\lim _{n \rightarrow \infty} \int_{\partial D_{n}} u\right|_{\partial D_{n}} \varphi d S=\int_{\partial \Omega} \varphi d \nu
$$

Here $\left.u\right|_{D_{n}}$ denotes the Sobolev trace. The measure boundary trace of $u$ is denoted by $\operatorname{tr}(u)$.
For $\beta>0$, denote

$$
\Omega_{\beta}=\{x \in \Omega: \delta(x)<\beta\}, D_{\beta}=\{x \in \Omega: \delta(x)>\beta\}, \Sigma_{\beta}=\{x \in \Omega: \delta(x)=\beta\} .
$$

Put

$$
\begin{equation*}
\alpha_{ \pm}:=\frac{1}{2} \pm \sqrt{\frac{1}{4}-\mu} \tag{1.8}
\end{equation*}
$$

It can be shown (see Corollary 2.11 below) that the classical measure boundary trace of $\mathbb{K}_{\mu}^{\Omega}[\nu]$ is zero but there exist constants $C_{1}, C_{2}$ such that, for every $v \in \mathfrak{M}(\partial \Omega)$,

$$
\begin{equation*}
C_{1}\|v\|_{\mathfrak{M}(\partial \Omega)} \leq \frac{1}{\beta^{\alpha_{-}}} \int_{\Sigma_{\beta}} \mathbb{K}_{\mu}^{\Omega}[v](x) d S_{x} \leq C_{2}\|v\|_{\mathfrak{M}(\partial \Omega)} \tag{1.9}
\end{equation*}
$$

for all $\beta \in\left(0, \beta_{0}\right)$ where $\beta_{0}>0$ depends only on $\Omega$. In view of this we introduce the following definition of trace.

Definition 1.2. A positive function $u$ possesses a normalized boundary trace if there exists a measure $v \in \mathfrak{M}^{+}(\partial \Omega)$ such that

$$
\begin{equation*}
\lim _{\beta \rightarrow 0} \frac{1}{\beta^{\alpha_{-}}} \int_{\Sigma_{\beta}}\left|u-\mathbb{K}_{\mu}^{\Omega}[v]\right| d S_{x}=0 \tag{1.10}
\end{equation*}
$$

The normalized boundary trace will be denoted by $\mathrm{tr}^{*}(u)$.
Remark. The notion of normalized boundary trace is well defined. Indeed, suppose that $v$ and $v^{\prime}$ satisfy (1.10). Put $v=$ $\left(\mathbb{K}_{\mu}^{\Omega}\left[v-v^{\prime}\right]\right)+$ then $v$ is a nonnegative $L_{\mu}$-subharmonic function, $v \leq \mathbb{K}\left[v+v^{\prime}\right]$ and $\operatorname{tr}^{*}(v)=0$. By Proposition 2.14, $v=0$, i.e., $\mathbb{K}_{\mu}^{\Omega}\left[v-v^{\prime}\right] \leq 0$. By interchanging the roles of $v$ and $v^{\prime}$, we deduce that $\mathbb{K}_{\mu}^{\Omega}\left[v^{\prime}-v\right] \leq 0$. Thus $v=v^{\prime}$.

Denote by $G_{\mu}^{\Omega}$ the Green function of $-L_{\mu}$ in $\Omega$ and, for every positive Radon measure $\tau$ in $\Omega$, put

$$
\mathbb{G}_{\mu}^{\Omega}[\tau](x):=\int_{\Omega} G_{\mu}^{\Omega}(x, y) d \tau(y)
$$

Denote by $\mathfrak{M}_{f}(\Omega), f$ a positive Borel function in $\Omega$, the space of Radon measures $\tau$ on $\Omega$ satisfying $\int_{\Omega} f d|\tau|<\infty$ and by $\mathfrak{M}_{f}^{+}(\Omega)$ the positive cone of this space.

If $\tau$ is a positive measure such that $\mathbb{G}_{\mu}^{\Omega}[\tau](x)<\infty$ for some $x \in \Omega$ then $\tau \in \mathfrak{M}_{\delta^{\alpha}}(\Omega)$ and $\mathbb{G}_{\mu}^{\Omega}[\tau]$ is finite everywhere in $\Omega$. The underlying reason for this is the behavior of the Green function at the boundary: for every $\beta>0$ there exists $c_{\beta}$ such that

$$
c_{\beta}^{-1} \delta(x)^{\alpha_{+}} \leq G_{\mu}^{\Omega}(x, y) \leq c_{\beta} \delta(x)^{\alpha_{+}} \quad \forall x \in \Omega_{\beta / 2}, y \in D_{\beta}
$$

For details see Section 2.2 below.
We begin with the study of the linear boundary value problem,

$$
\begin{align*}
& -L_{\mu} u=\tau \quad \text { in } \Omega \\
& \operatorname{tr}^{*}(u)=v \tag{1.11}
\end{align*}
$$

where $v \in \mathfrak{M}^{+}(\partial \Omega)$ and $\tau \in \mathfrak{M}_{\delta^{\alpha+}}^{+}(\Omega)$. As usual we look for solutions $u \in L_{l o c}^{1}(\Omega)$ and the equation is understood in the sense of distributions. The representation theorem implies that if $\tau=0$ the problem has a unique solution, $u=\mathbb{K}_{\mu}^{\Omega}[\nu]$.

We list below our main results regarding this problem.

## Proposition I.

(i) If $u$ is a non-negative $L_{\mu}$-harmonic function and $\operatorname{tr}^{*}(u)=0$ then $u=0$.
(ii) If $\tau \in \mathfrak{M}_{\delta^{\alpha+}}^{+}(\Omega)$ then $\mathbb{G}_{\mu}^{\Omega}[\tau]$ has normalized trace zero. Thus $\mathbb{G}_{\mu}^{\Omega}[\tau]$ is a solution of $(1.11)$ with $\nu=0$.
(iii) Let $u$ be a positive $L_{\mu}$-subharmonic function. If $u$ is dominated by an $L_{\mu}$-superharmonic function then $L_{\mu} u \in$ $\mathfrak{M}_{\delta^{\alpha}+}^{+}(\Omega)$ and $u$ has a normalized boundary trace. In this case $\operatorname{tr}^{*}(u)=0$ if and only if $u \equiv 0$.
(iv) Let $u$ be a positive $L_{\mu}$-superharmonic function. Then there exist $v \in \mathfrak{M}^{+}(\partial \Omega)$ and $\tau \in \mathfrak{M}_{\delta^{\alpha+}}^{+}$( $\Omega$ ) such that

$$
\begin{equation*}
u=\mathbb{G}_{\mu}^{\Omega}[\tau]+\mathbb{K}_{\mu}^{\Omega}[\nu] . \tag{1.12}
\end{equation*}
$$

In particular, $u$ is an $L_{\mu}$-potential (i.e., $u$ does not dominate any positive $L_{\mu}$-harmonic function) if and only if $\operatorname{tr}^{*}(u)=0$.
(v) For every $v \in \mathfrak{M}^{+}(\partial \Omega)$ and $\tau \in \mathfrak{M}_{\delta^{\alpha+}}^{+}(\Omega)$, problem (1.11) has a unique solution. The solution is given by (1.12).

Next we study the nonlinear boundary value problem,

$$
\begin{align*}
-L_{\mu} u+u^{q} & =0 \quad \text { in } \Omega \\
\operatorname{tr}^{*}(u) & =v \tag{1.13}
\end{align*}
$$

where $\nu \in \mathfrak{M}^{+}(\partial \Omega)$.
Definition 1.3. (i) A positive solution of (1.1) is $L_{\mu}$-moderate if it is dominated by an $L_{\mu}$-harmonic function.
(ii) A positive function $u \in L_{\text {loc }}^{q}(\Omega)$ is a (weak) solution of (1.13) if it satisfies the equation (in the sense of distributions) and has normalized boundary trace $\nu$.

Definition 1.4. Put

$$
X(\Omega)=\left\{\zeta \in C^{2}(\Omega): \delta^{\alpha_{-}} L_{\mu} \zeta \in L^{\infty}(\Omega), \delta^{-\alpha_{+}} \zeta \in L^{\infty}(\Omega)\right\}
$$

A function $\zeta \in X(\Omega)$ is called an admissible test function for (1.13).

Following are our main results concerning the nonlinear problem (1.13). Theorems A-D apply to arbitrary exponent $q>1$.

Theorem A. Assume that $0<\mu<C_{H}(\Omega), q>1$. Let u be a positive solution of (1.1). Then the following statements are equivalent:
(i) $u$ is $L_{\mu}$-moderate.
(ii) $u$ admits a normalized boundary trace $v \in \mathfrak{M}^{+}(\partial \Omega)$. In other words, $u$ is a solution of (1.13).
(iii) $u \in L_{\delta^{\alpha+}}^{q}(\Omega)$ and

$$
\begin{equation*}
u+\mathbb{G}_{\mu}^{\Omega}\left[u^{q}\right]=\mathbb{K}_{\mu}^{\Omega}[\nu] \tag{1.14}
\end{equation*}
$$

where $v=\operatorname{tr}^{*}(u)$.
Furthermore, a positive function $u$ is a solution of (1.13) if and only if $u / \delta^{\alpha_{-}} \in L^{1}(\Omega), \delta^{\alpha_{+}} u^{q} \in L^{1}(\Omega)$ and

$$
\begin{equation*}
\int_{\Omega}\left(-u L_{\mu} \zeta+u^{q} \zeta\right) d x=-\int_{\Omega} \mathbb{K}_{\mu}^{\Omega}[\nu] L_{\mu} \zeta d x \quad \forall \zeta \in X(\Omega) \tag{1.15}
\end{equation*}
$$

Theorem B. Assume $0<\mu<C_{H}(\Omega), q>1$.
I. UnIQUENESS. For every $v \in \mathfrak{M}^{+}(\partial \Omega)$, there exists at most one positive solution of (1.13).
II. Monotonicity. Assume $\nu_{i} \in \mathfrak{M}^{+}(\partial \Omega), i=1$, 2. Let $u_{\nu_{i}}$ be the unique solution of (1.13) with $v$ replaced by $v_{i}$, $i=1$, 2. If $v_{1} \leq \nu_{2}$ then $u_{\nu_{1}} \leq u_{\nu_{2}}$.
III. A-PRIORI ESTIMATE. There exists a positive constant $c=c(N, \mu, \Omega)$ such that every positive solution $u$ of (1.13) satisfies,

$$
\begin{equation*}
\|u\|_{L_{\delta^{-\alpha_{-}}}^{1}(\Omega)}+\|u\|_{L_{\delta^{\alpha}+}^{q}(\Omega)} \leq c\|v\|_{\mathfrak{M}(\partial \Omega)} . \tag{1.16}
\end{equation*}
$$

Theorem C. Assume $0<\mu<C_{H}(\Omega), q>1$. If $v \in \mathfrak{M}^{+}(\partial \Omega)$ and $\mathbb{K}_{\mu}^{\Omega}[\nu] \in L_{\delta^{\alpha+}}^{q}(\Omega)$ then there exists a unique solution of the boundary value problem (1.13).

Corollary C1. For every positive function $f \in L^{1}(\partial \Omega)(1.13)$ with $v=f$ admits a unique positive solution.
Theorem D. Assume $0<\mu<C_{H}(\Omega), q>1$. If $u$ is a positive solution of (1.13) then

$$
\begin{equation*}
\lim _{x \rightarrow y} \frac{u(x)}{\mathbb{K}_{\mu}^{\Omega}[v](x)}=1 \quad \text { non-tangentially, v-a.e. on } \partial \Omega . \tag{1.17}
\end{equation*}
$$

Let

$$
\begin{equation*}
q_{\mu, c}:=\frac{N+\alpha_{+}}{N-1-\alpha_{-}} \tag{1.18}
\end{equation*}
$$

In the next two results we show, among other things, that $q_{\mu, c}$ is the critical exponent for (1.13). This means that, if $1<q<q_{\mu, c}$ then problem (1.13) has a unique solution for every measure $v \in \mathfrak{M}^{+}(\partial \Omega)$ but, if $q \geq q_{\mu, c}$ then the problem has no solution for some measures $v$, e.g. Dirac measure.

In Theorem E we consider the subcritical case $1<q<q_{\mu, c}$ and in Theorem F the supercritical case.
Theorem E. Assume $0<\mu<C_{H}(\Omega)$ and $1<q<q_{\mu, c}$. Then:
I. EXISTENCE AND UNIQUENESS. For every $v \in \mathfrak{M}^{+}(\partial \Omega)$ (1.13) admits a unique positive solution $u_{v}$.
II. Stability. If $\left\{v_{n}\right\}$ is a sequence of measures in $\mathfrak{M}^{+}(\partial \Omega)$ weakly convergent to $v \in \mathfrak{M}^{+}(\partial \Omega)$ then $u_{v_{n}} \rightarrow u_{v}$ in $L_{\delta^{-\alpha_{-}}}^{1}(\Omega)$ and in $L_{\delta^{\alpha_{+}}}^{q}(\Omega)$.
III. LOCAL BEHAVIOR. Let $v=k \delta_{y}$, where $k>0$ and $\delta_{y}$ is the Dirac measure concentrated at $y \in \partial \Omega$. Then, under the assumptions of Theorem $E$, the unique solution of (1.13), denoted by $u_{k \delta_{y}}$, satisfies

$$
\begin{equation*}
\lim _{x \rightarrow y} \frac{u_{k \delta_{y}}(x)}{K_{\mu}^{\Omega}(x, y)}=k \tag{1.19}
\end{equation*}
$$

Remark. Note that in part III we have 'uniform convergence' not just 'non-tangential convergence' as in Theorem D.
Theorem F. Assume $0<\mu<C_{H}(\Omega)$ and $q \geq q_{\mu, c}$. Then for every $k>0$ and $y \in \partial \Omega$, there is no positive solution of (1.1) with normalized boundary trace $k \delta_{y}$.

In the first part of the paper we study properties of positive $L_{\mu}$-harmonic functions and the boundary value problem (1.11). In the second part, these results are applied to a study of the corresponding boundary value problem for the nonlinear equation (1.1). These results yield a complete classification of the positive moderate solutions of (1.1) in the subcritical case. They also provide a framework for the study of positive solutions of (1.1) that may blow up at some parts of the boundary. The existence of such solutions in the subcritical case has been studied (by different methods) in [5]. The boundary trace for positive non-moderate solutions and corresponding boundary value problems will be treated in a forthcoming paper.

The main ingredients used in this paper are: the Representation Theorem previously stated and other basic results of potential theory (see [1]), a sharp estimate of the Green kernel of $-L_{\mu}$ due to Filippas, Moschini and Tertikas [9], estimates for convolutions in weak $L^{p}$ spaces (see [23, Section 2.3.2]) and the comparison principle obtained in [4].

## 2. The linear equation

Throughout this paper we assume that $0<\mu<C_{H}(\Omega)$.

### 2.1. Some potential theoretic results

We denote by $\mathfrak{M}_{\delta^{\alpha}}(\Omega), \alpha \in \mathbb{R}$, the space of Radon measures $\tau$ on $\Omega$ satisfying $\int_{\Omega} \delta^{\alpha}(x) d|\tau|<\infty$ and by $\mathfrak{M}_{\delta^{\alpha}}^{+}(\Omega)$ the positive cone of $\mathfrak{M}_{\delta^{\alpha}}(\Omega)$. When $\alpha=0$, we use the notation $\mathfrak{M}(\Omega)$ and $\mathfrak{M}^{+}(\Omega)$. We also denote by $\mathfrak{M}(\partial \Omega)$ the space of finite Radon measures on $\partial \Omega$ and by $\mathfrak{M}^{+}(\partial \Omega)$ the positive cone of $\mathfrak{M}(\partial \Omega)$.

Let $D$ be a $C^{2}$ domain such that $D \Subset \Omega$ and $h \in L^{1}(\partial \Omega)$. Denote by $\mathbb{S}_{\mu}(D, h)$ the solution of the problem

$$
\left\{\begin{align*}
-L_{\mu} u=0 & \text { in } D  \tag{2.1}\\
u=h & \text { on } \partial D .
\end{align*}\right.
$$

Lemma 2.1. Let $u$ be $L_{\mu}$-superharmonic in $\Omega$ and $D$ be a $C^{2}$ domain such that $D \Subset \Omega$. Then $u \geq \mathbb{S}_{\mu}(D, u)$ a.e. in $D$.

Proof. Since $u$ is $L_{\mu}$-superharmonic in $\Omega$, there exists $\tau \in \mathfrak{M}^{+}(\Omega)$ such that $-L_{\mu} u=\tau$. Let $v$ be the solution of

$$
\left\{\begin{align*}
&-L_{\mu} v=\tau  \tag{2.2}\\
& \text { in } D \\
& v=0 \\
& \text { on } \partial D
\end{align*}\right.
$$

and put $w=\mathbb{S}_{\mu}(D, u)$. Then $w \geq 0$ and $\left.u\right|_{D}=v+w \geq v$.
Lemma 2.2. Let u be a nonnegative $L_{\mu}$-superharmonic and $\left\{D_{n}\right\}$ be a $C^{2}$ exhaustion of $\Omega$. Then

$$
\hat{u}:=\lim _{n \rightarrow \infty} \mathbb{S}_{\mu}\left(D_{n}, u\right)
$$

exists and is the largest $L_{\mu}$-harmonic function dominated by $u$.
Proof. By Lemma 2.1, $\mathbb{S}_{\mu}\left(D_{n}, u\right) \leq\left. u\right|_{D_{n}}$, hence the sequence $\left\{\mathbb{S}_{\mu}\left(D_{n}, u\right)\right\}$ is decreasing. Consequently, $\hat{u}$ exists and is an $L_{\mu}$-harmonic function dominated by $u$. Next, if $v$ is an $L_{\mu}$-harmonic function dominated by $u$ then $v \leq$ $\mathbb{S}_{\mu}\left(D_{n}, u\right)$ for every $n \in \mathbb{N}$. Letting $n \rightarrow \infty$ yields $v \leq \hat{u}$.

Definition 2.3. A nonnegative $L_{\mu}$-superharmonic function is called an $L_{\mu}$-potential if its largest $L_{\mu}$-harmonic minorant is zero.

As a consequence of Lemma 2.2, we obtain
Lemma 2.4. Let $u_{p}$ be a nonnegative $L_{\mu}$-superharmonic function in $\Omega$. If for some $C^{2}$ exhaustion $\left\{D_{n}\right\}$ of $\Omega$,

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \mathbb{S}_{\mu}\left(D_{n}, u_{p}\right)=0 \tag{2.3}
\end{equation*}
$$

then $u_{p}$ is an $L_{\mu}$-potential in $\Omega$. Conversely, if $u_{p}$ is an $L_{\mu}$-potential, then (2.3) holds for every $C^{2}$ exhaustion $\left\{D_{n}\right\}$ of $\Omega$.

For easy reference we quote below the Riesz decomposition theorem (see [1]).

Theorem 2.5. Every nonnegative $L_{\mu}$-superharmonic function $u$ in $\Omega$ can be written in a unique way in the form $u=u_{p}+u_{h}$ where $u_{p}$ is an $L_{\mu}$-potential and $u_{h}$ is a nonnegative $L_{\mu}$-harmonic function in $\Omega$.

The next result is a consequence of the Fatou convergence theorem [1, Theorem 1.8] and the following well-known fact: if a function satisfies the local Harnack inequality, fine convergence at the boundary (in the sense of [1]) implies non-tangential convergence.

Theorem 2.6. Let $u_{p}$ be a positive $L_{\mu}$-potential and $u$ be a positive $L_{\mu}$-harmonic function. Assume that $\frac{u_{p}}{u}$ satisfies the Harnack inequality. Then

$$
\lim _{x \rightarrow y} \frac{u_{p}(x)}{u(x)}=0 \quad \text { non-tangentially, v-a.e. on } \partial \Omega
$$

where $v$ is the $L_{\mu}$-boundary measure of $u$.

### 2.2. The action of the Green and Martin kernels on spaces of measures

From [2], for every $y \in \partial \Omega$, there exists a positive $L_{\mu}$-harmonic function in $\Omega$ which vanishes on $\partial \Omega \backslash\{y\}$. When normalized, this function is unique. We choose a fixed reference point $x_{0}$ in $\Omega$ and denote by $K_{\mu, y}^{\Omega}$ this $L_{\mu}$-harmonic function, normalized by $K_{\mu, y}^{\Omega}\left(x_{0}\right)=1$. The function $K_{\mu}^{\Omega}(\cdot, y)=K_{\mu, y}^{\Omega}(\cdot)$ is the $L_{\mu}$-Martin kernel in $\Omega$, normalized at $x_{0}$.

For $v \in \mathfrak{M}(\partial \Omega)$ denote

$$
\mathbb{K}_{\mu}^{\Omega}[\nu](x)=\int_{\partial \Omega} K_{\mu}^{\Omega}(x, y) d \nu(y)
$$

In what follows the notation $f \sim g$ means: there exists a positive constant $c$ such that $c^{-1} f<g<c f$ in the domain of the two functions or in a specified subset of this domain. Of course, in the latter case, the constant depends on the subset.

Let $G_{\mu}^{\Omega}$ be the Green kernel for the operator $L_{\mu}$ in $\Omega \times \Omega$. Fix a point $x_{0} \in \Omega$. It is well known that the function $x \mapsto G_{\mu}^{\Omega}\left(x, x_{0}\right)$ behaves like the first eigenfunction $\varphi_{\mu, 1}(x)$ near the boundary, i.e., $G_{\mu}^{\Omega}\left(\cdot, x_{0}\right) \sim \varphi_{\mu, 1}$ in $\Omega_{\beta},(0<$ $\beta<\delta\left(x_{0}\right)$ ).

By [19, Lemmas 5,1, 5.2] (see also [8, Lemma 7] for an alternative proof)

$$
\begin{equation*}
c^{-1} \delta(x)^{\alpha_{+}} \leq \varphi_{\mu, 1}(x) \leq c \delta(x)^{\alpha_{+}} \tag{2.4}
\end{equation*}
$$

Thus, if $0<\beta<\delta\left(x_{0}\right)$,

$$
\begin{equation*}
c_{\beta}^{-1} \delta(x)^{\alpha_{+}} \leq G_{\mu}^{\Omega}\left(x, x_{0}\right) \leq c_{\beta} \delta(x)^{\alpha_{+}} \quad \forall x \in \Omega_{\beta} \tag{2.5}
\end{equation*}
$$

Therefore, if $\tau \in \mathfrak{M}_{\delta^{\alpha}}(\Omega)$ then

$$
\mathbb{G}_{\mu}^{\Omega}[\tau](x):=\int_{\Omega} G_{\mu}^{\Omega}(x, y) d \tau(y)<\infty \quad \text { a.e. in } \Omega
$$

Indeed, by (2.5) and the symmetry of the Green kernel, for every $x \in \Omega$, the integral over $\Omega_{\delta(x) / 2}$ is finite. For $y \in D_{\delta(x) / 4}, G_{\mu}^{\Omega}(x, y) \leq c|x-y|^{2-N}$. Therefore the integral is finite over this set as well. Inequality (2.5) also implies that, if $\tau$ is a positive Radon measure in $\Omega$ and $\mathbb{G}_{\mu}^{\Omega}[\tau](x)<\infty$ for some point $x \in \Omega$ then $\tau \in \mathfrak{M}_{\delta^{\alpha}}(\Omega)$ and $\mathbb{G}_{\mu}^{\Omega}[\tau]$ is finite everywhere in $\Omega$.

By [9, Theorem 4.11], for every $x, y \in \Omega, x \neq y$,

$$
\begin{equation*}
G_{\mu}^{\Omega}(x, y) \sim \min \left\{|x-y|^{2-N}, \delta(x)^{\alpha_{+}} \delta(y)^{\alpha_{+}}|x-y|^{2 \alpha_{-}-N}\right\} \tag{2.6}
\end{equation*}
$$

Since

$$
K_{\mu}^{\Omega}(x, y):=\lim _{z \rightarrow y} \frac{G_{\mu}^{\Omega}(x, z)}{G_{\mu}^{\Omega}\left(x_{0}, z\right)} \quad \forall x \in \Omega
$$

it follows from (2.6) that

$$
\begin{equation*}
K_{\mu}^{\Omega}(x, y) \sim \delta(x)^{\alpha_{+}}|x-y|^{2 \alpha_{-}-N} \quad \forall x \in \Omega, y \in \partial \Omega \tag{2.7}
\end{equation*}
$$

Let $G^{\Omega}=G_{0}^{\Omega}$ and $P^{\Omega}=P_{0}^{\Omega}$ denote the Green and Poisson kernels of $-\Delta$ in $\Omega$. Then, by (2.7)

$$
\begin{equation*}
\frac{K_{\mu}^{\Omega}(x, y)}{\delta(x)^{\alpha_{-}}} \sim \frac{\delta(x)}{|x-y|^{N}}\left(\frac{|x-y|}{\delta(x)}\right)^{2 \alpha_{-}} \sim P^{\Omega}(x, y)\left(\frac{|x-y|}{\delta(x)}\right)^{2 \alpha_{-}} \tag{2.8}
\end{equation*}
$$

Denote $L_{w}^{p}(\Omega ; \tau), 1 \leq p<\infty, \tau \in \mathfrak{M}^{+}(\Omega)$, the weak $L^{p}$ space defined as follows: a measurable function $f$ in $\Omega$ belongs to this space if there exists a constant $c$ such that

$$
\begin{equation*}
\lambda_{f}(a ; \tau):=\tau(\{x \in \Omega:|f(x)|>a\}) \leq c a^{-p}, \quad \forall a>0 \tag{2.9}
\end{equation*}
$$

The function $\lambda_{f}$ is called the distribution function of $f$ (relative to $\tau$ ). For $p \geq 1$, denote

$$
L_{w}^{p}(\Omega ; \tau)=\left\{f \text { Borel measurable }: \sup _{a>0} a^{p} \lambda_{f}(a ; \tau)<\infty\right\}
$$

and

$$
\begin{equation*}
\|f\|_{L_{w}^{p}(\Omega ; \tau)}^{*}=\left(\sup _{a>0} a^{p} \lambda_{f}(a ; \tau)\right)^{\frac{1}{p}} . \tag{2.10}
\end{equation*}
$$

This expression is not a norm, but for $p>1$, it is equivalent to the norm

$$
\begin{equation*}
\|f\|_{L_{w}^{p}(\Omega ; \tau)}=\sup \left\{\frac{\int_{\omega}|f| d \tau}{\tau(\omega)^{1 / p^{\prime}}}: \omega \subset \Omega, \omega \text { measurable }, 0<\tau(\omega)\right\} \tag{2.11}
\end{equation*}
$$

More precisely,

$$
\begin{equation*}
\|f\|_{L_{w}^{p}(\Omega ; \tau)}^{*} \leq\|f\|_{L_{w}^{p}(\Omega ; \tau)} \leq \frac{p}{p-1}\|f\|_{L_{w}^{p}(\Omega ; \tau)}^{*} . \tag{2.12}
\end{equation*}
$$

Notice that, for every $\alpha>-1$,

$$
L_{w}^{p}\left(\Omega ; \delta^{\alpha} d x\right) \subset L_{\delta^{\alpha}}^{r}(\Omega) \quad \forall r \in[1, p) .
$$

For every $x \in \partial \Omega$, denote by $\mathbf{n}_{x}$ the outward unit normal vector to $\partial \Omega$ at $x$.
The following is a well-known geometric property of $C^{2}$ domains.
Proposition 2.7. There exists $\beta_{0}>0$ such that
(i) For every point $x \in \bar{\Omega}_{\beta_{0}}$, there exists a unique point $\sigma_{x} \in \partial \Omega$ such that $\left|x-\sigma_{x}\right|=\delta(x)$. This implies $x=$ $\sigma_{x}-\delta(x) \mathbf{n}_{\sigma_{x}}$.
(ii) The mappings $x \mapsto \delta(x)$ and $x \mapsto \sigma_{x}$ belong to $C^{2}\left(\bar{\Omega}_{\beta_{0}}\right)$ and $C^{1}\left(\bar{\Omega}_{\beta_{0}}\right)$ respectively. Furthermore, $\lim _{x \rightarrow \sigma(x)} \nabla \delta(x)=-\mathbf{n}_{x}$.

By combining (2.6), (2.7) and [23, Lemma 2.3.2], we obtain
Proposition 2.8. There exist constants $c_{i}$ depending only on $N, \mu, \beta, \Omega$ such that,

$$
\begin{align*}
& \left\|\mathbb{G}_{\mu}^{\Omega}[\tau]\right\|_{L_{w}^{N-\beta}\left(\Omega, \delta^{\beta}\right)}^{N-\beta} \leq c_{1}\|\tau\|_{\mathfrak{M}(\Omega)}, \quad \forall \tau \in \mathfrak{M}(\Omega), \beta>-1,  \tag{2.13}\\
& \left\|\mathbb{G}_{\mu}^{\Omega}[\tau]\right\|_{L_{w}^{N-2 \alpha_{-}}}^{\left(\Omega, \delta^{\left.\beta-\alpha_{+}\right)}\right.} \leq c_{1}\|\tau\|_{\mathfrak{M}_{\delta^{\alpha}+}(\Omega)}, \quad \forall \tau \in \mathfrak{M}_{\delta^{\alpha}+}(\Omega), \beta>-2 \alpha_{-},  \tag{2.14}\\
& \left\|\mathbb{K}_{\mu}^{\Omega}[\nu]\right\|_{L_{w}^{N-1-\alpha_{-}}\left(\Omega, \delta^{\beta}\right)} \leq c_{2}\|\nu\|_{\mathfrak{M}(\partial \Omega)}, \quad \forall v \in \mathfrak{M}(\partial \Omega), \beta>-1 . \tag{2.15}
\end{align*}
$$

Proof. We assume that $\tau$ is positive; otherwise we replace $\tau$ by $|\tau|$. We consider $\tau$ as a positive measure in $\mathbb{R}^{N}$ by extending $\tau$ by zero outside of $\Omega$. For $a \in(0, N)$, denote $\Gamma_{a}(x)=|x|^{a-N}$. By [23, inequality (2.3.17)],

$$
\begin{equation*}
\left\|\Gamma_{a} * \tau\right\|_{L_{w}^{N-a}\left(\Omega, \delta^{\beta}\right)}^{N+\beta} \leq c\|\tau\|_{\mathfrak{M}(\Omega)} \quad \forall \beta>\max \{-1,-a\} \tag{2.16}
\end{equation*}
$$

where $c=c(N, a, \beta, \operatorname{diam}(\Omega))$. By (2.6),

$$
G_{\mu}^{\Omega}(x, y) \leq c \min \left\{\Gamma_{2}(x-y), \delta(x)^{\alpha_{+}} \delta(y)^{\alpha_{+}} \Gamma_{2 \alpha_{-}}(x-y)\right\} .
$$

Hence, by (2.16),

$$
\begin{aligned}
\left\|\mathbb{G}_{\mu}^{\Omega}[\tau]\right\|_{L_{w}^{\frac{N+\beta}{N-2}}\left(\Omega, \delta^{\beta}\right)} & \leq c\left\|\Gamma_{2} * \tau\right\|_{L_{w}^{\frac{N+\beta}{N-2}}\left(\Omega, \delta^{\beta}\right)} \\
& \leq c^{\prime}\|\tau\|_{\mathfrak{M}(\Omega)}^{\forall \beta>-1,} \\
\left\|\mathbb{G}_{\mu}^{\Omega}[\tau]\right\|_{L_{w}^{N-2 \alpha_{-}}}{ }_{\left(\Omega, \delta^{\left.\beta-\alpha_{+}\right)}\right.} & \leq c\left\|\Gamma_{2 \alpha_{-}} *\left(\delta^{\alpha+} \tau\right)\right\|_{L_{w}^{N+-\alpha_{-}}}\left(\Omega, \delta^{\beta}\right) \\
& \leq c\|\tau\|_{\mathfrak{M}_{\delta^{\alpha}+}(\Omega)} \quad \forall \beta>-2 \alpha_{-} .
\end{aligned}
$$

Next we extend $\nu$ by zero outside $\partial \Omega$ and observe that, by (2.7), $K_{\mu}^{\Omega}(x, y) \leq c \Gamma_{1+\alpha_{-}}(x-y)$. Hence $\mathbb{K}_{\mu}^{\Omega}[\nu] \leq c \Gamma_{1+\alpha_{-}} *$ $\nu$ and by (2.16),

$$
\left\|\mathbb{K}_{\mu}^{\Omega}[\nu]\right\|_{L_{w}^{N-1-\alpha_{-}}\left(\Omega, \delta^{\beta}\right)}^{\frac{N+\beta}{} \leq c\left\|\Gamma_{1+\alpha_{-}} * \nu\right\|_{L_{w}^{N-1-\alpha_{-}}\left(\Omega, \delta^{\beta}\right)}^{\frac{N+\beta}{}} \leq c\|\nu\|_{\mathfrak{M}(\partial \Omega)} \quad \forall \beta>-1 . . . ~}
$$

Corollary 2.9. Let $\beta>-1$.
(i) If $\left\{\nu_{n}\right\} \subset \mathfrak{M}^{+}(\partial \Omega)$ converges weakly to $v \in \mathfrak{M}^{+}(\partial \Omega)$ then $\left\{\mathbb{K}_{\mu}^{\Omega}\left[\nu_{n}\right]\right\}$ converges to $\mathbb{K}_{\mu}^{\Omega}[\nu]$ in $L_{\delta \beta}^{p}(\Omega)$ for every $p$ such that $1 \leq p<\frac{N+\beta}{N-1-\alpha_{-}}$.
(ii) If $\left\{\tau_{n}\right\} \subset \mathfrak{M}^{+}(\Omega)$ converges weakly (relative to $C_{0}(\bar{\Omega})$ ) to $\tau \in \mathfrak{M}^{+}(\Omega)$ then $\left\{\mathbb{G}_{\mu}^{\Omega}\left[\tau_{n}\right]\right\}$ converges to $\mathbb{G}_{\mu}^{\Omega}[\tau]$ in $L_{\delta \beta}^{p}(\Omega)$ for every $p$ such that $1 \leq p<\frac{N+\beta}{N-2}$.

Proof. We prove the first statement. The second is proved in a similar way.

Since $K_{\mu}^{\Omega}(x,.) \in C(\partial \Omega)$ for every $x \in \Omega,\left\{\mathbb{K}_{\mu}^{\Omega}\left[v_{n}\right]\right\}$ converges to $\mathbb{K}_{\mu}^{\Omega}[v]$ every where in $\Omega$. By Holder inequality and (2.15), we deduce that $\left\{\left(\mathbb{K}_{\mu}^{\Omega}\left[v_{n}\right]\right)^{p}\right\}$ is equi-integrable w.r.t. $\delta^{\beta} d x$ for any $1 \leq p<\frac{N+\beta}{N-1-\alpha_{-}}$. By Vitali's theorem, $\mathbb{K}_{\mu}^{\Omega}\left[v_{n}\right] \rightarrow \mathbb{K}_{\mu}^{\Omega}[\nu]$ in $L_{\delta \beta}^{p}(\Omega)$.

### 2.3. Estimates related to the normalized trace

Proposition 2.10. There exist positive constants $C_{1}, C_{2}$ such that, for every $\beta \in\left(0, \beta_{0}\right)$,

$$
\begin{equation*}
C_{1} \beta^{\alpha_{-}} \leq \int_{\Sigma_{\beta}} K_{\mu}^{\Omega}(x, y) d S_{x} \leq C_{2} \beta^{\alpha_{-}} \quad \forall y \in \partial \Omega \tag{2.17}
\end{equation*}
$$

The constants $C_{1}, C_{2}$ depend on $N, \Omega, \mu$ but not on $y$.
Furthermore, for every $r_{0}>0$,

$$
\begin{equation*}
\lim _{\beta \rightarrow 0} \frac{1}{\beta^{\alpha_{-}}} \int_{\Sigma_{\beta} \backslash B_{r_{0}}(y)} K_{\mu}^{\Omega}(x, y) d S_{x}=0 \quad \forall y \in \partial \Omega \tag{2.18}
\end{equation*}
$$

For $r_{0}$ fixed, the rate of convergence is independent of $y$.
Proof. By (2.7),

$$
\begin{equation*}
\frac{1}{\beta^{\alpha_{-}}} \int_{\Sigma_{\beta} \backslash B_{r_{0}}(y)} K_{\mu}^{\Omega}(x, y) d S_{x} \leq c \beta^{\alpha_{+}-\alpha_{-}} \tag{2.19}
\end{equation*}
$$

This implies (2.18).
For the next estimate it is convenient to assume that the coordinates are placed so that $y=0$ and the tangent hyperplane to $\partial \Omega$ at 0 is $x_{N}=0$ with the $x_{N}$ axis pointing into the domain. For $x \in \mathbb{R}^{N}$ put $x^{\prime}=\left(x_{1}, \cdots, x_{N-1}\right)$. Pick $r_{0} \in\left(0, \beta_{0}\right)$ sufficiently small (depending only on the $C^{2}$ characteristic of $\Omega$ ) so that

$$
\frac{1}{2}\left(\left|x^{\prime}\right|^{2}+\delta(x)^{2}\right) \leq|x|^{2} \quad \forall x \in \Omega \cap B_{r_{0}}(0)
$$

Then, if $x \in \Sigma_{\beta} \cap B_{r_{0}}(0)=: \Sigma_{\beta, 0}$,

$$
\frac{1}{4}\left(\left|x^{\prime}\right|+\beta\right) \leq|x|
$$

This inequality and (2.7) imply,

$$
\begin{aligned}
\int_{\Sigma_{\beta, 0}} K_{\mu}^{\Omega}(x, 0) d S_{x} & \leq c_{0} \beta^{\alpha_{+}} \int_{\Sigma_{\beta, 0}}\left(\left|x^{\prime}\right|+\beta\right)^{2 \alpha_{-}-N} d S_{x} \\
& \leq c_{1} \beta^{\alpha_{+}} \int_{\left|x^{\prime}\right|<r_{0}}\left(\left|x^{\prime}\right|+\beta\right)^{2 \alpha_{-}-N} d x^{\prime} \\
& \leq c_{2} \beta^{\alpha_{+}} \int_{0}^{r_{0}}(t+\beta)^{2 \alpha_{-}-2} d t \\
& <c_{2} \beta^{\alpha_{-}} \int_{1}^{\infty} \tau^{-2 \alpha_{+}} d \tau=\frac{c_{2}}{2 \alpha_{+}-1} \beta^{\alpha_{-}}
\end{aligned}
$$

Thus, for $\beta<r_{0}$,

$$
\begin{equation*}
\frac{1}{\beta^{\alpha_{-}}} \int_{\Sigma_{\beta, 0}} K_{\mu}^{\Omega}(x, 0) d S_{x} \leq \frac{c_{2}}{2 \alpha_{+}-1} \tag{2.20}
\end{equation*}
$$

Estimates (2.19) and (2.20) imply the second estimate in (2.17). The first estimate in (2.17) follows from (2.8).
Since (2.17) holds uniformly w.r. to $y \in \partial \Omega$, an application of Fubini's yields the following.
Corollary 2.11. For every $v \in \mathfrak{M}^{+}(\partial \Omega)$,

$$
\begin{align*}
C_{1}\|v\|_{\mathfrak{M}(\partial \Omega)} & \leq \liminf _{\beta \rightarrow 0} \int_{\Sigma_{\beta}} \frac{\mathbb{K}_{\mu}^{\Omega}[\nu]}{\delta(x)^{\alpha_{-}}} d S_{x} \\
& \leq \limsup _{\beta \rightarrow 0} \int_{\Sigma_{\beta}} \frac{\mathbb{K}_{\mu}^{\Omega}[\nu]}{\delta(x)^{\alpha_{-}}} d S_{x} \leq C_{2}\|v\|_{\mathfrak{M}(\partial \Omega)} \tag{2.21}
\end{align*}
$$

with $C_{1}, C_{2}$ as in (2.17).
Proposition 2.12. If $\tau \in \mathfrak{M}_{\delta^{\alpha+}}(\Omega)$ then

$$
\begin{equation*}
\operatorname{tr}^{*}\left(\mathbb{G}_{\mu}^{\Omega}[\tau]\right)=0 \tag{2.22}
\end{equation*}
$$

and, for $0<\beta<\beta_{0}$,

$$
\begin{equation*}
\frac{1}{\beta^{\alpha_{-}}} \int_{\Sigma_{\beta}} \mathbb{G}_{\mu}^{\Omega}[\tau] d S_{x} \leq c \int_{\Omega} \delta^{\alpha_{+}} d|\tau| \tag{2.23}
\end{equation*}
$$

where $c$ is a constant depending on $\mu, \Omega$.
Proof. We may assume that $\tau>0$. Denote $v:=\mathbb{G}_{\mu}^{\Omega}[\tau]$. We start with the proof of (2.23).
By Fubini's theorem and (2.6),

$$
\begin{aligned}
& \int_{\Sigma_{\beta}} v d S_{x} \leq c\left(\int_{\Omega \Sigma_{\beta} \cap B_{\frac{\beta}{2}}(y)}|x-y|^{2-N} d S_{x} d \tau(y)\right. \\
& \left.+\beta^{\alpha} \int_{\Omega \Sigma_{\beta} \backslash B_{\frac{\beta}{2}}(y)} \int|x-y|^{2 \alpha_{-}-N} d S_{x} \delta^{\alpha_{+}}(y) d \tau(y)\right)=I_{1}(\beta)+I_{2}(\beta) .
\end{aligned}
$$

Note that, if $x \in \Sigma_{\beta}$ and $|x-y| \leq \beta / 2$ then $\beta / 2 \leq \delta(y) \leq 3 \beta / 2$. Therefore

$$
\begin{aligned}
I_{1}(\beta) & \leq c_{1} \int_{\Sigma_{\beta} \cap B_{\frac{\beta}{2}}(y)}|x-y|^{2-\alpha_{+}-N} d S_{x} \int_{\Omega} \delta(y)^{\alpha_{+}} d \tau(y) \\
& \leq c_{1}^{\prime} \int_{0}^{\beta / 2} r^{2-\alpha_{+}-N^{\prime}} r^{N-2} d r \int_{\Omega} \delta(y)^{\alpha_{+}} d \tau(y) \\
& \leq c_{1}^{\prime \prime} \beta^{\alpha_{-}} \int_{\Omega} \delta(y)^{\alpha_{+}} d \tau(y)
\end{aligned}
$$

and

$$
I_{2}(\beta) \leq c_{2} \beta^{\alpha_{+}} \int_{\beta / 2}^{\infty} r^{2 \alpha_{-}-N_{N}} r^{N-2} d r \int_{\Omega} \delta(y)^{\alpha_{+}} d \tau=c_{2}^{\prime} \beta^{\alpha_{-}} \int_{\Omega} \delta(y)^{\alpha_{+}} d \tau
$$

This implies (2.23).
Given $\epsilon \in\left(0,\|\tau\|_{\mathfrak{M}_{\delta^{+}}(\Omega)}\right)$ and $\beta_{1} \in\left(0, \beta_{0}\right)$ put $\tau_{1}=\tau \chi_{\bar{D}_{\beta_{1}}}$ and $\tau_{2}=\tau-\tau_{1}$. Pick $\beta_{1}=\beta_{1}(\epsilon)$ such that

$$
\begin{equation*}
\int_{\Omega_{\beta_{1}}} \delta(y)^{\alpha_{+}} d \tau \leq \epsilon \tag{2.24}
\end{equation*}
$$

Thus the choice of $\beta_{1}$ depends on the rate at which $\int_{\Omega_{\beta}} \delta^{\alpha_{+}} d \tau$ tends to zero as $\beta \rightarrow 0$.

$$
\text { Put } v_{i}=\mathbb{G}_{\mu}^{\Omega}\left[\tau_{i}\right] \text {. Then, for } 0<\beta<\beta_{1} / 2
$$

$$
\int_{\Sigma_{\beta}} v_{1} d S_{x} \leq c_{3} \beta^{\alpha_{+}} \beta_{1}^{2 \alpha_{-}-N} \int_{\Omega} \delta^{\alpha_{+}}(y) d \tau_{1}(y)
$$

Thus,

$$
\begin{equation*}
\lim _{\beta \rightarrow 0} \frac{1}{\beta^{\alpha_{-}}} \int_{\Sigma_{\beta}} v_{1} d S_{x}=0 \tag{2.25}
\end{equation*}
$$

On the other hand, by (2.23) and (2.24),

$$
\begin{equation*}
\frac{1}{\beta^{\alpha_{-}}} \int_{\Sigma_{\beta}} v_{2} d S_{x} \leq c \epsilon \quad \forall \beta<\beta_{0} \tag{2.26}
\end{equation*}
$$

This implies that $\operatorname{tr}^{*}(v)=0$.
It is well-known that $u$ is an $L_{\mu}$-potential if and only if there exists a positive measure $\tau$ in $\Omega$ such that $u=$ $\mathbb{G}_{\mu}^{\Omega}[\tau]$ (see e.g. [1, Theorem 12]). The estimate (2.6) implies that if $\mathbb{G}_{\mu}^{\Omega}[\tau] \not \equiv \infty$ then $\tau \in \mathfrak{M}_{\delta^{\alpha}}(\Omega)$. Therefore as a consequence of the previous proposition:

Corollary 2.13. A positive $L_{\mu}$-superharmonic function $u$ is a potential if and only if $\operatorname{tr}^{*}(u)=0$.
Remark. Let $D \Subset \Omega$ be a $C^{2}$ domain and denote by $G_{\mu}^{D}$ and $P_{\mu}^{D}$ the Green and Poisson kernels of $L_{\mu}$ in $D$. (To avoid misunderstanding we point out that, in the formula defining $L_{\mu}, \delta(x)$ denotes, as before, the distance from $x$ to $\partial \Omega$, not to $\partial D$.) As every positive $L_{\mu}$ harmonic function has measure boundary trace zero, there is no Poisson kernel for $L_{\mu}$ in $\Omega$. However, $L_{\mu}$ has a Poisson kernel in every $C^{2}$ domain $D$ strictly contained in $\Omega$. This follows from the fact that the Green kernel $G_{\mu}^{D}$ exists and behaves like $G_{0}^{D}$.

Proposition 2.14. Let $w$ be a non-negative $L_{\mu}$-subharmonic function. If $w$ is dominated by an $L_{\mu}$-superharmonic function then $L_{\mu} w \in \mathfrak{M}_{\delta^{\alpha+}}^{+}(\Omega)$ and $w$ has a normalized boundary trace $\nu \in \mathfrak{M}^{+}(\partial \Omega)$. If, in addition, $\operatorname{tr}^{*}(w)=0$ then $w=0$.

Proof. The first assumption implies that there exists a positive Radon measure $\lambda$ in $\Omega$ such that $-L_{\mu} w=-\lambda$.
First assume that $\lambda \in \mathfrak{M}_{\delta^{\alpha}}(\Omega)$. Then $v:=w+\mathbb{G}_{\mu}^{\Omega}[\lambda]$ is a non-negative $L_{\mu}$-harmonic function and consequently, by the representation theorem, $v=\mathbb{K}_{\mu}^{\Omega}[\nu]$ for some $v \in \mathfrak{M}^{+}(\partial \Omega)$. By Proposition 2.12, $\operatorname{tr}^{*}(w)=v$. If $v=0$ then $v=0$ and therefore $w=0$. Now let us drop the assumption on $\lambda$.

Let $v_{\beta}$ be the unique solution of the boundary value problem,

$$
-L_{\mu} v_{\beta}=-\lambda_{\beta} \quad \text { in } D_{\beta}, \quad v_{\beta}=h_{\beta} \quad \text { on } \partial D_{\beta}
$$

where $\lambda_{\beta}$ is the restriction of $\lambda$ to $D_{\beta}$ and $h_{\beta}$ is the restriction of $w$ to $\partial D_{\beta}$. (The uniqueness follows from [4, Lemma 2.3].) The uniqueness implies that $v_{\beta}=w L_{\beta}$. By assumption there exists a positive $L_{\mu}$-superharmonic function, say $V$, such that $w \leq V$. Hence

$$
w+\mathbb{G}_{\mu}^{D_{\beta}}\left[\lambda_{\beta}\right]=\mathbb{P}_{\mu}^{D_{\beta}}\left[h_{\beta}\right] \leq \mathbb{P}_{\mu}^{D_{\beta}}\left[V\left\lfloor_{\partial D_{\beta}}\right] \leq V\right.
$$

This implies that $\mathbb{G}_{\mu}^{\Omega}[\lambda]=\lim _{\beta \rightarrow 0} \mathbb{G}_{\mu}^{D_{\beta}}\left[\lambda_{\beta}\right]<\infty$. For fixed $x \in \Omega, G_{\mu}^{\Omega}(x, y) \sim \delta(y)^{\alpha_{+}}$. Therefore the finiteness of $\mathbb{G}_{\mu}^{\Omega}[\lambda]$ implies that $\lambda \in \mathfrak{M}_{\delta^{\alpha}+}(\Omega)$. By the first part of the proof $w$ has a normalized trace.

Remark. See Proposition 2.20 below for a complementary result.

### 2.4. Test functions

Denote

$$
X(\Omega)=\left\{\zeta \in C^{2}(\Omega): \delta^{\alpha} L_{\mu} \zeta \in L^{\infty}(\Omega), \delta^{-\alpha_{+}} \zeta \in L^{\infty}(\Omega)\right\}
$$

Proposition 2.15. For any $\zeta \in X(\Omega), \delta^{\alpha}-|\nabla \zeta| \in L^{\infty}(\Omega)$.
Proof. Let $\zeta \in X(\Omega)$ then there exist a positive constant $c_{1}$ and a function $f \in L^{\infty}(\Omega)$ such that $|\zeta| \leq c_{1} \delta^{\alpha_{+}}$and

$$
-L_{\mu} \zeta=\delta^{-\alpha_{-}} f
$$

Take arbitrary point $x_{*} \in \Omega_{\beta_{0}}$ and put $d_{*}=\frac{1}{2} \delta\left(x_{*}\right), y_{*}=\frac{1}{d_{*}} x_{*}, \zeta_{*}(y)=\zeta\left(d_{*} y\right)$ for $y \in \frac{1}{d_{*}} \Omega_{d_{*}}$. Note that if $x \in B_{d_{*}}\left(x_{*}\right)$ then $y=\frac{1}{d_{*}} x \in B_{1}\left(y_{*}\right)$ and $1 \leq \operatorname{dist}\left(y, \partial\left(\frac{1}{d_{*}} \Omega_{d_{*}}\right)\right) \leq 3$. In $B_{1}\left(y_{*}\right)$,

$$
-\Delta \zeta_{*}-\frac{\mu}{\operatorname{dist}\left(y, \partial\left(\frac{1}{d_{*}} \Omega_{d_{*}}\right)\right)^{2}} \zeta_{*}=d_{*}^{2-\alpha_{-}} \operatorname{dist}\left(y, \partial\left(\frac{1}{d_{*}} \Omega_{d_{*}}\right)\right)^{-\alpha_{-}} f\left(d_{*} y\right)
$$

By local estimate for elliptic equations [12, Theorem 8.32], there exists a positive constant $c_{2}=c_{2}(N, \mu)$ such that

$$
\max _{B_{\frac{1}{2}}\left(y_{*}\right)}\left|\nabla \zeta_{*}\right| \leq c_{2}\left[\max _{B_{1}\left(y_{*}\right)}\left|\zeta_{*}\right|+\max _{B_{1}\left(y_{*}\right)}\left(d_{*}^{2-\alpha_{-}} \operatorname{dist}\left(y, \partial\left(\frac{1}{d_{*}} \Omega_{d_{*}}\right)\right)^{-\alpha_{-}}\left|f\left(d_{*} y\right)\right|\right]\right.
$$

This implies

$$
d_{*}\left|\nabla \zeta\left(x_{*}\right)\right| \leq c_{3}\left(\delta\left(x_{*}\right)^{\alpha_{+}}+\|f\|_{L^{\infty}(\Omega)} \delta\left(x_{*}\right)^{2-\alpha_{-}}\right),
$$

where $c_{3}=c_{3}\left(N, \mu, c_{1}\right)$. Therefore

$$
|\nabla \zeta(x)| \leq c_{4} \delta(x)^{\alpha_{+}-1} \quad \forall x \in \Omega_{\beta_{0}}
$$

where $c_{4}=c_{4}\left(N, \mu, c_{1},\|f\|_{L^{\infty}(\Omega)}\right)$. Thus $\delta^{-\alpha_{-}}|\nabla \zeta| \in L^{\infty}(\Omega)$.
Definition 2.16. Let $x_{0} \in \Omega$ and denote $\tilde{\beta}\left(x_{0}\right)=\min \left(\beta_{0}, \frac{1}{2} \delta\left(x_{0}\right)\right)$. We say that $\tilde{G}_{\mu}^{\Omega}$ is a proper regularization of $G_{\mu}^{\Omega}$ relative to $x_{0}$ if $\tilde{G}_{\mu}^{\Omega}(x)=G_{\mu}^{\Omega}\left(x_{0}, x\right)$ for $x \in \bar{\Omega}_{\tilde{\beta}\left(x_{0}\right)}, \tilde{G}_{\mu}^{\Omega} \in C^{2}(\Omega) \cap C(\bar{\Omega})$ and $\tilde{G}_{\mu}^{\Omega} \geq 0$ in $\Omega$. Similarly $\tilde{\delta}$ is a proper regularization of $\delta$ relative to $x_{0}$ if $\tilde{\delta}(x)=\delta(x)$ for $x \in \bar{\Omega}_{\tilde{\beta}\left(x_{0}\right)}, \tilde{\delta} \in C^{2}(\bar{\Omega})$ and $\tilde{\delta} \geq 0$ in $\Omega$.

Remark. Using (2.6) and (2.4), it is easily verified that the functions $\varphi_{\mu, 1}, \mathbb{G}_{\mu}^{\Omega}[\eta]$ (for $\eta \in L^{\infty}(\Omega)$ ), $\tilde{G}_{\mu}^{\Omega}$ and $\tilde{\delta}^{\alpha_{+}}$ belong to $X(\Omega)$. Moreover, using Proposition 2.15, one obtains,

$$
\zeta \in X(\Omega) \quad \text { and } \quad h \in C^{2}(\bar{\Omega}) \Longrightarrow h \zeta \in X(\Omega)
$$

In the proofs of the next two propositions we use the following construction. Let $D \Subset \Omega$ be a $C^{2}$ domain. The Green function for $-L_{\mu}$ in $D$ is denoted by $G_{\mu}^{D}$. (To avoid misunderstanding we point out that, in the formula defining $L_{\mu}$, $\delta(x)$ denotes, as before, the distance from $x$ to $\partial \Omega$, not to $\partial D$.) Given $x_{0} \in \Omega$ we construct a family of functions $\mathcal{G}\left(x_{0}\right)=\left\{\tilde{G}_{\mu}^{D_{\beta}}: 0<\beta<\frac{1}{2} \tilde{\beta}\left(x_{0}\right)\right\}$ such that, for each $\beta, \tilde{G}_{\mu}^{D_{\beta}}$ is a proper regularization of $G_{\mu}^{D_{\beta}}\left(x_{0}, \cdot\right)$ in $D_{\beta}$ and $\mathcal{G}\left(x_{0}\right)$ has the following properties:

- For every $\beta \in\left(0, \frac{1}{2} \tilde{\beta}\left(x_{0}\right)\right), \tilde{G}_{\mu}^{D_{\beta}} \in C^{2}\left(\bar{D}_{\beta}\right), \tilde{G}_{\mu}^{D_{\beta}} \geq 0$ and $\tilde{G}_{\mu}^{D_{\beta}}(x)=G_{\mu}^{D_{\beta}}\left(x_{0}, x\right)$ for $x \in D_{\beta} \backslash D_{\tilde{\beta}\left(x_{0}\right)}$.
- The sequences $\left\{\tilde{G}_{\mu}^{D_{\beta}}\right\}$ and $\left\{L_{\mu} \tilde{G}_{\mu}^{D_{\beta}}\right\}$ converge to $\tilde{G}_{\mu}^{\Omega}$ and $L_{\mu} \tilde{G}_{\mu}^{\Omega}$ respectively, as $\beta \rightarrow 0$, a.e. in $\Omega$.
- $\left\|\tilde{G}_{\mu}^{D_{\beta}}+\mid L_{\mu} \tilde{G}_{\mu}^{D_{\beta}}\right\|_{L^{\infty}\left(D_{\beta}\right)} \leq M_{x_{0}}$ where $M_{x_{0}}$ is a positive constant independent of $\beta$.
$\mathcal{G}\left(x_{0}\right)$ will be called a uniform regularization of $\left\{G_{\mu}^{D_{\beta}}\right\}$.
For any function $h \in C^{2}(\partial \Omega)$, we say that $\tilde{h}$ is an admissible extension of $h$ relative to $x_{0}$ in $\bar{\Omega}$ if $\tilde{h}(x)=h(\sigma(x))$ for $x \in \Omega_{\tilde{\beta}\left(x_{0}\right)}$ and $\tilde{h} \in C^{2}(\bar{\Omega})$.
2.5. Nonhomogeneous linear equations

Here we discuss the boundary value problem (1.11) in $\Omega$.
Lemma 2.17. Let $u \in L_{\text {loc }}^{1}(\Omega)$ be a positive solution (in the sense of distributions) of equation

$$
\begin{equation*}
-L_{\mu} u=\tau \tag{2.27}
\end{equation*}
$$

in $\Omega$ where $\tau$ is a non-negative Radon measure.
If $\tau \in \mathfrak{M}_{\delta^{\alpha}+}(\Omega)$ then

$$
\begin{equation*}
-\int_{\Omega} \mathbb{G}_{\mu}^{\Omega}[\tau] L_{\mu} \zeta d x=\int_{\Omega} \zeta d \tau \quad \forall \zeta \in X(\Omega) \tag{2.28}
\end{equation*}
$$

Proof. We may assume that $\tau$ is positive. By Proposition 2.12, $\operatorname{tr}^{*}\left(\mathbb{G}_{\mu}^{\Omega}[\tau]\right)=0$. Therefore, given $\varepsilon>0$, there exists $\bar{\beta}=\bar{\beta}(\varepsilon)<\frac{1}{2} \beta_{0}$ such that,

$$
\begin{equation*}
\frac{1}{\beta^{\alpha_{-}}} \int_{\Sigma_{\beta}} \mathbb{G}_{\mu}^{\Omega}[\tau] d S_{x}<\varepsilon \quad \text { and } \quad \int_{\Omega_{\beta}} \delta^{\alpha_{+}} d \tau<\varepsilon \quad \forall \beta \in(0, \bar{\beta}] . \tag{2.29}
\end{equation*}
$$

Let

$$
I(\beta):=\int_{D_{\beta}} \mathbb{G}_{\mu}^{\Omega}[\tau] L_{\mu} \zeta d x+\int_{D_{\beta}} \zeta d \tau
$$

To prove (2.28) we show that

$$
\begin{equation*}
\lim _{\beta \rightarrow 0} I(\beta)=0 \tag{2.30}
\end{equation*}
$$

Put

$$
\tau_{1}:=\chi_{\bar{D}_{\bar{\beta}}} \tau, \quad \tau_{2}:=\chi_{\Omega_{\bar{\beta}}} \tau
$$

and, for $0<\beta<\bar{\beta}$,

$$
I_{k}(\beta):=\int_{D_{\beta}} \mathbb{G}_{\mu}^{\Omega}\left[\tau_{k}\right] L_{\mu} \zeta d x+\int_{D_{\beta}} \zeta d \tau_{k}, \quad k=1,2
$$

As $|\zeta| \leq c \delta^{\alpha_{+}}$and $\left|L_{\mu} \zeta\right| \leq \frac{c}{\delta^{\alpha_{-}}},(2.29)$ implies,

$$
\begin{equation*}
\left|I_{2}(\beta)\right| \leq c \varepsilon \quad \forall \beta \in(0, \bar{\beta}) \tag{2.31}
\end{equation*}
$$

For every $\beta \in(0, \bar{\beta})$,

$$
-\int_{D_{\beta}} \mathbb{G}_{\mu}^{\Omega}\left[\tau_{1}\right] L_{\mu} \zeta d x=\int_{D_{\beta}} \zeta d \tau_{1}+\int_{\Sigma_{\beta}} \frac{\partial \mathbb{G}_{\mu}^{\Omega}\left[\tau_{1}\right]}{\partial \mathbf{n}} \zeta d S_{x}-\int_{\Sigma_{\beta}} \mathbb{G}_{\mu}^{\Omega}\left[\tau_{1}\right] \frac{\partial \zeta}{\partial \mathbf{n}} d S_{x}
$$

Thus

$$
I_{1}(\beta)=-\int_{\Sigma_{\beta}} \frac{\partial \mathbb{G}_{\mu}^{\Omega}\left[\tau_{1}\right]}{\partial \mathbf{n}} \zeta d S_{x}+\int_{\Sigma_{\beta}} \mathbb{G}_{\mu}^{\Omega}\left[\tau_{1}\right] \frac{\partial \zeta}{\partial \mathbf{n}} d S_{x}=: I_{1,1}(\beta)+I_{1,2}(\beta)
$$

By Proposition 2.15 and (2.29),

$$
\begin{equation*}
\left|I_{1,2}(\beta)\right| \leq c \varepsilon \quad \forall \beta \in(0, \bar{\beta}) \tag{2.32}
\end{equation*}
$$

Next we estimate $I_{1,1}(\beta)$ for $\beta \in(0, \bar{\beta} / 2)$. By Fubini,

$$
\begin{aligned}
I_{1,1}(\beta) & =-\int_{\Sigma_{\beta}} \frac{\partial}{\partial \mathbf{n}_{x}} \int_{D_{\bar{\beta}}} G_{\mu}^{\Omega}(x, y) d \tau_{1}(y) \zeta(x) d S_{x} \\
& =-\int_{D_{\bar{\beta}} \Sigma_{\beta}} \int_{\frac{\partial G_{\mu}^{\Omega}(x, y)}{\partial \mathbf{n}_{x}} \zeta(x) d S_{x} d \tau_{1}(y)} .
\end{aligned}
$$

For every $y \in D_{\bar{\beta}}$ the function $x \mapsto G_{\mu}^{\Omega}(x, y)$ is $L_{\mu}$-harmonic in $\Omega_{\bar{\beta}}$. By local elliptic estimates, for every $\xi \in \Sigma_{\beta}$,

$$
\sup _{x \in B_{\beta / 4}(\xi)}\left|\nabla_{x} G_{\mu}^{\Omega}(x, y)\right| \leq c \beta^{-1} \sup _{x \in B_{\beta / 2}(\xi)} G_{\mu}^{\Omega}(x, y) .
$$

By Harnack's inequality,

$$
\sup _{x \in B_{\beta / 2}(\xi)} G_{\mu}^{\Omega}(x, y) \leq c^{\prime} \inf _{x \in B_{\beta / 2}(\xi)} G_{\mu}^{\Omega}(x, y)
$$

The constants $c, c^{\prime}$ are independent of $\beta \in(0, \bar{\beta} / 2), y \in D_{\bar{\beta}}$ and $\xi \in \Sigma_{\beta}$. Therefore we obtain,

$$
\begin{equation*}
\left|\nabla_{x} G_{\mu}^{\Omega}(x, y)\right| \leq C \beta^{-1} G_{\mu}^{\Omega}(x, y) \quad \forall x \in \Sigma_{\beta}, \forall y \in D_{\bar{\beta}}, \forall \beta \in(0, \bar{\beta} / 2) \tag{2.33}
\end{equation*}
$$

Hence,

$$
\left|I_{1,1}(\beta)\right| \leq C \beta^{-1} \int_{\Sigma_{\beta}} \mathbb{G}_{\mu}^{\Omega}\left[\tau_{1}\right]|\zeta| d S_{x} .
$$

As $|\zeta(x)| \leq c \delta(x)^{\alpha_{+}}$it follows that,

$$
\left|I_{1,1}(\beta)\right| \leq C \frac{1}{\beta^{\alpha_{-}}} \int_{\Sigma_{\beta}} \mathbb{G}_{\mu}^{\Omega}\left[\tau_{1}\right] d S_{x} .
$$

Therefore, by (2.29),

$$
\begin{equation*}
\left|I_{1,1}(\beta)\right| \leq C^{\prime} \varepsilon \quad \forall \beta \in(0, \bar{\beta} / 2) \tag{2.34}
\end{equation*}
$$

Finally (2.30) follows from (2.31), (2.32) and (2.34).

Theorem 2.18. Let $v \in \mathfrak{M}^{+}(\partial \Omega)$ and $\tau \in \mathfrak{M}_{\delta^{\alpha}+}(\Omega)$. Then:
(i) Problem (1.11) has a unique solution. The solution is given by

$$
\begin{equation*}
u=\mathbb{G}_{\mu}^{\Omega}[\tau]+\mathbb{K}_{\mu}^{\Omega}[\nu] . \tag{2.35}
\end{equation*}
$$

(ii) There exists a positive constant $c=c(N, \mu, \Omega)$ such that

$$
\begin{equation*}
\|u\|_{L_{\delta^{-\alpha_{-}}}^{1}(\Omega)} \leq c\left(\|\tau\|_{\mathfrak{M}_{\delta^{\alpha}+}(\Omega)}+\|v\|_{\mathfrak{M}(\partial \Omega)}\right) . \tag{2.36}
\end{equation*}
$$

(iii) $u$ is a solution of (1.11) if and only if $u \in L_{\delta^{-\alpha_{-}}}^{1}(\Omega)$ and

$$
\begin{equation*}
-\int_{\Omega} u L_{\mu} \zeta d x=\int_{\Omega} \zeta d \tau-\int_{\Omega} \mathbb{K}_{\mu}^{\Omega}[\nu] L_{\mu} \zeta d x \quad \forall \zeta \in X(\Omega) \tag{2.37}
\end{equation*}
$$

Proof. (i) Proposition 2.12 implies that (2.35) is a solution of (1.11).
If $u$ and $u^{\prime}$ are two solutions of (1.11) then $v:=\left(u-u^{\prime}\right)_{+}$is a nonnegative $L_{\mu}$-subharmonic function such that $\operatorname{tr}^{*}(v)=0$ and $v \leq 2 \mathbb{G}_{\mu}^{\Omega}[|\tau|]$ which is a positive $L_{\mu}$-superharmonic function. By Proposition 2.14, $v \equiv 0$ and hence $u \leq u^{\prime}$ in $\Omega$. Similarly $u^{\prime} \leq u$, so that $u=u^{\prime}$.
(ii) In view of (2.14) and (2.15), (2.36) is an immediate consequence of (2.35).
(iii) Let $u$ be the solution of (1.11). By (2.36), $u \in L_{\delta^{-\alpha_{-}}}^{1}(\Omega)$ and by Lemma 2.17 and (2.35), $u$ satisfies (2.37).

Conversely, suppose that $u \in L_{\delta^{-\alpha_{-}}}^{1}(\Omega)$ and satisfies (2.37). We show that $u$ is a solution of (1.11) or, equivalently, of (2.35).

By (2.37) with $\zeta \in C_{c}^{\infty}(\Omega), u$ is a solution (in the sense of distributions) of the equation in (1.11). It remains to show that $\operatorname{tr}^{*}(u)=v$. Put $U=u-\mathbb{G}_{\mu}^{\Omega}[\tau]-\mathbb{K}_{\mu}^{\Omega}[v]$ and note that, as $-L_{\mu} u=\tau, U$ is $L_{\mu}$-harmonic.

Let $z \in \Omega$ and let $\mathcal{G}(z)$ be a uniform regularization of $\left\{G_{\mu}^{D_{\beta}}: 0<\beta<\frac{1}{2} \tilde{\beta}(z)\right\}$ (see Section 2.4). Then, for every $\beta \in\left(0, \frac{1}{2} \tilde{\beta}(z)\right), \tilde{G}_{\mu}^{D_{\beta}} \in C_{0}^{2}\left(\bar{D}_{\beta}\right)$. Recall that $\tilde{G}_{\mu}^{D_{\beta}}(x)=G_{\mu}^{D_{\beta}}(z, x)$. Therefore, as $\frac{\partial G_{\mu}^{D_{\beta}}(z, x)}{\partial \mathbf{n}_{x}}=P_{\mu}^{D_{\beta}}(z, x), x \in \Sigma_{\beta}$, we obtain

$$
\begin{equation*}
-\int_{D_{\beta}} U(x) L_{\mu} \tilde{G}_{\mu}^{D_{\beta}}(x) d x=\int_{\Sigma_{\beta}} U(x) P_{\mu}^{D_{\beta}}(z, x) d S_{x}=U(z) \tag{2.38}
\end{equation*}
$$

The second equality is a consequence of the fact that $U$ is $L_{\mu}$-harmonic. But $L_{\mu} \tilde{G}_{\mu}^{D_{\beta}}(x) \rightarrow L_{\mu} \tilde{G}_{\mu}^{\Omega}(z, x)$ pointwise and the sequence $\left\{L_{\mu} \tilde{G}_{\mu}^{D_{\beta}}\right\}$ is bounded by a constant $M_{z}$. We observe that $U \in L^{1}(\Omega)$; in fact by assumption $u \in L_{\delta^{-\alpha_{-}}}^{1}(\Omega)$ and therefore, by Proposition $2.8, U \in L_{\delta^{-\alpha_{-}}}^{1}(\Omega)$. Consequently, by (2.38),

$$
U(z)=-\int_{\Omega} U(x) L_{\mu} \tilde{G}_{\mu}^{\Omega}(z, x) d x
$$

Since $G_{\mu}^{\Omega}(z, \cdot) \in X(\Omega)$, by (2.37) the right hand side vanishes. Thus $U$ vanishes in $\Omega$, i.e., $u$ satisfies (2.35).

Corollary 2.19. Let $u$ be a positive $L_{\mu}$ superharmonic function. Then there exist $v \in \mathfrak{M}^{+}(\partial \Omega)$ and $\tau \in \mathfrak{M}_{\delta^{\alpha+}}^{+}(\Omega)$ such that (1.12) holds.

Proof. By the Riesz decomposition theorem $u$ can be written in the form $u=u_{p}+u_{h}$ where $u_{p}$ is an $L_{\mu}$-potential and $u_{h}$ is a non-negative $L_{\mu}$-harmonic function. Therefore there exists $v \in \mathfrak{M}^{+}(\partial \Omega)$ such that $u_{h}=\mathbb{K}_{\mu}^{\Omega}[\nu]$. Since $u_{p}$ is an $L_{\mu}$-potential there exists a positive Radon measure $\tau$ such that $u_{p}=\mathbb{G}_{\mu}^{\Omega}[\tau]$ (see e.g. [1, Theorem 12]). This necessarily implies that $\tau \in \mathfrak{M}_{\delta^{\alpha+}}(\Omega)$.

Proposition 2.20. Let $w$ be a non-negative $L_{\mu}$-subharmonic function. If $w$ has a normalized boundary trace then it is dominated by an $L_{\mu}$-harmonic function.

Proof. There exist a positive Radon measure $\tau$ in $\Omega$ and a measure $v \in \mathfrak{M}^{+}(\partial \Omega)$ such that

$$
-L_{\mu} w=-\tau \quad \text { in } \Omega, \quad \operatorname{tr}^{*}(w)=v
$$

Let $u_{\beta}$ be the solution of

$$
-L_{\mu} u=-\tau_{\beta} \quad \text { in } D_{\beta}, \quad u=\mathbb{K}_{\mu}^{\Omega}[v] \quad \text { on } \Sigma_{\beta}
$$

where $\tau_{\beta}:=\tau \chi_{D_{\beta}}$. Then,

$$
u_{\beta}+\mathbb{G}_{\mu}^{D_{\beta}}\left[\tau_{\beta}\right]=\mathbb{K}_{\mu}^{\Omega}[\nu] .
$$

Letting $\beta \rightarrow 0$ we obtain,

$$
\mathbb{G}_{\mu}^{\Omega}[\tau] \leq \mathbb{K}_{\mu}^{\Omega}[\nu]
$$

Hence $\tau \in \mathfrak{M}_{\delta^{\alpha+}}^{+}(\Omega)$ and consequently

$$
\begin{equation*}
w+\mathbb{G}_{\mu}^{\Omega}[\tau]=\mathbb{K}_{\mu}^{\Omega}[\nu] \tag{2.39}
\end{equation*}
$$

## 3. The nonlinear equation

In this section, we consider the nonlinear equation

$$
\begin{equation*}
-L_{\mu} u+u^{q}=0 \tag{3.1}
\end{equation*}
$$

in $\Omega$ with $0<\mu<C_{H}(\Omega)$ and $q>1$.
Proof of Theorem A. Since $u$ is a positive solution of (1.1), $u$ is $L_{\mu}$-subharmonic. Assuming (i), $u$ is dominated by an $L_{\mu}$-harmonic function. Therefore, by Proposition 2.14 , (i) $\Longrightarrow$ (ii) and $u \in L_{\delta^{\alpha+}}^{q}(\Omega)$. On the other hand, by Proposition 2.20 (ii) $\Longrightarrow$ (i).

As mentioned above, (i) implies that $u \in L_{\delta^{\alpha_{+}}}^{q}(\Omega)$ and that there exists $v \in \mathfrak{M}_{\delta^{\alpha_{+}}}^{+}(\partial \Omega)$ such that $\operatorname{tr}^{*}(u)=v$. Therefore, by Theorem 2.18, (1.14) is a consequence of (2.37). Thus (i) $\Longrightarrow$ (iii).

Finally, the implication (iii) $\Longrightarrow$ (i) is obvious.
It remains to prove the last assertion. If $u$ is a positive solution of (1.13) then, by (iii), $u \in L_{\delta^{\alpha+}}^{q}(\Omega)$ and (1.15) follows from Theorem 2.18.

Conversely, assume that $\delta^{\alpha_{+}} u^{q}, u / \delta^{\alpha_{-}} \in L^{1}(\Omega)$ and (1.15) holds. Then, by (1.15) with $\zeta \in C_{c}^{\infty}(\Omega), u$ is a solution of (1.1). Taking $\zeta_{f}=\mathbb{G}_{\mu}^{\Omega}[f]$ where $f \in C_{c}(\Omega)$ and $f \geq 0$ we obtain

$$
\int_{\Omega}\left(\mathbb{K}_{\mu}^{\Omega}[\nu]-u\right) f d x=\int_{\Omega} u^{q} \zeta_{f} d x<\infty
$$

This implies $u \leq \mathbb{K}_{\mu}^{\Omega}[v]$, i.e., $u$ is $L_{\mu}$-moderate. Therefore by (i), $u$ is a solution of (1.13).

## Proof of Theorem B.

Uniqueness. Let $u_{1}$ and $u_{2}$ be two positive solutions of (1.13). Then $v:=\left(u_{1}-u_{2}\right)_{+}$is a subsolution of (1.1) and therefore an $L_{\mu}$-subharmonic function. Furthermore, by (iii) in Theorem A, $u_{1}, u_{2} \in L_{\delta^{\alpha+}}^{q}(\Omega)$ and $v \leq \mathbb{G}_{\mu}^{\Omega}\left[u_{1}^{q}+\right.$ $\left.u_{2}^{q}\right]=: \bar{v}$. Obviously $\bar{v}$ is $L_{\mu}$ superharmonic and $\operatorname{tr}^{*}(v)=0$. Therefore, by Proposition $2.14, v=0$. Thus $u_{1} \leq u_{2}$ and similarly $u_{2} \leq u_{1}$.
Monotonicity. As before, $v:=\left(u_{1}-u_{2}\right)_{+}$is $L_{\mu}$-subharmonic and it is dominated by an $L_{\mu}$-superharmonic function. Since $\nu_{1} \leq \nu_{2}, \operatorname{tr}^{*}(v)=0$. Hence by Proposition 2.14, $v=0$.
A-priori estimate. Suppose that $u$ is a positive solution of (1.13). Then (1.15) with $\zeta=\mathbb{G}_{\mu}^{\Omega}[1]$ implies (1.16). (Recall that $\mathbb{G}_{\mu}^{\Omega}[1] \sim \delta^{\alpha_{+}}$.)

For the proof of the next theorem we need
Lemma 3.1. Let $D \Subset \Omega$ be a $C^{2}$ domain and $q>1$. If $h$ is a positive function in $L^{1}(\partial D)$ then there exists a unique solution of the boundary value problem,

$$
\begin{align*}
&-L_{\mu} u+u^{q}=0 \\
& \text { in } D  \tag{3.2}\\
& u=h \\
& \text { on } \partial D .
\end{align*}
$$

Proof. First assume that $h$ is bounded. Let $P_{\mu}^{D}$ denote the Poisson kernel of $-L_{\mu}$ in $D$ and put $u_{0}:=\mathbb{P}_{\mu}^{D}[h]$. Thus $u_{0}$ is bounded. We show that there exists a non-increasing sequence of positive functions $\left\{u_{n}\right\}_{1}^{\infty}$, dominated by $u_{0}$, such that $u_{n}$ is the solution of the boundary value problem,

$$
\begin{align*}
-\Delta v+v^{q} & =\frac{\mu}{\delta^{2}} u_{n-1} \quad \text { in } D \\
v & =h \quad \text { on } \partial D \quad n=1,2, \ldots \tag{3.3}
\end{align*}
$$

As usual $\delta$ denotes the distance to $\partial \Omega$, not to $\partial D$. For $n=1, u_{0}$ is a supersolution of the problem and, obviously $v=0$ is a subsolution. Consequently there exists a unique solution $u_{1}$. By induction, for $n>1$,

$$
-\Delta u_{n-1}+u_{n-1}^{q}=\frac{\mu}{\delta^{2}} u_{n-2} \geq \frac{\mu}{\delta^{2}} u_{n-1}
$$

Thus $v=u_{n-1}$ is a supersolution of (3.3) and it is bounded. It follows that there exists $0 \leq u_{n} \leq u_{n-1}$ such that

$$
-\Delta u_{n}+u_{n}^{q}=\frac{\mu}{\delta^{2}} u_{n-1} \text { in } D, \quad u_{n}=h \text { on } \partial D
$$

As the sequence is monotone we conclude that $u=\lim u_{n}$ is a solution of (3.2).
If $h \in L^{1}(\partial D)$, we approximate it by a monotone increasing sequence of non-negative bounded functions $\left\{h_{k}\right\}$. If $v_{k}$ is the solution of (3.2) with $h$ replaced by $h_{k}$ then $\left\{v_{k}\right\}$ increases (by the comparison principle [4, Lemma 3.2]) and $v=\lim v_{k}$ is a solution of (3.2).

Uniqueness follows by the comparison principle.
Proof of Theorem C. Put $u_{0}:=\mathbb{K}_{\mu}^{\Omega}[\nu]$ and $h_{\beta}:=u_{0} L_{\Sigma_{\beta}}$. Let $u_{\beta}$ be the solution of (3.2) with $h$ replaced by $h_{\beta}$, $\beta \in\left(0, \beta_{0}\right)$. Since $u_{0}$ is a supersolution of (1.1) it follows that $\left\{u_{\beta}\right\}$ decreases as $\beta \downarrow 0$. Therefore $u:=\lim _{\beta \rightarrow 0} u_{\beta}$ is a solution of (1.1).

We claim that $\operatorname{tr}^{*}(u)=v$. Indeed,

$$
\begin{equation*}
u_{\beta}+\mathbb{G}_{\mu}^{D_{\beta}}\left[u_{\beta}^{q}\right]=\mathbb{P}_{\mu}^{D_{\beta}}\left[h_{\beta}\right]=u_{0} \tag{3.4}
\end{equation*}
$$

Furthermore, in $D_{\beta}, u_{\beta} \leq u_{0} \in L_{\delta^{\alpha+}}^{q}(\Omega)$. Therefore

$$
\mathbb{G}_{\mu}^{D_{\beta}}\left[u_{\beta}^{q}\right] \rightarrow \mathbb{G}_{\mu}^{\Omega}\left[u^{q}\right]
$$

Hence, by (3.4),

$$
u+\mathbb{G}_{\mu}^{\Omega}\left[u^{q}\right]=u_{0}=\mathbb{K}_{\mu}^{\Omega}[\nu]
$$

By Proposition 2.12, $\operatorname{tr}^{*}(u)=v$.
By Theorem B the solution is unique.
Proof of Corollary C1. By the previous theorem, if $v=f$ where $f$ is a positive bounded function then (1.13) has a solution. If $0 \leq f \in L^{1}(\Omega)$ then it is the limit of an increasing sequence of such functions. Therefore, once again problem (1.13) with $v=f$ has a solution.

Proof of Theorem D. Put $v=\mathbb{K}_{\mu}^{\Omega}[v]-u$. By the comparison principle $v \geq 0$. Clearly $v$ is $L_{\mu}$-superharmonic in $\Omega$ and, by definition $\operatorname{tr}^{*}(v)=0$. By Proposition $\mathrm{I}(\mathrm{iv}) v$ is an $L_{\mu}$ potential. Consequently, by Theorem 2.6,

$$
\lim _{x \rightarrow y} \frac{v(x)}{\mathbb{K}_{\mu}^{\Omega}[v]}=0 \quad \text { non-tangentially, } v \text { a.e. on } \partial \Omega
$$

This implies (1.17).
Proof of Theorem E. By Proposition 2.8, specifically inequality (2.15), $\mathbb{K}_{\mu}^{\Omega}[\nu] \in L_{\delta^{\alpha_{+}}}^{q}(\Omega)$ for every $q \in\left(1, q_{\mu, c}\right)$ and $v \in \mathfrak{M}^{+}(\partial \Omega)$. Therefore the first assertion of the theorem is a consequence of Theorem C.

We turn to the proof of stability. Put $v_{n}=\mathbb{K}_{\mu}^{\Omega}\left[v_{n}\right]$. By Proposition $2.8,\left\{v_{n}\right\}$ is bounded in $L_{\delta^{\alpha+}}^{q}(\Omega)$ for every $q \in\left(1, q_{\mu, c}\right)$ and in $L_{\delta^{-\alpha_{-}}}^{p}(\Omega)$ for every $p \in\left(1, \frac{N-\alpha_{-}}{N-1-\alpha_{-}}\right)$. In addition $v_{n} \rightarrow v$ pointwise in $\Omega$. This implies that $\left\{v_{n}^{q} \delta^{\alpha_{+}}\right\}$and $\left\{v_{n} / \delta^{\alpha_{-}}\right\}$are uniformly integrable in $\Omega$. Since $u_{v_{n}} \leq v_{n}$ it follows that this conclusion applies also to $\left\{u_{v_{n}}\right\}$.

By the extension of the Keller-Osserman inequality due to [4], the sequence $\left\{u_{v_{n}}\right\}$ is uniformly bounded in every compact subset of $\Omega$. Therefore, by a standard argument, we can extract a subsequence, still denoted by $\left\{u_{v_{n}}\right\}$ that converges pointwise to a solution $u$ of (1.1). In view of the uniform convergence mentioned above we conclude that

$$
u_{v_{n}} \rightarrow u \quad \text { in } L_{\delta^{\alpha_{+}}}^{q}(\Omega) \text { and in } L_{\delta^{-\alpha_{-}}}^{1}(\Omega)
$$

By Theorem A,

$$
u_{v_{n}}+\mathbb{G}_{\mu}^{\Omega}\left[u_{v_{n}}^{q}\right]=\mathbb{K}_{\mu}^{\Omega}\left[v_{n}\right]
$$

In view of the previous observations, passing to the limit as $n \rightarrow \infty$, we obtain,

$$
u+\mathbb{G}_{\mu}^{\Omega}\left[u^{q}\right]=\mathbb{K}_{\mu}^{\Omega}[\nu] .
$$

Again by Theorem A it follows that $u$ is the (unique) solution of (1.13). Because of the uniqueness we conclude that the entire sequence $\left\{u_{v_{n}}\right\}$ (not just a subsequence) converges to $u$ as stated in assertion II. of the theorem.

Finally we prove assertion III. By Theorem A

$$
\begin{equation*}
u_{k \delta_{y}}+\mathbb{G}_{\mu}^{\Omega}\left[u_{k \delta_{y}}^{q}\right]=k K_{\mu}^{\Omega}(\cdot, y) . \tag{3.5}
\end{equation*}
$$

Combining (2.7), (2.6) and the fact $u_{k \delta_{y}} \leq k K_{\mu}^{\Omega}(\cdot, y)$, we obtain

$$
\frac{\mathbb{G}_{\mu}^{\Omega}\left[u_{k \delta_{y}}^{q}\right](x)}{K_{\mu}^{\Omega}(x, y)} \leq k^{q} \frac{\mathbb{G}_{\mu}^{\Omega}\left[\left(K_{\mu}^{\Omega}(., y)^{q}\right](x)\right.}{K_{\mu}^{\Omega}(x, y)} \leq c k^{q}|x-y|^{N+\alpha_{+}-q\left(N-1-\alpha_{-}\right)}
$$

Since $1<q<q_{\mu, c}$, it follows that

$$
\lim _{x \rightarrow y} \frac{\mathbb{G}_{\mu}^{\Omega}\left[u_{k \delta_{y}}^{q}\right](x)}{K_{\mu}^{\Omega}(x, y)}=0
$$

Therefore, by (3.5), we obtain (1.19).
Proof of Theorem F. Let $y \in \partial \Omega$. By negation, assume that there exists a positive solution $u$ of (1.13) with $v=k \delta_{y}$ for some $k>0$. By Theorem A, $u \leq k \mathbb{K}_{\mu}^{\Omega}(., y)$ and $u \in L_{\delta^{\alpha}}^{q}(\Omega)$. Let $\gamma \in(0,1)$ and denote $C_{\gamma}(y)=\{x \in \Omega: \gamma|x-y| \leq$ $\delta(x)\}$. By Theorem D,

$$
\lim _{x \in C_{\gamma}(y), x \rightarrow y} \frac{u(x)}{K_{\mu}^{\Omega}(x, y)}=k .
$$

This implies that there exist positive numbers $r_{0}, c$ such that

$$
\begin{equation*}
u(x) \geq c K_{\mu}^{\Omega}(x, y) \quad \forall x \in C_{\gamma}(y) \cap B_{r_{0}}(y) \tag{3.6}
\end{equation*}
$$

By (2.7),

$$
\begin{aligned}
& J_{\gamma}:=\int_{C_{\gamma}(y) \cap B_{r_{0}}(y)}\left(K_{\mu}^{\Omega}(x, y)\right)^{q} \delta(x)^{\alpha_{+}} d x \\
& \geq c^{\prime} \int_{C_{\gamma}(y) \cap B_{r_{0}}(y)} \delta(x)^{\alpha_{+}(q+1)}|x-y|^{\left(2 \alpha_{-}-N\right) q} d x \\
& \geq c^{\prime} \gamma^{\alpha_{+}(q+1)} \int_{C_{\gamma}(y) \cap B_{r_{0}}(y)}|x-y|^{\alpha_{+}-q\left(N-1-\alpha_{-}\right)} d x
\end{aligned}
$$

Since $q \geq q_{\mu, c}$ the last integral is divergent. But (3.6) and the fact that $u \in L_{\delta^{\alpha+}}^{q}(\Omega)$ imply that $J_{\gamma}<\infty$. We reached a contradiction.
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## CHAPTER 3

## Semilinear elliptic equations with a Hardy potential and a subcritical source term

This chapter is based on the paper [119]. In this chapter, we discuss semilinear elliptic equations with a source term and a Hardy potential. Various necessary and sufficient conditions for the existence of solutions to the corresponding Dirichlet problem are obtained.
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#### Abstract

Let $\Omega$ be a smooth bounded domain in $\mathbb{R}^{N}(N>2)$ and $\delta(x):=\operatorname{dist}(x, \partial \Omega)$. Assume $\mu \in \mathbb{R}_{+}, v$ is a nonnegative finite measure on $\partial \Omega$ and $g \in C\left(\Omega \times \mathbb{R}_{+}\right)$. We study positive solutions of $$
\begin{equation*} -\Delta u-\frac{\mu}{\delta^{2}} u=g(x, u) \text { in } \Omega, \quad \operatorname{tr}^{*}(u)=v \tag{P} \end{equation*}
$$

Here $\operatorname{tr}^{*}(u)$ denotes the normalized boundary trace of $u$ which was recently introduced by Marcus and Nguyen (Ann Inst H Poincaré Anal Non Linéaire, 34, 69-88, 2017). We focus on the case $0<\mu<C_{H}(\Omega)$ (the Hardy constant for $\Omega$ ) and provide qualitative properties of positive solutions of $(\mathrm{P})$. When $g(x, u)=u^{q}$ with $q>0$, we prove that there is a critical value $q^{*}$ (depending only on $N, \mu$ ) for $(\mathrm{P})$ in the sense that if $q<q^{*}$ then $(\mathrm{P})$ possesses a solution under a smallness assumption on $v$, but if $q \geq q^{*}$ this problem admits no solution with isolated boundary singularity. Existence result is then extended to a more general setting where $g$ is subcritical [see (1.28)]. We also investigate the case where $g$ is linear or sublinear and give an existence result for $(\mathrm{P})$.


Mathematics Subject Classification 35J60 - 35J75 • 35J10

## Contents

1 Introduction ..... 2
2 Preliminaries ..... 8
2.1 Weak $L^{p}$ spaces ..... 8
2.2 Green and Martin kernels ..... 8

Communicated by F. Helein.
Phuoc-Tai Nguyen
nguyenphuoctai.hcmup@gmail.com; phnguyen@mat.puc.cl
1 Departamento de Matemáticas, Pontificia Universidad Católica de Chile, Vicuña Mackenna 4860, Santiago, Chile
2.3 Some results on linear equations ..... 9
3 Nonlinear equations with source term ..... 10
3.1 Properties of weak solutions ..... 10
3.2 Nondecreasing source ..... 11
4 Power source ..... 13
4.1 Subcritical case ..... 13
4.2 Supercritical case ..... 21
5 More general source ..... 22
5.1 Subcriticality ..... 22
5.2 Sublinearity ..... 26
References ..... 28

## 1 Introduction

This paper concerns a study of weak solutions of semilinear elliptic equations with Hardy potential and source term

$$
\begin{equation*}
-\Delta u-\frac{\mu}{\delta^{2}} u=g(x, u) \quad \text { in } \Omega \tag{1.1}
\end{equation*}
$$

where $\Omega$ is a $C^{2}$ bounded domain in $\mathbb{R}^{N}(N>2), \mu \geq 0, \delta(x):=\operatorname{dist}(x, \partial \Omega)$ and $g \in$ $C\left(\Omega \times \mathbb{R}_{+}\right)$.

Henceforth, we will use the notations $L_{\mu}:=\Delta+\frac{\mu}{\delta^{2}}$ and $(g \circ u)(x):=g(x, u(x))$.
Definition 1.1 (i) A function $u$ is an $L_{\mu}$-harmonic function (resp. $L_{\mu}$-subharmonic, $L_{\mu^{-}}$ superharmonic) in $\Omega$ if $u \in L_{\mathrm{loc}}^{1}(\Omega)$ and

$$
-L_{\mu} u=0\left(\text { resp. }-L_{\mu} u \leq 0,-L_{\mu} u \geq 0\right)
$$

in the sense of distributions in $\Omega$.
(ii) A function $u$ is called a nonnegative weak solution (resp. subsolution, supersolution) of (1.1) if $u \geq 0, u \in L_{\mathrm{loc}}^{1}(\Omega), g \circ u \in L_{\mathrm{loc}}^{1}(\Omega)$ and

$$
-L_{\mu} u=g \circ u\left(\text { resp. }-L_{\mu} u \leq g \circ u,-L_{\mu} u \geq g \circ u\right)
$$

in the sense of distributions in $\Omega$.
Boundary value problem with measures for (1.1) with $\mu=0$ and $g \circ u=u^{q}$, i.e. the problem

$$
\begin{equation*}
-\Delta u=u^{q} \quad \text { in } \Omega, \quad u=v \quad \text { on } \partial \Omega \tag{1.2}
\end{equation*}
$$

was first considered by Bidault-Véron and Vivier [7]. They established estimates involving classical Green and Poisson kernels for $-\Delta$ and applied these estimates to obtain an existence result in the subcritical case, i.e. $1<q<q_{c}:=\frac{N+1}{N-1}$. Then Bidaut-Véron and Yarur [9] reconsidered this type of problem in a more general setting and provided a necessary and sufficient condition for the existence of a solution of (1.2). Chen et al. [12] investigated (1.1) with $\mu=0$ and $g$ satisfying a subcriticality condition. Their approach makes use of Schauder fixed point theorem, essentially based on estimates related to weighted Marcinkiewicz spaces. Recently, Bidaut-Véron et al. [8] provided new criteria for the existence of weak solutions of problem (1.2) and extended those results to the case where $\Delta$ is replaced by $L_{\mu}$.

When $\mu \neq 0$, the study of (1.1) relies strongly on the investigation of the linear equation

$$
\begin{equation*}
-L_{\mu} u=0 \text { in } \Omega \tag{1.3}
\end{equation*}
$$

Equation (1.3) with $\mu<0$, and more generally Schrödinger equations $-\Delta u+V(x) u=0$ where $V$ is a nonnegative potential, was studied by Ancona [1,2], Marcus [18], Ancona and Marcus [3] and by Véron and Yarur [25]. The case $\mu>0$ was considered by Bandle et al. [4-6], Marcus and Nguyen [20], Gkikas and Véron [15] and by Marcus and Moroz [19] in connection with the Hardy constant $C_{H}(\Omega)$ which is given by

$$
\begin{equation*}
C_{H}(\Omega)=\inf _{H_{0}^{1}(\Omega) \backslash\{0\}} \frac{\int_{\Omega}|\nabla u|^{2} d x}{\int_{\Omega}(u / \delta)^{2} d x} . \tag{1.4}
\end{equation*}
$$

It is well known (see $[11,21]$ ) that $C_{H}(\Omega) \in\left(0, \frac{1}{4}\right]$ and $C_{H}(\Omega)=\frac{1}{4}$ when $\Omega$ is convex. Moreover the infimum is achieved if and only if $C_{H}(\Omega)<1 / 4$.

Let $\phi \geq 0$ in $\Omega$ and $p \geq 1$, we denote by $L^{p}(\Omega ; \phi)$ the space of all functions $v$ on $\Omega$ satisfying $\int_{\Omega}|v| \phi d x<\infty$. We denote by $\mathfrak{M}(\Omega ; \phi)$ the space of Radon measures $\tau$ on $\Omega$ satisfying $\int_{\Omega} \phi d|\tau|<\infty$ and by $\mathfrak{M}^{+}(\Omega ; \phi)$ the nonnegative cone of $\mathfrak{M}(\Omega ; \phi)$. When $\phi \equiv 1$, we use the usual notations $\mathfrak{M}(\Omega)$ and $\mathfrak{M}^{+}(\Omega)$. We also denote by $\mathfrak{M}(\partial \Omega)$ the space of finite measures on $\partial \Omega$ and by $\mathfrak{M}^{+}(\partial \Omega)$ the nonnegative cone of $\mathfrak{M}(\partial \Omega)$.

Let $G_{\mu}$ and $K_{\mu}$ be the Green and the Martin kernels for $-L_{\mu}$ in $\Omega$ respectively (see [20] for more detail). Denote by $\mathbb{G}_{\mu}$ and $\mathbb{K}_{\mu}$ the associated operators defined by

$$
\begin{array}{ll}
\mathbb{G}_{\mu}[\tau](x)=\int_{\Omega} G_{\mu}(x, y) d \tau(y), & \forall \tau \in \mathfrak{M}(\Omega), \\
\mathbb{K}_{\mu}[\nu](x)=\int_{\partial \Omega} K_{\mu}(x, z) d \nu(z), & \forall \nu \in \mathfrak{M}(\partial \Omega) . \tag{1.6}
\end{array}
$$

Put

$$
\begin{equation*}
\alpha_{ \pm}:=\frac{1 \pm \sqrt{1-4 \mu}}{2} . \tag{1.7}
\end{equation*}
$$

Let $\lambda_{\mu, 1}$ be the first eigenvalue of $-L_{\mu}$ in $\Omega$ and denote by $\varphi_{\mu, 1}$ the corresponding eigenfunction normalized by $\int_{\Omega}\left(\varphi_{\mu, 1} / \delta\right)^{2} d x=1$ (see [11]). If $\mu \in\left(0, C_{H}(\Omega)\right)$ then $\lambda_{\mu, 1}>$ 0 and by [13] (see also [22]), there exists a constant $c_{1}>0$ such that

$$
\begin{equation*}
c_{1}^{-1} \delta^{\alpha_{+}} \leq \varphi_{\mu, 1} \leq c_{1} \delta^{\alpha_{+}} \quad \text { in } \Omega . \tag{1.8}
\end{equation*}
$$

For $\beta>0$, put
$\Omega_{\beta}=\{x \in \Omega: \delta(x)<\beta\}, D_{\beta}=\{x \in \Omega: \delta(x)>\beta\}, \Sigma_{\beta}=\{x \in \Omega: \delta(x)=\beta\}$.
When dealing with boundary value problem associated to (1.1) with $\mu>0$ one encounters the following difficulties:

- The first one is due to the fact that every positive $L_{\mu}$-harmonic function has classical measure boundary trace zero (see [20, Corollary 2.11]). Therefore, the classical notion of boundary trace no longer plays an important role in describing the boundary behavior of $L_{\mu}$-harmonic function or solutions of (1.1).
- The second one stems from the invalidity of the classical Keller-Osserman estimate, as well as the lack of a universal upper bound for solutions of (1.1). Moreover, contrast to the case of nonnegative absorption nonlinearity, $\mathbb{K}_{\mu}[\nu]$ with $\nu \in \mathfrak{M}^{+}(\partial \Omega)$ is a subsolution of

$$
\begin{equation*}
-L_{\mu} u=g \circ u \text { in } \Omega \tag{1.9}
\end{equation*}
$$

and therefore it is no longer a natural upper bound for solutions of (1.9).

In order to overcome the first difficulty, we shall employ the notion of normalized boundary trace which is defined as follows:

Definition 1.2 A function $u$ possesses a normalized boundary trace if there exists a measure $\nu \in \mathfrak{M}(\partial \Omega)$ such that

$$
\begin{equation*}
\lim _{\beta \rightarrow 0} \beta^{-\alpha_{-}} \int_{\Sigma_{\beta}}\left|u(x)-\mathbb{K}_{\mu}[\nu](x)\right| d S(x)=0 \tag{1.10}
\end{equation*}
$$

The normalized boundary trace of $u$ is denoted by $\operatorname{tr}^{*}(u)$.
In the above definition, we use the notation $d S=d \mathbb{H}_{N-1}$ where $\mathbb{H}_{N-1}$ denotes the Hausdorff measure. This notion was introduced by Marcus and Nguyen [20] in the case $\mu \in\left(0, C_{H}(\Omega)\right)$. It is worth mentioning that $\lambda_{\mu, 1}>0$ when $\mu \in\left(0, C_{H}(\Omega)\right)$ and hence $\varphi_{\mu, 1}$ is a positive $L_{\mu}$-superharmonic function in $\Omega$. This fact, together with a classical result of Ancona [2], guarantees the validity of Representation theorem (see [20]). The notion of normalized boundary trace turned out to be appropriate to investigate the problem

$$
\begin{equation*}
-L_{\mu} u+u^{q}=0 \quad \text { in } \Omega, \quad \operatorname{tr}^{*}(u)=v \tag{1.11}
\end{equation*}
$$

More precisely, when $\mu \in\left(0, C_{H}(\Omega)\right)$, they showed that there exists a critical exponent

$$
\begin{equation*}
q^{*}=q^{*}(N, \mu):=\frac{N+\alpha_{+}}{N+\alpha_{+}-2} . \tag{1.12}
\end{equation*}
$$

for (1.11). This means that if $1<q<q^{*}$, for every positive finite boundary measure $v$ on $\partial \Omega$, (1.11) admits a unique positive solution, while if $q \geq q^{*}$ there exists no positive solution of (1.11) with $v$ being a Dirac measure. Stability result was also discussed in the case $1<q<q^{*}$. Problem (1.11) with $u^{q}$ replaced by a more general nonlinearity $f(u)$ was then investigated by Gkikas and Véron [15] in a slightly different setting. When $f(u)=|u|^{q-1} u$, they provided a necessary and sufficient condition in terms of Besov capacity for solving (1.11) in the supercritical case, i.e. $q \geq q^{*}$.

Because of the second difficulty, we mainly deal with the minimal solution of (1.9) which possesses several exploitable properties. This solution is constructed due to subsupersolutions theorem in Sect. 3. Observe that $\mathbb{K}_{\mu}[\nu]$ with $\nu \in \mathfrak{M}^{+}(\partial \Omega)$ is a subsolution of (1.9); hence in order to prove the existence of a minimal solution of (1.9), it is sufficient to find a supersolution of (1.9) which dominates $\mathbb{K}_{\mu}[\nu]$.

Throughout the present paper, we assume that $\mu \in\left(0, C_{H}(\Omega)\right)$. We now introduce the definition of solutions of

$$
\begin{equation*}
-L_{\mu} u=g \circ u \quad \text { in } \Omega, \quad \operatorname{tr}^{*}(u)=v . \tag{1.13}
\end{equation*}
$$

Definition 1.3 (i) A nonnegative function $u$ is called a (weak) solution of (1.13) if $u$ is a solution of (1.1) and has normalized boundary trace $v$.
(ii) Put

$$
X(\Omega):=\left\{\zeta \in C^{2}(\Omega): \delta^{\alpha_{-}} L_{\mu} \zeta \in L^{\infty}(\Omega), \delta^{-\alpha_{+}} \zeta \in L^{\infty}(\Omega)\right\}
$$

A function $\zeta \in X(\Omega)$ is called an admissible test function for (1.13).
Notice that $\varphi_{\mu, 1} \in X(\Omega)$. More properties of $X(\Omega)$ can be found in [20, Section 2.4]. Using this space, we establish integral formulation for weak solutions of (1.13). This is stated in the following result.

Theorem A Let $v \in \mathfrak{M}^{+}(\partial \Omega)$. The following statements are equivalent:
(i) $u$ is a positive weak solution of (1.13);
(ii) $g \circ u \in L^{1}\left(\Omega ; \delta^{\alpha_{+}}\right)$and

$$
\begin{equation*}
u=\mathbb{G}_{\mu}[g \circ u]+\mathbb{K}_{\mu}[\nu] ; \tag{1.14}
\end{equation*}
$$

(iii) $u \in L^{1}\left(\Omega ; \delta^{-\alpha_{-}}\right), g \circ u \in L^{1}\left(\Omega ; \delta^{\alpha_{+}}\right)$and

$$
\begin{equation*}
-\int_{\Omega} u L_{\mu} \zeta d x=\int_{\Omega}(g \circ u) \zeta d x-\int_{\Omega} \mathbb{K}_{\mu}[\nu] L_{\mu} \zeta d x \quad \forall \zeta \in X(\Omega) \tag{1.15}
\end{equation*}
$$

Under some additional assumptions on $g$, we obtain an existence result for (1.13).
Theorem B Let $g(x, r)$ be a nondecreasing continuous function with respect to $r$ for every $x \in \Omega$ and $\nu \in \mathfrak{M}^{+}(\partial \Omega)$ with $\|\nu\|_{\mathfrak{M}(\partial \Omega)}=1$. Assume that there exist numbers $c_{2}>0, c_{3}>$ $0,0 \leq r_{1}<r_{2} \leq \infty$ and a function $\ell: \mathbb{R}_{+} \rightarrow \mathbb{R}_{+}$such that

$$
\begin{align*}
g(x, r s) & \leq \ell(r) g(x, s) \quad \forall s \geq 0, r>0, x \in \Omega,  \tag{1.16}\\
\ell\left(1+c_{2} c_{3} r^{-1} \ell(r)\right) & \leq c_{2} \quad \forall r \in\left(r_{1}, r_{2}\right),  \tag{1.17}\\
\mathbb{G}_{\mu}\left[g \circ\left(\mathbb{K}_{\mu}[\nu]\right)\right] & \leq c_{3} \mathbb{K}_{\mu}[\nu] \quad \text { a.e. in } \Omega . \tag{1.18}
\end{align*}
$$

1. EXISTENCE. For any $\varrho \in\left(r_{1}, r_{2}\right)$ the problem

$$
\begin{equation*}
-L_{\mu} u=g \circ u \text { in } \Omega, \quad \operatorname{tr}^{*}(u)=\varrho v \tag{1.19}
\end{equation*}
$$

admits a minimal positive weak solution $\underline{u}_{\varrho v}$ in the sense that if $v$ is a positive weak solution of (1.19) then $\underline{u}_{\varrho v} \leq v$ in $\Omega$.
2. Estimates. There exists a positive constant $c_{4}=c_{4}\left(c_{2}, c_{3}, \ell, \varrho\right)$ such that

$$
\begin{equation*}
\varrho \mathbb{K}_{\mu}[\nu] \leq \underline{u}_{\varrho \nu} \leq c_{4} \varrho \mathbb{K}_{\mu}[\nu] \quad \text { a.e. in } \Omega . \tag{1.20}
\end{equation*}
$$

3. Nontangential convergence. For $v$-a.e. point $z \in \partial \Omega$, there holds

$$
\begin{equation*}
\lim _{x \rightarrow z} \frac{\underline{u}_{\varrho \nu}(x)}{\mathbb{K}_{\mu}[\nu](x)}=\varrho \text { non-tangentially. } \tag{1.21}
\end{equation*}
$$

Remark When $g(x, u)=u^{q}$ with $q>1, c_{4}$ can be chosen independently of $\varrho$.
In the next results, we focus on the pure power case, namely the problem

$$
\begin{equation*}
-L_{\mu} u=u^{q} \quad \text { in } \Omega, \quad \operatorname{tr}^{*}(u)=v \tag{v}
\end{equation*}
$$

where $q>0$ and $v \in \mathfrak{M}^{+}(\partial \Omega)$. We shall establish some estimates related Green and Martin operators and a necessary condition for the existence of solutions of ( $D_{\nu}$ ) in the case $q>1$.

Theorem C Let $q>0$ and $v \in \mathfrak{M}^{+}(\partial \Omega)$. Then there exists a positive constant $c_{5}=$ $c_{5}(N, \mu, q, \Omega)$ such that

$$
\begin{equation*}
\mathbb{G}_{\mu}\left[\mathbb{K}_{\mu}[\nu]^{q}\right] \leq c_{5}\|\nu\|_{\mathfrak{M}(\partial \Omega)}^{q-1} \mathbb{K}_{\mu}[\nu] \text { a.e in } \Omega \text {. } \tag{1.22}
\end{equation*}
$$

Furthermore, if $q>1$ and problem $\left(D_{v}\right)$ admits a positive weak solution then there holds

$$
\begin{equation*}
\mathbb{G}_{\mu}\left[\mathbb{K}_{\mu}[\nu]^{q}\right] \leq \frac{1}{q-1} \mathbb{K}_{\mu}[\nu] \text { a.e. in } \Omega . \tag{1.23}
\end{equation*}
$$

Remark It is worth mentioning that when $\mu=0,(1.22)$ and (1.23) were obtained by BidautVéron and Vivier [7]. When $L_{\mu}$ is replaced by a uniformly elliptic differential operator of second order with bounded Hölder-continuous coefficients, (1.23) is relevant to [17, Theorem 7.6]. Recently, (1.23) with an inexplicit multiplier on the right hand-side were proved by Véron et al. in [8, Theorem 4.1]. In this paper we employ the method in [7] to prove (1.22) for $q>0$ and apply the idea in $[7,9,10]$ to point out that the multiplier on the right handside of (1.23) can be explicitly chosen as $\frac{1}{q-1}$. When $q=1$, estimate (1.22) becomes $\mathbb{G}_{\mu}\left[\mathbb{K}_{\mu}[\nu]\right] \leq c_{5} \mathbb{K}_{\mu}[\nu]$ with $c_{5}=c_{5}(N, \mu, \Omega)$, which can be regarded as the limiting case of (1.23).

The next results reveal that $q^{*}$ is a critical exponent for $\left(D_{v}\right)$. More precisely, in the subcritical case, namely $1<q<q^{*},\left(D_{v}\right)$ admits a solution under a smallness assumption on the boundary datum, while in the supercritical case, i.e. $q \geq q^{*}$, this problem possesses no solution with isolated boundary singularity.

For $z \in \partial \Omega$, we denote by $\delta_{z}$ the Dirac measure concentrated at $z$. Existence and nonexistence results when $0<q<q^{*}, q \neq 1$ are given as follows.

Theorem D Let $q \in\left(0, q^{*}\right), q \neq 1$ and $v \in \mathfrak{M}^{+}(\partial \Omega)$ with $\|v\|_{\mathfrak{M}(\partial \Omega)}=1$. For $\varrho>0$, consider the problem

$$
-L_{\mu} u=u^{q} \quad \text { in } \Omega, \quad \operatorname{tr}^{*}(u)=\varrho v . \quad\left(D_{\varrho v}\right)
$$

1. CASE: $q \in\left(1, q^{*}\right)$. There is a threshold value $\varrho^{*} \in \mathbb{R}_{+}$for $\left(D_{\varrho \nu}\right)$ such that the following holds.
(i) If $\varrho \in\left(0, \varrho^{*}\right]$ then problem ( $D_{\varrho \nu}$ ) admits a minimal positive weak solution $\underline{u}_{\varrho \nu}$. Moreover, if $\varrho \in\left(0, \varrho^{*}\right), \underline{u}_{\varrho v}$ satisfies (1.20) and (1.21). In addition, if $\left\{\varrho_{n}\right\}$ is a nondecreasing sequence converging to $\varrho^{*}$ then $\left\{\underline{u}_{\varrho_{n} \nu}\right\}$ converges to $\underline{u}_{\varrho^{*} \nu}$ in $L^{1}\left(\Omega ; \delta^{-\alpha_{-}}\right)$and in $L^{q}\left(\Omega ; \delta^{\alpha_{+}}\right)$.
(ii) If $\varrho>\varrho^{*}$ then there exists no positive weak solution of $\left(D_{\varrho \nu}\right)$.
2. CASE: $q \in(0,1)$. For every $\varrho>0$ problem $\left(D_{\varrho v}\right)$ admits a minimal solution $\underline{u}_{\varrho v}$ which satisfies satisfies (1.20) and (1.21). Moreover, $\lim _{\varrho \rightarrow \infty} \underline{u}_{\varrho v}=\infty$ a.e. in $\Omega$.
For any $1 \neq q \in\left(0, q^{*}\right)$, if $v=\delta_{z}$ with $z \in \partial \Omega$ then there holds

$$
\begin{equation*}
\lim _{x \rightarrow z} \frac{\underline{u}_{\varrho \delta_{z}}(x)}{K_{\mu}(x, z)}=\varrho . \tag{1.24}
\end{equation*}
$$

Remark Note that in the absorption case [namely equation (1.11)], if $1<q<q^{*}$, there are two types of solution with isolated boundary singularity: the weakly singular solutions $u_{\varrho, z}$ (the solution of (1.11) with $v=\varrho \delta_{z}$ ) and the strongly singular solution $u_{\infty, z}$. Actually, $u_{\infty, z}$ is the limit of the sequence $u_{\varrho, z}$ as $\varrho \rightarrow \infty$. This limiting process can not be executed in the source case since ( $D_{\varrho \delta_{z}}$ ) admits no solution if $\varrho>\varrho^{*}$ due to Theorem D.

We next give a stability result.
Theorem E Let $q \in\left(0, q^{*}\right), q \neq 1$ and $\left\{v_{n}\right\}$ is a sequence of measures in $\mathfrak{M}^{+}(\partial \Omega)$ which converges weakly to $v \in \mathfrak{M}^{+}(\partial \Omega)$. If $q>1$, assume in addition that

$$
\begin{equation*}
\sup _{n}\left\|v_{n}\right\|_{\mathfrak{M}(\partial \Omega)} \leq \varrho^{*} . \tag{1.25}
\end{equation*}
$$

For each $n$, let $u_{v_{n}}$ be a positive weak solution of $\left(D_{\nu_{n}}\right)$. Then, up to a subsequence, $\left\{u_{v_{n}}\right\}$ converges to a positive weak solution $u_{\nu}$ of $\left(D_{\nu}\right)$ in $L^{1}\left(\Omega ; \delta^{-\alpha_{-}}\right)$and in $L^{q}\left(\Omega ; \delta^{\alpha_{+}}\right)$.

An existence and stability result in the case $q=1$ is stated in the following theorem in which $\lambda_{\mu, 1}$ is the first eigenvalue of $-L_{\mu}$ in $\Omega$.

Theorem F Let $v \in \mathfrak{M}^{+}(\partial \Omega)$. For $\kappa>0$, consider the problem

$$
\begin{equation*}
-L_{\mu} u=\kappa u \quad \text { in } \Omega, \quad \operatorname{tr}^{*}(u)=v \tag{K}
\end{equation*}
$$

There exists a number $\kappa^{*} \in\left(0, \lambda_{\mu, 1}\right]$ such that the following holds.
(i) If $\kappa \in\left(0, \kappa^{*}\right)$ then problem ( $E_{\nu}^{\kappa}$ ) admits a minimal positive weak solution $\underline{u}_{\kappa, v}$. Moreover, $\underline{u}_{\kappa, \nu}$ satisfies (1.21).
Assume $\left\{v_{n}\right\}$ is a sequence of measures in $\mathfrak{M}^{+}(\partial \Omega)$ which converges weakly to $v \in$ $\mathfrak{M}^{+}(\partial \Omega)$ and for each $n$ denote by $u_{\kappa, v_{n}}$ a positive weak solution of $\left(E_{v_{n}}^{\kappa}\right)$. Then, up to a subsequence, $\left\{u_{\kappa, v_{n}}\right\}$ converges to a positive weak solution $u_{\kappa, v}$ of $\left(E_{v}^{\kappa}\right)$ in $L^{1}\left(\Omega ; \delta^{-\alpha_{-}}\right)$.
(ii) If $\kappa>\kappa^{*}$ then ( $E_{v}^{\kappa}$ ) admits no positive weak solution.

Furthermore, problem ( $E_{\nu}^{\lambda_{\mu}, 1}$ ) admits no positive weak solution.
Remark It is notified by the referee that $\kappa^{*}=\lambda_{\mu, 1}$. The way to prove it is to note that $-L_{\mu}-\kappa$ admits the Green function $G_{\mu, \kappa}$ for any $\kappa<\mu$ and then to prove a modification of Proposition 2.4 for $G_{\mu, \kappa}$ (see [24] for the existence of the Green function $G_{\mu, \kappa}$ ). The weaker statement $\kappa^{*} \leq \lambda_{\mu, 1}$ in the present paper is essentially in order to simplify the proofs and to streamline the exposition.

In the supercritical case, i.e. $q \geq q^{*}$, there is no solution with an isolated boundary singularity.

Theorem G Assume $q \geq q^{*}$. Then for every $\varrho>0$ and $z \in \partial \Omega$, there is no positive weak solution of

$$
-L_{\mu} u=u^{q} \quad \text { in } \Omega, \quad \operatorname{tr}^{*}(u)=\varrho \delta_{z} . \quad\left(D_{\varrho \delta_{z}}\right)
$$

Here $\delta_{z}$ denotes the Dirac measure concentrated at $z$.
Remark Interesting removability results for $\left(D_{v}\right)$ in terms of capacities in the supercritical case was provided in [8].

In the next two theorems, we consider the case $(g \circ u)(x)=\delta(x)^{\gamma} \tilde{g}(u(x))$ where $\gamma>$ $-1-\alpha_{+}$and $\tilde{g}: \mathbb{R}_{+} \rightarrow \mathbb{R}_{+}$is nondecreasing and continuous. In this framework, the critical exponent for (1.1) is

$$
\begin{equation*}
q_{\gamma}^{*}=q_{\gamma}^{*}(N, \mu, \gamma):=\frac{N+\alpha_{+}+\gamma}{N+\alpha_{+}-2} . \tag{1.26}
\end{equation*}
$$

Clearly $q_{0}^{*}=q^{*}$.
Theorem H gives an existence result for the problem

$$
\begin{equation*}
-L_{\mu} u=\delta^{\gamma} \tilde{g}(u) \text { in } \Omega, \quad \operatorname{tr}^{*}(u)=\varrho \nu . \tag{1.27}
\end{equation*}
$$

Theorem H Let $v \in \mathfrak{M}^{+}(\partial \Omega)$ with $\|v\|_{\mathfrak{M}(\partial \Omega)}=1$. Assume that

$$
\begin{align*}
\Lambda_{0} & :=\int_{1}^{\infty} s^{-1-q_{\gamma}^{*}} \tilde{g}(s) d s<+\infty,  \tag{1.28}\\
\tilde{g}(s) & \leq \Lambda_{1} s^{q_{1}}+\theta, \quad \forall s \in[0,1] \text { for some } q_{1}>1, \Lambda_{1}>0, \theta>0 . \tag{1.29}
\end{align*}
$$

Then there exist $\theta_{0}>0$ and $\varrho_{0}>0$ depending on $N, \mu, \gamma, \Lambda_{0}, \Lambda_{1}$ and $q_{1}$ such that for every $\theta \in\left(0, \theta_{0}\right)$ and $\varrho \in\left(0, \varrho_{0}\right)$ problem (1.27) admits a weak solution $u \geq \varrho \mathbb{K}_{\mu}[\nu]$ in $\Omega$.

Remark If $\tilde{g}$ satisfies (1.28) we say that $\tilde{g}$ is subcritical with respect to $\gamma$.
The case where $\tilde{g}$ is linear or sublinear is treated in the following theorem.
Theorem I Let $v \in \mathfrak{M}^{+}(\partial \Omega)$ with $\|v\|_{\mathfrak{M}(\partial \Omega)}=1$. Assume that

$$
\begin{equation*}
\tilde{g}(s) \leq \Lambda_{2} s^{q_{2}}+\theta, \quad \forall s \geq 0 \tag{1.30}
\end{equation*}
$$

for some $q_{2} \in(0,1], \Lambda_{2}>0$ and $\theta>0$.
In (1.30), if $q_{2}=1$ we assume in addition that $\Lambda_{2}$ is small enough. Then for any $\varrho>0$, (1.27) admits a weak solution $u \geq \varrho \mathbb{K}_{\mu}[\nu]$.

Remark In Theorem I, when $q_{2}<1$, the smallness assumption on $\theta$ is not required.
The plan of the paper is as follows. In Sect. 2 we give results concerning Green and Martin kernels and boundary value problem for linear equations with Hardy potential. Theorems A and B are proved in Sect. 3. It is noteworthy that main ingredients in proving Theorem A are: a generalization of Herglotz-Doob theorem to $L_{\mu}$-superharmonic functions and the theory of Schrödinger linear equations. Theorem B is established using a sub-supersolutions theorem. The proof of Theorems C-G are presented in Sect. 4. Finally, in Sect. 5 the existence result in the case of more general source terms (Theorems H and I) is obtained due to the Schauder fixed point theorem and estimates in weak $L^{p}$ spaces.

## 2 Preliminaries

Throughout this paper we assume that $0<\mu<C_{H}(\Omega)$.

### 2.1 Weak $L^{p}$ spaces

We denote by $L_{w}^{p}(\Omega ; \tau), 1 \leq p<\infty, \tau \in \mathfrak{M}^{+}(\Omega)$, the weak $L^{p}$ space (or Marcinkiewicz space) (see [23]). When $\tau=\delta^{\alpha} d x$, for simplicity, we use the notation $L_{w}^{p}\left(\Omega ; \delta^{\alpha}\right)$. Notice that, for every $\alpha>-1$,

$$
L_{w}^{p}\left(\Omega ; \delta^{\alpha} d x\right) \subset L^{r}\left(\Omega ; \delta^{\alpha}\right), \quad \forall r \in[1, p)
$$

If $u \in L_{w}^{p}\left(\Omega ; \delta^{\alpha}\right)(\alpha>-1)$ then

$$
\begin{equation*}
\int_{\mid\{u \mid \geq s\}} \delta^{\alpha} d x \leq s^{-p}\|u\|_{L_{w}^{p}\left(\Omega ; \delta^{\alpha}\right)}^{p} \tag{2.1}
\end{equation*}
$$

### 2.2 Green and Martin kernels

Let $G_{\mu}$ be the Green kernel for the operator $-L_{\mu}$ in $\Omega \times \Omega$ and denote by $\mathbb{G}_{\mu}$ the associated operator defined by (1.5). It was shown in [20] that for every $\tau \in \mathfrak{M}\left(\Omega ; \delta^{\alpha_{+}}\right),\left|\mathbb{G}_{\mu}[\tau]\right|<\infty$ a.e. in $\Omega$. Denote by $K_{\mu}$ the Martin kernel for $-L_{\mu}$ in $\Omega$ and by $\mathbb{K}_{\mu}$ the Martin operator defined by (1.6).

In what follows the notation $f \sim g$ means: there is a constant $c>0$ such that $c^{-1} f<$ $g<c f$ in the domain of the two functions.

By [14, Theorem 4.11] and [20] (see also [15]),

$$
\begin{gather*}
G_{\mu}(x, y) \sim \min \left\{|x-y|^{2-N}, \delta(x)^{\alpha_{+}} \delta(y)^{\alpha_{+}}|x-y|^{2 \alpha_{-}-N}\right\} \quad \forall x, y \in \Omega, x \neq y  \tag{2.3}\\
K_{\mu}(x, z) \sim \delta(x)^{\alpha_{+}}|x-z|^{2 \alpha_{-}-N} \quad \forall x \in \Omega, z \in \partial \Omega \tag{2.2}
\end{gather*}
$$

The following estimates can be found in [16, Proposition 2.4]
Proposition 2.1 (i) Let $\beta \in\left(-\frac{N \alpha_{+}}{N+2 \alpha_{+}-2}, \frac{N \alpha_{+}}{N-2}\right)$. Then there exists a constant $c_{7}=$ $c_{7}(N, \mu, \beta, \Omega)$ such that

$$
\begin{equation*}
\left\|\mathbb{G}_{\mu}[\tau]\right\|_{L_{w}^{N+\alpha_{+}-2}\left(\Omega ; \delta^{\beta}\right)} \leq c_{7}\|\tau\|_{\mathfrak{M}\left(\Omega ; \delta^{\alpha_{+}}\right)} \quad \forall \tau \in \mathfrak{M}\left(\Omega ; \delta^{\alpha_{+}}\right) . \tag{2.4}
\end{equation*}
$$

(ii) Let $\beta>-1$. Then there exists a constant $c_{8}=c_{8}(N, \mu, \beta, \Omega)$ such that

$$
\begin{equation*}
\left\|\mathbb{K}_{\mu}[\nu]\right\|_{L_{w}^{N+\alpha_{+}-2}\left(\Omega ; \delta^{\beta}\right)} \leq c_{8}\|\nu\|_{\mathfrak{M}(\partial \Omega)} \quad \forall v \in \mathfrak{M}(\partial \Omega) \tag{2.5}
\end{equation*}
$$

### 2.3 Some results on linear equations

In this subsection, we recall some results concerning boundary value problem for non homogeneous linear equation

$$
\begin{equation*}
-L_{\mu} u=\tau \quad \text { in } \Omega \tag{2.6}
\end{equation*}
$$

Definition 2.2 (i) A function $u$ is a solution of (2.6) if $u \in L_{l o c}^{1}(\Omega)$ and (2.6) is understood in the sense of distributions.
(ii) Let $\tau \in \mathfrak{M}\left(\Omega ; \delta^{\alpha_{+}}\right)$and $v \in \mathfrak{M}(\partial \Omega)$. A function $u$ is a weak solution of

$$
\begin{equation*}
-L_{\mu} u=\tau \quad \text { in } \Omega, \quad \operatorname{tr}^{*}(u)=v \tag{2.7}
\end{equation*}
$$

if $u$ is a solution of (2.6) and $u$ admits normalized boundary trace $v$.
Definition 2.3 A nonnegative $L_{\mu}$-superharmonic function is called an $L_{\mu}$-potential if its largest $L_{\mu}$-harmonic minorant is zero.

The following results, which can be found in [20, Proposition I], is crucial in proving Theorem A.

Proposition 2.4 (i) If $\tau=0$ then problem (2.7) has a unique weak solution $u=\mathbb{K}_{\mu}[\nu]$. If $u$ is a nonnegative $L_{\mu}$-harmonic function and $\operatorname{tr}^{*}(u)=0$ then $u=0$.
(ii) If $\tau \in \mathfrak{M}^{+}\left(\Omega ; \delta^{\alpha_{+}}\right)$then $\operatorname{tr}^{*}\left(\mathbb{G}_{\mu}[\tau]\right)=0$. Thus $\mathbb{G}_{\mu}[\tau]$ is a solution of (2.7) with $\nu=0$.
(iii) Let u be a positive $L_{\mu}$-subharmonic function. If u is dominated by an $L_{\mu}$-superharmonic function then $L_{\mu} u \in \mathfrak{M}^{+}\left(\Omega ; \delta^{\alpha+}\right)$ and $u$ has a normalized boundary trace. In this case $\operatorname{tr}^{*}(u)=0$ if and only if $u \equiv 0$.
(iv) Let $u$ be a positive $L_{\mu}$-superharmonic function. Then there exist $v \in \mathfrak{M}^{+}(\partial \Omega)$ and $\tau \in \mathfrak{M}^{+}\left(\Omega ; \delta^{\alpha_{+}}\right)$such that

$$
\begin{equation*}
u=\mathbb{G}_{\mu}[\tau]+\mathbb{K}_{\mu}[\nu] . \tag{2.8}
\end{equation*}
$$

In particular, $u$ is an $L_{\mu}$-potential if and only if $\operatorname{tr}^{*}(u)=0$.
(v) For every $v \in \mathfrak{M}^{+}(\partial \Omega)$ and $\tau \in \mathfrak{M}^{+}\left(\Omega ; \delta^{\alpha+}\right)$, (2.7) has a unique positive solution which is given by (2.8). Moreover, there exists a positive constant $c_{9}=c_{9}(N, \mu, \Omega)$ such that

$$
\begin{equation*}
\|u\|_{L^{1}\left(\Omega ; \delta^{-\alpha_{-}}\right)} \leq c_{9}\left(\|\tau\|_{\mathfrak{M}\left(\Omega ; \delta^{\alpha+}\right)}+\|v\|_{\mathfrak{M}(\partial \Omega)}\right) . \tag{2.9}
\end{equation*}
$$

(vi) $u$ is a solution of of (2.7) if and only if $u \in L^{1}\left(\Omega ; \delta^{-\alpha_{-}}\right)$and

$$
\begin{equation*}
-\int_{\Omega} u L_{\mu} \zeta d x=\int_{\Omega} \zeta d \tau-\int_{\Omega} \mathbb{K}_{\mu}[\nu] L_{\mu} \zeta d x, \quad \forall \zeta \in X(\Omega) \tag{2.10}
\end{equation*}
$$

For easy reference, we present a potential theoretic result which serves to prove Theorem B.

Theorem 2.5 Let $w_{1}$ be a positive $L_{\mu}$-potential and $w_{2}$ be a positive $L_{\mu}$-harmonic function with $v=\operatorname{tr}^{*}\left(w_{2}\right)$. Assume that $\frac{w_{1}}{w_{2}}$ satisfies the local Harnack inequality. Then for $v$-a.e. $z \in \partial \Omega$,

$$
\lim _{x \rightarrow z} \frac{w_{1}(x)}{w_{2}(x)}=0 \text { non-tangentially. }
$$

This theorem can be obtained by combining the Fatou convergence theorem [1, Theorem 1.8] and the fact that if a function satisfies the Harnack inequality, fine convergence at the boundary (in the sense of [1]) implies non-tangential convergence (for more details, see [3]).

## 3 Nonlinear equations with source term

In this section, we deal with nonlinear equations involving source term

$$
\begin{equation*}
-L_{\mu} u=g \circ u \tag{3.1}
\end{equation*}
$$

in $\Omega$ where $0<\mu<C_{H}(\Omega)$ and $g: \Omega \times \mathbb{R}_{+} \rightarrow \mathbb{R}_{+}$is continuous.

### 3.1 Properties of weak solutions

For $z \in \partial \Omega$, denote by $\mathbf{n}_{z}$ the outward unit normal vector to $\partial \Omega$ at $z$. We recall below a geometric property of $C^{2}$ domains (see [23]).

Proposition 3.1 There exists $\beta_{0}>0$ such that for every point $x \in \bar{\Omega}_{\beta_{0}}$, there exists a unique point $\sigma_{x} \in \partial \Omega$ such that $x=\sigma_{x}-\delta(x) \mathbf{n}_{\sigma_{x}}$. The mappings $x \mapsto \delta(x)$ and $x \mapsto \sigma_{x}$ belong to $C^{2}\left(\bar{\Omega}_{\beta_{0}}\right)$ and $C^{1}\left(\bar{\Omega}_{\beta_{0}}\right)$ respectively. Moreover, $\lim _{x \rightarrow \sigma(x)} \nabla \delta(x)=-\mathbf{n}_{\sigma_{x}}$.

For $D \Subset \Omega$, let $G_{\mu}^{D}$ and $K_{\mu}^{D}$ be the Green and Poisson kernels of $-L_{\mu}$ in $D$ respectively. Denote by $\mathbb{G}_{\mu}^{D}$ and $\mathbb{K}_{\mu}^{D}$ the corresponding Green and Poisson operators in $D$.

We prove below main properties of solutions of (1.13).
Proof of Theorem $A \quad$ (i) $\Longrightarrow$ (ii). Assume $u$ is a positive weak solution of (1.13). Put $\tau=g \circ u$ and for $\beta \in\left(0, \beta_{0}\right)$ denote $\tau_{\beta}:=\left.\tau\right|_{D_{\beta}}$ and $\lambda_{\beta}:=\left.u\right|_{\Sigma_{\beta}}$. Consider the boundary value problem

$$
-L_{\mu} v=\tau_{\beta} \quad \text { in } D_{\beta}, \quad v=\lambda_{\beta} \quad \text { on } \Sigma_{\beta}
$$

This problem admits a unique solution $v_{\beta}$ (the uniqueness is derived from [5, Lemma 2.1] since $\mu<C_{H}(\Omega)$ ). Therefore $v_{\beta}=\left.u\right|_{D_{\beta}}$. We have

$$
\left.u\right|_{D_{\beta}}=v_{\beta}=\mathbb{G}_{\mu}^{D_{\beta}}\left[\tau_{\beta}\right]+\mathbb{K}_{\mu}^{D_{\beta}}\left[\lambda_{\beta}\right] .
$$

It follows that

$$
\int_{D_{\beta}} G_{\mu}^{D_{\beta}}(\cdot, y)(g \circ u)(y) d y=\mathbb{G}_{\mu}^{D_{\beta}}\left[\tau_{\beta}\right] \leq\left. u\right|_{D_{\beta}} .
$$

Letting $\beta \rightarrow 0$, we get

$$
\begin{equation*}
\int_{\Omega} G_{\mu}(\cdot, y)(g \circ u)(y) d y \leq u . \tag{3.2}
\end{equation*}
$$

Fix a point $x_{0} \in \Omega$ such that $u\left(x_{0}\right)<\infty$. Keeping in mind that $G_{\mu}\left(x_{0}, y\right)>c_{x_{0}} \delta(y)^{\alpha_{+}}$ for every $y \in \Omega$, we deduce from (3.2) that $g \circ u \in L^{1}\left(\Omega ; \delta^{\alpha_{+}}\right)$. Thanks to Proposition 2.4 (v), we obtain (1.14).
(ii) $\Longrightarrow$ (i). Assume $u$ is a function such that $g \circ u \in L^{1}\left(\Omega ; \delta^{\alpha_{+}}\right)$and (1.14) holds. By Proposition 2.4 (i) $-L_{\mu} \mathbb{K}_{\mu}[\nu]=0$, which implies that $u$ is a solution of (3.1). On the other hand, since $g \circ u \in L^{1}\left(\Omega ; \delta^{\alpha+}\right)$, we deduce from Proposition 2.4 (ii) that $\operatorname{tr}^{*}\left(\mathbb{G}_{\mu}[g \circ u]\right)=0$. Consequently, $\operatorname{tr}^{*}(u)=\operatorname{tr}^{*}\left(\mathbb{K}_{\mu}[\nu]\right)=\nu$.
(i) $\Longrightarrow$ (iii). Assume $u$ is a positive solution of (1.13). From the implication (i) $\Longrightarrow$ (ii), we deduce that $u \in L^{1}\left(\Omega ; \delta^{-\alpha_{-}}\right)$and $g \circ u \in L^{1}\left(\Omega ; \delta^{\alpha_{+}}\right)$. Hence, by Proposition 2.4 (vi), $u$ satisfies (1.15).
(iii) $\Longrightarrow$ (i). This implication follows directly from Proposition 2.4 (vi).

### 3.2 Nondecreasing source

We start with an existence result for (3.1) in presence of sub and super solutions.
Theorem 3.2 Let $g \in C\left(\Omega \times \mathbb{R}_{+}\right), g(x, r)$ be nondecreasing with respect to $r$ for any $x \in \Omega$. Assume that there exist a subsolution $V_{1}$ and a supersolution $V_{2}$ of (3.1) such that $0 \leq V_{1} \leq V_{2}$ in $\Omega$. Then there exists a solution $u$ of (3.1) which satisfies $V_{1} \leq u \leq V_{2}$ in $\Omega$.

Moreover, if $V_{1}=\mathbb{K}_{\mu}[\nu]$ for some $v \in \mathfrak{M}^{+}(\partial \Omega)$ and $g \circ V_{2} \in L^{1}\left(\Omega ; \delta^{\alpha_{+}}\right)$then there exists a minimal positive weak solution $\underline{u}_{\nu}$ of (1.13) in the sense that $\underline{u}_{\nu} \leq v$ in $\Omega$ for every positive weak solution $v$ of (1.13).

Lemma 3.3 Let $D \Subset \Omega, f \in L^{1}(D), f \geq 0$ and $\eta \in L^{1}(\partial D), \eta \geq 0$. Then there exists a unique solution of

$$
\begin{equation*}
-L_{\mu} u=f \text { in } D, \quad u=\eta \text { on } \partial D . \tag{3.3}
\end{equation*}
$$

Proof We start with the case $f \in L^{2}(D)$ and $\eta=0$. Let us consider the functional

$$
\mathcal{J}(v):=\frac{1}{2} \int_{D}\left(|\nabla v|^{2}-\frac{\mu}{\delta^{2}} v^{2}\right) d x-\int_{D} f v d x
$$

over the space $H_{0}^{1}(D)$. Since $\mu<C_{H}(\Omega)$, by Hardy inequality and the variational method, one can show that the problem $\min _{H_{0}^{1}(D)} \mathcal{J}(v)$ admits a solution $v \in H_{0}^{1}(D)$. The minimizer $v$ is the unique weak solution of (3.3).

If $f \in L_{+}^{1}(D)$ then we can approximate it by an increasing sequence $\left\{f_{m}\right\} \subset L_{+}^{\infty}(D)$. Let $v_{m}$ be the solution of (3.3) with $\eta=0$ and $f$ replaced by $f_{m}$. By comparison principle [5, Lemma 2.1], $\left\{v_{m}\right\}$ increases and therefore $v:=\lim _{m \rightarrow \infty} v_{m}$ is a solution of (3.3) with $\eta=0$.

We next consider the case $\eta \in L^{1}(\partial D)$. Let $v$ be a solution of (3.3) with $\eta=0$ then $u=v+\mathbb{P}_{\mu}^{D}[\eta]$ is a solution of (3.3). The uniqueness follows from the comparison principle.

Proof of Theorem 3.2 Put $u_{0}:=V_{1}$ and $\eta_{\beta}:=\left.V_{1}\right|_{\Sigma_{\beta}}$ for $\beta \in\left(0, \beta_{0}\right)$. For $n \geq 1$, consider the problem

$$
\begin{equation*}
-L_{\mu} u=g \circ u_{n-1} \quad \text { in } D_{\beta}, \quad u=\eta_{\beta} \quad \text { on } \partial D_{\beta} \tag{3.4}
\end{equation*}
$$

For each $n \geq 1$, by Lemma 3.3 there exists a unique solution $u_{\beta, n}$ of (3.4). Moreover, since $g(x, r)$ is nondecreasing with respect to $r$ for every $x \in \Omega$, by applying the comparison principle, we deduce that

$$
V_{1} \leq u_{\beta, n} \leq u_{\beta, n+1} \leq V_{2}
$$

in $D_{\beta}$. Therefore $u_{\beta}:=\lim _{n \rightarrow \infty} u_{\beta, n}$ is a solution of (3.1) in $D_{\beta}$ which satisfies $V_{1} \leq u_{\beta} \leq$ $V_{2}$ in $D_{\beta}$. Moreover,

$$
\begin{equation*}
u_{\beta}=\mathbb{G}_{\mu}^{D_{\beta}}\left[g \circ u_{\beta}\right]+\mathbb{P}_{\mu}^{D_{\beta}}\left[\eta_{\beta}\right] . \tag{3.5}
\end{equation*}
$$

For $0<\beta^{\prime}<\beta<\beta_{0}$, by the comparison principle, $u_{\beta, 1} \leq u_{\beta^{\prime}, 1}$ in $D_{\beta}$. By the monotonicity assumption on $g$, it follows that $u_{\beta, n} \leq u_{\beta^{\prime}, n}$ in $D_{\beta}$ for every $n>1$. Therefore $V_{1} \leq u_{\beta} \leq$ $u_{\beta^{\prime}} \leq V_{2}$ in $D_{\beta}$ and hence $u:=\lim _{\beta \downarrow 0} u_{\beta}$ is a solution of (3.1) in $\Omega$ satisfying $V_{1} \leq u \leq V_{2}$.

In the case $V_{1}=\mathbb{K}_{\mu}[\nu]$, formulation (3.5) becomes

$$
\begin{equation*}
u_{\beta}=\mathbb{G}_{\mu}^{D_{\beta}}\left[g \circ u_{\beta}\right]+\mathbb{K}_{\mu}[\nu] . \tag{3.6}
\end{equation*}
$$

Put $\underline{u}_{v}:=\lim _{\beta \downarrow 0} u_{\beta}$. Since $0 \leq g \circ u_{\beta} \leq g \circ V_{2} \in L^{1}\left(\Omega ; \delta^{\alpha+}\right)$, it follows that

$$
\lim _{\beta \downarrow 0} \mathbb{G}_{\mu}^{D_{\beta}}\left[g \circ u_{\beta}\right]=\mathbb{G}_{\mu}\left[g \circ \underline{u}_{\nu}\right] .
$$

Letting $\beta \downarrow 0$ in (3.6), we infer that $\underline{u}_{\nu}$ satisfies (1.14), namely $\underline{u}_{\nu}$ is a solution of (1.13). If $v$ is a solution of (1.13) then $v \geq \mathbb{K}_{\mu}[\nu]$ and $g \circ v \in L^{1}\left(\Omega ; \delta^{\alpha_{+}}\right)$; consequently $\underline{u}_{\nu} \leq v$ in $\Omega$.


Proof of Theorem $B$ We first notice that since $g \circ\left(\mathbb{K}_{\mu}[\nu]\right) \in L_{\mathrm{loc}}^{1}(\Omega)$ and $\mathbb{G}_{\mu}\left[g \circ\left(\mathbb{K}_{\mu}[\nu]\right)\right]<$ $\infty$, it follows that $g \circ\left(\mathbb{K}_{\mu}[\nu]\right) \in L^{1}\left(\Omega ; \delta^{\alpha_{+}}\right)$due to a similar argument as in the proof of Theorem A. It is easy to see that $\mathbb{K}_{\mu}[\nu]$ is a subsolution of (3.1). For $\varrho \in\left(r_{1}, r_{2}\right)$, we look for a supersolution $v$ of the form

$$
\begin{equation*}
v=\varrho \mathbb{K}_{\mu}[\nu]+c_{2} \mathbb{G}_{\mu}\left[g \circ\left(\varrho \mathbb{K}_{\mu}[\nu]\right)\right] \tag{3.7}
\end{equation*}
$$

where $c_{2}$ is the constant in (1.17). By (1.16) and (1.18), we obtain

$$
v \leq \varrho\left(1+c_{2} c_{3} \varrho^{-1} \ell(\varrho)\right) \mathbb{K}_{\mu}[\nu] \quad \text { in } \Omega
$$

The monotonicity property of $g$ implies

$$
g \circ v \leq g \circ\left(\varrho\left(1+c_{2} c_{3} \varrho^{-1} \ell(\varrho)\right) \mathbb{K}_{\mu}[\nu]\right) \text { in } \Omega
$$

By (1.16),

$$
\begin{equation*}
g \circ v \leq \ell\left(1+c_{2} c_{3} \varrho^{-1} \ell(\varrho)\right) g \circ\left(\varrho \mathbb{K}_{\mu}[\nu]\right) \text { in } \Omega . \tag{3.8}
\end{equation*}
$$

In light of (1.17), we deduce

$$
\begin{equation*}
g \circ v \leq c_{2} g \circ\left(\varrho \mathbb{K}_{\mu}[\nu]\right)=-L_{\mu} v \tag{3.9}
\end{equation*}
$$

This means $v$ is a supersolution of (3.1).
We apply Theorem 3.2 to derive that problem (1.19) admits a minimal solution $\underline{u}_{\varrho v}$ satisfying

$$
\begin{equation*}
\varrho \mathbb{K}_{\mu}[\nu] \leq \underline{u}_{\varrho \nu} \leq \varrho \mathbb{K}_{\mu}[\nu]+c_{2} \mathbb{G}_{\mu}\left[g \circ\left(\mathbb{K}_{\mu}[\nu]\right)\right] \quad \text { in } \Omega \tag{3.10}
\end{equation*}
$$

Estimate (1.20) follows directly from (1.18) and (3.10) with $c_{4}=1+c_{2} c_{3} \varrho^{-1} \ell(\varrho)$.
We next prove (1.21). Due to (1.14), it is sufficient to prove that for $v$-a.e. $z \in \partial \Omega$,

$$
\begin{equation*}
\lim _{x \rightarrow z} \frac{\mathbb{G}_{\mu}\left[g \circ \underline{u}_{\varrho \nu}\right](x)}{\mathbb{K}_{\mu}[v](x)}=0 \text { non-tangentially. } \tag{3.11}
\end{equation*}
$$

To obtain (3.11), we shall employ Theorem 2.5. Since $\mathbb{K}_{\mu}[\nu]$ is a positive $L_{\mu}$-harmonic function satisfying local Harnack inequality, we only need to show that:
(i) $\mathbb{G}_{\mu}\left[g \circ \underline{u}_{\varrho \nu}\right]$ is a positive $L_{\mu}$-potential;
(ii) $\mathbb{G}_{\mu}\left[g \circ \underline{u}_{\varrho \nu}\right]$ satisfies Harnack inequality.

Since $g \circ \underline{u}_{\varrho \nu} \in L^{1}\left(\Omega ; \delta^{\alpha_{+}}\right), \operatorname{tr}^{*}\left(\mathbb{G}_{\mu}\left[g \circ \underline{u}_{\varrho \nu}\right]\right)=0$ and hence (i) follows from Proposition 2.4 (iv). By (1.20), we infer that $\underline{u}_{\varrho v}$ satisfies the local Harnack inequality. Since $\underline{u}_{\varrho v}$ can be written under the form (1.14), it follows that $\mathbb{G}_{\mu}\left[g \circ \underline{u}_{\rho \nu}\right]$ satisfies this inequality too. Hence (ii) is verified. By invoking Theorem 2.5, we get (3.11).

## 4 Power source

In this section, we focus on the equation

$$
\begin{equation*}
-L_{\mu} u=u^{q} \quad \text { in } \Omega . \tag{4.1}
\end{equation*}
$$

### 4.1 Subcritical case

We start with a lemma the proof of which is an adaptation of an idea in [7].
Lemma 4.1 Assume $1 \leq q<q^{*}$ and $z \in \partial \Omega$. Then there exists a constant $c_{10}=$ $c_{10}(N, \mu, q, \Omega)$ such that

$$
\begin{equation*}
\mathbb{G}_{\mu}\left[K_{\mu}(\cdot, z)^{q}\right](x) \leq c_{10}|x-z|^{N+\alpha_{+}-\left(N+\alpha_{+}-2\right) q} K_{\mu}(x, z) \quad \forall x \in \Omega . \tag{4.2}
\end{equation*}
$$

Proof The proof is an adaptation of the argument in [7]; for the convenience of the reader it is presented below. By (2.2) and (2.3), there exists a positive constant $c_{11}$ such that for every $x \in \Omega$,

$$
\begin{align*}
\mathbb{G}_{\mu}\left[K_{\mu}(\cdot, z)^{q}\right](x) \leq & c_{11} \delta(x)^{\alpha_{+}} \int_{\Omega}|x-y|^{2 \alpha_{-}-N}|y-z|^{\left(2-\alpha_{+}-N\right) q} \\
& \min \left\{|x-y|^{\alpha_{+}},|y-z|^{\alpha_{+}}\right\} d y . \tag{4.3}
\end{align*}
$$

Put

$$
\begin{aligned}
& \mathcal{D}_{1}=\Omega \cap B(x,|x-z| / 2), \\
& \mathcal{D}_{2}=\Omega \cap B(z,|x-z| / 2), \\
& \mathcal{D}_{3}=\Omega \backslash\left(\mathcal{D}_{1} \cup \mathcal{D}_{2}\right),
\end{aligned}
$$

and

$$
\begin{aligned}
I_{i}:= & \int_{\mathcal{D}_{i}}|x-y|^{2 \alpha_{-}-N}|y-z|^{\left(2-\alpha_{+}-N\right) q} \\
& \min \left\{|x-y|^{\alpha_{+}},|y-z|^{\alpha_{+}}\right\} d y, \quad i=1,2,3 .
\end{aligned}
$$

For every $y \in \mathcal{D}_{1},|x-z| \leq 2|y-z|$, therefore

$$
\begin{align*}
I_{1} & \leq c_{12}|x-z|^{\left(2-\alpha_{+}-N\right) q} \int_{\mathcal{D}_{1}}|x-y|^{1+\alpha_{-}-N} d y \\
& \leq c_{12}^{\prime}|x-z|^{1+\alpha_{-}-\left(N+\alpha_{+}-2\right) q} . \tag{4.4}
\end{align*}
$$

For every $y \in \mathcal{D}_{2},|x-z| \leq 2|x-y|$, hence

$$
\begin{align*}
I_{2} & \leq c_{13}|x-z|^{1+\alpha_{-}-N} \int_{\mathcal{D}_{2}}|y-z|^{\left(2-\alpha_{+}-N\right) q} d y \\
& \leq c_{13}^{\prime}|x-z|^{1+\alpha_{-}-\left(N+\alpha_{+}-2\right) q} . \tag{4.5}
\end{align*}
$$

For every $y \in \mathcal{D}_{3},|y-z| \leq 3|x-y|$, therefore

$$
\begin{equation*}
I_{3} \leq c_{14} \int_{\mathcal{D}_{3}}|y-z|^{1+\alpha_{-}-N-\left(N+\alpha_{+}-2\right) q} d y \leq c_{14}^{\prime}|x-z|^{1+\alpha_{-}-\left(N+\alpha_{+}-2\right) q} . \tag{4.6}
\end{equation*}
$$

Combining (4.3)-(4.6), we obtain

$$
\begin{equation*}
\mathbb{G}_{\mu}\left[K_{\mu}(\cdot, z)^{q}\right](x) \leq c_{11}\left(c_{12}^{\prime}+c_{13}^{\prime}+c_{14}^{\prime}\right) \delta(x)^{\alpha_{+}}|x-z|^{1+\alpha_{-}-\left(N+\alpha_{+}-2\right) q} . \tag{4.7}
\end{equation*}
$$

Estimate (4.2) follows straightforward from (2.3) and (4.7).
Proposition 4.2 Assume $0<q<q^{*}$ and $v$ is a positive finite measure on $\partial \Omega$. Then $\mathbb{K}_{\mu}[\nu] \in L^{q}\left(\Omega ; \delta^{\alpha_{+}}\right)$and there exists a constant $c_{15}=c_{15}(N, \mu, q, \Omega)$ such that

$$
\begin{equation*}
\mathbb{G}_{\mu}\left[\mathbb{K}_{\mu}[\nu]^{q}\right] \leq c_{15}\|\nu\|_{\mathfrak{M}(\partial \Omega)}^{q-1} \mathbb{K}_{\mu}[\nu] \quad \text { in } \Omega \tag{4.8}
\end{equation*}
$$

Proof We may assume that $\|v\|_{\mathfrak{M}(\partial \Omega)}=1$ (if it is not the case, one can replace $v$ by $\left.\nu /\|\nu\|_{\mathfrak{M}(\partial \Omega)}\right)$. We first consider the case $q \geq 1$. From (2.5) and the fact that $L_{w}^{q^{*}}\left(\Omega ; \delta^{\alpha_{+}}\right) \subset$ $L^{q}\left(\Omega ; \delta^{\alpha_{+}}\right)$, we deduce that $\mathbb{K}_{\mu}[\nu] \in L^{q}\left(\Omega ; \delta^{\alpha_{+}}\right)$. It follows from (1.6) and Jensen's inequality that

$$
\mathbb{K}_{\mu}[\nu](x)^{q} \leq \int_{\partial \Omega} K_{\mu}(x, z)^{q} d \nu(z) \text { for a.e. } x \in \Omega
$$

Consequently,

$$
\mathbb{G}_{\mu}\left[\mathbb{K}_{\mu}[\nu]^{q}\right](x) \leq \int_{\partial \Omega} \int_{\Omega} G_{\mu}(x, y) K_{\mu}(y, z)^{q} d \nu(z) d y .
$$

By Lemma 4.1, since $N+\alpha_{+}-\left(N+\alpha_{+}-2\right) q>0$,

$$
\begin{aligned}
\mathbb{G}_{\mu}\left[\mathbb{K}_{\mu}[\nu]^{q}\right](x) & \leq c_{10} \int_{\partial \Omega}|x-z|^{N+\alpha_{+}-\left(N+\alpha_{+}-2\right) q} K_{\mu}(x, z) d \nu(z) \\
& \leq c_{10}(\operatorname{diam}(\Omega))^{N+\alpha_{+}-\left(N+\alpha_{+}-2\right) q} \mathbb{K}_{\mu}[\nu](x)
\end{aligned}
$$

Thus we obtain (4.8).
If $0<q<1$ then

$$
\mathbb{G}_{\mu}\left[\mathbb{K}_{\mu}^{q}[\nu]\right] \leq \mathbb{G}_{\mu}\left[1+\mathbb{K}_{\mu}[\nu]\right]=\mathbb{G}_{\mu}[1]+\mathbb{G}_{\mu}\left[\mathbb{K}_{\mu}[\nu]\right] \quad \text { in } \Omega
$$

From the case $q=1$, we deduce that

$$
\mathbb{G}_{\mu}\left[\mathbb{K}_{\mu}^{q}[\nu]\right] \leq \mathbb{G}_{\mu}[1]+c_{15} \mathbb{K}_{\mu}[\nu] \quad \text { in } \Omega .
$$

By the estimate $\mathbb{G}_{\mu}[1] \leq c_{16} \mathbb{K}_{\mu}[\nu]$, where $c_{16}=c_{16}(N, \mu, \Omega)$, we conclude (4.8).
Lemma 4.3 Let $f \in L^{1}\left(\Omega ; \delta^{\alpha_{+}}\right), f \geq 0, \nu \in \mathfrak{M}^{+}(\partial \Omega), v \not \equiv 0$ and $\phi \in C^{1}([0, \infty))$ be a concave, nondecreasing function such that $\phi(1) \geq 0$ and $\phi^{\prime}$ is bounded. Let $\varphi$ be a positive function in $L_{l o c}^{1}(\Omega)$ such that $-L_{\mu} \varphi \geq f$. Then

$$
\begin{align*}
& \phi^{\prime}\left(\frac{\varphi}{\mathbb{K}_{\mu}[\nu]}\right) f \in L^{1}\left(\Omega ; \delta^{\alpha_{+}}\right),  \tag{4.9}\\
& \quad-L_{\mu}\left[\mathbb{K}_{\mu}[\nu] \phi\left(\frac{\varphi}{\mathbb{K}_{\mu}[\nu]}\right)\right] \geq \phi^{\prime}\left(\frac{\varphi}{\mathbb{K}_{\mu}[\nu]}\right) f \text { in the weak sense. } \tag{4.10}
\end{align*}
$$

Proof Since $-L_{\mu} \varphi \geq f \geq 0$, by Proposition 2.4, there exist $\tau \in \mathfrak{M}^{+}\left(\Omega ; \delta^{\alpha_{+}}\right)$and $\lambda \in$ $\mathfrak{M}^{+}(\partial \Omega)$ such that

$$
\varphi=\mathbb{G}_{\mu}[f]+\mathbb{G}_{\mu}[\tau]+\mathbb{K}_{\mu}[\lambda] .
$$

Put $\psi:=\mathbb{K}_{\mu}[\nu]$. Let $\left\{f_{n}\right\}$ and $\left\{\tau_{n}\right\}$ be two sequences in $C_{c}^{\infty}(\Omega)$ such that $\left\{f_{n}\right\}$ converges to $f$ in $L^{1}\left(\Omega ; \delta^{\alpha_{+}}\right)$and $\left\{\tau_{n}\right\}$ converges to $\tau$ in the weak sense of $\mathfrak{M}^{+}\left(\Omega ; \delta^{\alpha_{+}}\right)$. Let $\left\{v_{n}\right\}$ and $\left\{\lambda_{n}\right\}$ be two sequences in $C^{1}(\partial \Omega)$ converging to $v$ and $\lambda$ respectively in the weak sense of $\mathfrak{M}^{+}(\partial \Omega)$. Put $\varphi_{n}:=\mathbb{G}_{\mu}\left[f_{n}\right]+\mathbb{G}_{\mu}\left[\tau_{n}\right]+\mathbb{K}_{\mu}\left[\lambda_{n}\right]$ and $\psi_{n}:=\mathbb{K}_{\mu}\left[v_{n}\right]$. By the bootstrap argument, one can prove that $\varphi_{n}, \psi_{n} \in C^{2}(\Omega)$ for every $n \in \mathbb{N}$. By [20] $\left\{\mathbb{G}_{\mu}\left[f_{n}\right]\right\},\left\{\mathbb{G}_{\mu}\left[\tau_{n}\right]\right\}$, $\left\{\mathbb{K}_{\mu}\left[\lambda_{n}\right]\right\}$ and $\left\{\mathbb{K}_{\mu}\left[v_{n}\right]\right\}$ converge to $\mathbb{G}_{\mu}[f], \mathbb{G}_{\mu}[\tau], \mathbb{K}_{\mu}[\lambda]$ and $\mathbb{K}_{\mu}[\nu]$ respectively in $L^{1}\left(\Omega, \delta^{\alpha_{+}}\right)$. As a consequence, up to subsequences, $\left\{\varphi_{n}\right\}$ and $\left\{\psi_{n}\right\}$ converge to $\varphi$ and $\psi$ respectively a.e. in $\Omega$. Therefore, for $n$ large enough, $\psi_{n}>0$.

Due to [10, Lemma 5.3],

$$
-\Delta\left[\psi_{n} \phi\left(\frac{\varphi_{n}}{\psi_{n}}\right)\right] \geq \phi^{\prime}\left(\frac{\varphi_{n}}{\psi_{n}}\right)\left(-\Delta \varphi_{n}\right)+\left[\phi\left(\frac{\varphi_{n}}{\psi_{n}}\right)-\frac{\varphi_{n}}{\psi_{n}} \phi^{\prime}\left(\frac{\varphi_{n}}{\psi_{n}}\right)\right]\left(-\Delta \psi_{n}\right) .
$$

It follows that

$$
-L_{\mu}\left[\psi_{n} \phi\left(\frac{\varphi_{n}}{\psi_{n}}\right)\right] \geq \phi^{\prime}\left(\frac{\varphi_{n}}{\psi_{n}}\right)\left(-L_{\mu} \varphi_{n}\right)+\left[\phi\left(\frac{\varphi_{n}}{\psi_{n}}\right)-\frac{\varphi_{n}}{\psi_{n}} \phi^{\prime}\left(\frac{\varphi_{n}}{\psi_{n}}\right)\right]\left(-L_{\mu} \psi_{n}\right) .
$$

Consequently,

$$
\begin{equation*}
-L_{\mu}\left[\psi_{n} \phi\left(\frac{\varphi_{n}}{\psi_{n}}\right)\right] \geq \phi^{\prime}\left(\frac{\varphi_{n}}{\psi_{n}}\right) f_{n} . \tag{4.11}
\end{equation*}
$$

Then for every nonnegative function $\zeta \in X(\Omega)$, there holds

$$
\begin{equation*}
-\int_{\Omega} \psi_{n} \phi\left(\frac{\varphi_{n}}{\psi_{n}}\right) L_{\mu} \zeta d x \geq \int_{\Omega} \phi^{\prime}\left(\frac{\varphi_{n}}{\psi_{n}}\right) f_{n} \zeta d x \tag{4.12}
\end{equation*}
$$

We see that

$$
\begin{equation*}
0 \leq \psi_{n} \phi\left(\frac{\varphi_{n}}{\psi_{n}}\right) \leq \psi_{n}\left(\phi(0)+\phi^{\prime}(0) \frac{\varphi_{n}}{\psi_{n}}\right)=c_{17}\left(\psi_{n}+\varphi_{n}\right) . \tag{4.13}
\end{equation*}
$$

By (2.4) and (2.5), $\left\{\varphi_{n}\right\}$ and $\left\{\psi_{n}\right\}$ are uniformly bounded in $L^{p}\left(\Omega ; \delta^{-\alpha_{-}}\right)$for $p \in$ $\left(1, \frac{N-\alpha_{-}}{N-1-\alpha_{-}}\right)$. Due to Hölder inequality, $\left\{\varphi_{n}\right\}$ and $\left\{\psi_{n}\right\}$ are uniformly integrable with respect to $\delta^{\alpha_{-}} d x$. In view of Vitali theorem $\left\{\varphi_{n}\right\}$ and $\left\{\psi_{n}\right\}$ converge to $\varphi$ and $\psi$ in $L^{1}\left(\Omega ; \delta^{-\alpha_{-}}\right)$ respectively. By (4.13) and dominated convergence theorem we deduce that

$$
\psi_{n} \phi\left(\frac{\varphi_{n}}{\psi_{n}}\right) \rightarrow \psi \phi\left(\frac{\varphi}{\psi}\right) \quad \text { in } L^{1}\left(\Omega ; \delta^{-\alpha_{-}}\right) .
$$

Due to Fatou lemma, by sending $n \rightarrow \infty$ in (4.12), we obtain (4.9) and (4.10).
Theorem 4.4 Let $q>1$ and $v \in \mathfrak{M}^{+}(\partial \Omega), v \not \equiv 0$. If problem $\left(D_{v}\right)$ admits a positive weak solution then

$$
\begin{equation*}
\mathbb{G}_{\mu}\left[\mathbb{K}_{\mu}[\nu]^{q}\right] \leq \frac{1}{q-1} \mathbb{K}_{\mu}[\nu] \quad \text { in } \Omega . \tag{4.14}
\end{equation*}
$$

Proof Let $u$ a positive weak solution of $\left(D_{\nu}\right)$; then by Theorem A, $u^{q} \in L^{1}\left(\Omega ; \delta^{\alpha_{+}}\right)$and (1.14) holds. Consequently $\mathbb{K}_{\mu}[\nu]^{q} \in L^{1}\left(\Omega ; \delta^{\alpha_{+}}\right)$. Now applying Lemma 4.3 with $f=$ $u^{q}, \varphi=u$ and

$$
\phi(s)= \begin{cases}\frac{1-s^{1-q}}{q-1}, & \text { if } s \geq 1, \\ s-1 & \text { if } 0 \leq s<1,\end{cases}
$$

we obtain the following estimate in the weak sense

$$
\begin{equation*}
-L_{\mu}\left[\mathbb{K}_{\mu}[\nu] \phi\left(\frac{u}{\mathbb{K}_{\mu}[\nu]}\right)\right] \geq\left(\frac{u}{\mathbb{K}_{\mu}[\nu]}\right)^{-q} u^{q}=\mathbb{K}_{\mu}[\nu]^{q} \tag{4.15}
\end{equation*}
$$

Put

$$
\Psi:=\mathbb{K}_{\mu}[\nu] \phi\left(\frac{u}{\mathbb{K}_{\mu}[\nu]}\right) \quad \text { and } \quad \tilde{\Psi}:=\mathbb{G}_{\mu}\left[\mathbb{K}_{\mu}[\nu]^{q}\right] .
$$

Then $\Psi$ is an $L_{\mu}$-superharmonic function and by Proposition 2.4, $\Psi$ admits a nonnegative normalized boundary trace. By Kato lemma (see [23]), $(\tilde{\Psi}-\Psi)_{+}$is an $L_{\mu}$-subharmonic function and $\operatorname{tr}^{*}\left((\tilde{\Psi}-\Psi)_{+}\right)=0$. It follows that $(\tilde{\Psi}-\Psi)_{+}=0$ and hence $\tilde{\Psi} \leq \Psi$ in $\Omega$. This means

$$
\mathbb{G}_{\mu}\left[\mathbb{K}_{\mu}[\nu]^{q}\right] \leq \mathbb{K}_{\mu}[\nu] \phi\left(\frac{u}{\mathbb{K}_{\mu}[\nu]}\right) \leq \frac{1}{q-1} \mathbb{K}_{\mu}[\nu] .
$$

Proof of Theorem C The theorem follows from Lemma 4.1 and Theorem 4.4.
Proposition 4.5 Assume $0<q<q^{*}, q \neq 1$ and $v \in \mathfrak{M}^{+}(\partial \Omega)$ such that $\|v\|_{\mathfrak{M}(\partial \Omega)}=1$.
(i) If $q>1$ then there exists a positive number $\varrho_{0}>0$ depending on $N, \mu, q, \Omega$ such that for every $\varrho \in\left(0, \varrho_{0}\right)$ problem $\left(D_{\varrho \nu}\right)$ admits a minimal weak solution $\underline{u}_{\varrho \nu}$.
(ii) If $q \in(0,1)$ then for every $\varrho>0$ problem ( $D_{\varrho v}$ ) admits a minimal weak solution $\underline{u}_{\varrho v}$.

For any $1 \neq q \in\left(0, q^{*}\right), \underline{u}_{\varrho \nu}$ satisfies (1.20) and (1.21).
Proof We shall apply Theorem B to deduce the existence of a solution of ( $D_{\varrho \nu}$ ). One can verify that the functions $g(x, s)=s^{q}$ and $\ell(s)=s^{q}$ with $q>0$ satisfy (1.16). From Proposition 4.2 we deduce that condition (1.18) is fulfilled with the constant $c_{15}$. For such $g$ and $\ell$, condition (1.17) is valid if one can find a positive constant $c_{18}$ such that

$$
\begin{equation*}
1+c_{18} c_{15} \varrho^{q-1} \leq c_{18}^{\frac{1}{q}} \tag{4.16}
\end{equation*}
$$

If $q>1$ then there exist $\varrho_{0}=\varrho_{0}\left(q, c_{15}\right)$ and $c_{18}=c_{18}(q)$ such that (4.16) holds true for every $\varrho \in\left(0, \varrho_{0}\right)$. If $q<1$ then for every $\varrho \in[1, \infty)$ one can choose $c_{18}=c_{18}\left(c_{15}\right)$ large enough such that (4.16) holds. If $q<1$ then for every $\varrho \in(0,1)$ one can choose $c_{18}=c_{18}\left(q, \varrho, c_{15}\right)$ large enough such that (4.16) holds. Hence, by Theorem B, there exists a minimal solution $\underline{u}_{\varrho v}$ of ( $D_{\varrho \nu}$ ) which satisfies (1.20) and (1.21).

Lemma 4.6 Let $0<q \neq 1$ and $v \in \mathfrak{M}^{+}(\partial \Omega)$. Then there is a constant $c_{19}=$ $c_{19}(N, \mu, q, \Omega)$ such that if $u$ is a solution of $\left(D_{v}\right)$

$$
\begin{equation*}
\|u\|_{L^{1}\left(\Omega ; \delta^{\left.-\alpha_{-}\right)}\right.}+\left\|u^{q}\right\|_{L^{1}\left(\Omega ; \delta^{\alpha+}\right)} \leq c_{19}\left(1+\|\nu\|_{\mathfrak{M}(\partial \Omega)}\right) \tag{4.17}
\end{equation*}
$$

Proof Indeed, by taking $\zeta=\varphi_{\mu, 1}$ (the first eigenfunction of $-L_{\mu}$ ) in the formulation satisfied by $u$, we obtain

$$
\begin{equation*}
\lambda_{\mu, 1} \int_{\Omega} u \varphi_{\mu, 1} d x=\int_{\Omega} u^{q} \varphi_{\mu, 1} d x+\lambda_{\mu, 1} \int_{\Omega} \mathbb{K}_{\mu}[\nu] \varphi_{\mu, 1} d x \tag{4.18}
\end{equation*}
$$

Case 1: $q>1$. By Young inequality, we get

$$
\begin{equation*}
\int_{\Omega} u \varphi_{\mu, 1} d x \leq\left(2 \lambda_{\mu, 1}\right)^{-1} \int_{\Omega} u^{q} \varphi_{\mu, 1} d x+\left(2 \lambda_{\mu, 1}\right)^{\frac{1}{q-1}} \int_{\Omega} \varphi_{\mu, 1} d x . \tag{4.19}
\end{equation*}
$$

By (4.18) and (4.19), we obtain

$$
\begin{equation*}
\int_{\Omega} u^{q} \varphi_{\mu, 1} d x+2 \lambda_{\mu, 1} \int_{\Omega} \mathbb{K}_{\mu}[\nu] \varphi_{\mu, 1} d x \leq\left(2 \lambda_{\mu, 1}\right)^{\frac{q}{q-1}} \int_{\Omega} \varphi_{\mu, 1} d x . \tag{4.20}
\end{equation*}
$$

Since the second term on the left hand-side of (4.20) is nonnegative, we deduce by (1.8) that

$$
\begin{equation*}
\|u\|_{L^{q}\left(\Omega ; \delta^{\alpha}\right)}^{q} \leq c_{1}^{2}\left(2 \lambda_{\mu, 1}\right)^{\frac{q}{q-1}} \int_{\Omega} \delta^{\alpha_{+}} d x \leq c_{20} . \tag{4.21}
\end{equation*}
$$

On the other hand, we derive from (1.14), (2.4) and (2.5) that

$$
\begin{equation*}
\|u\|_{L^{1}\left(\Omega ; \delta^{-\alpha_{-}}\right)} \leq c_{21}\left(\left\|u^{q}\right\|_{L^{1}\left(\Omega ; \delta^{\alpha_{+}}\right)}+\|\nu\|_{\mathfrak{M}(\partial \Omega)}\right) . \tag{4.22}
\end{equation*}
$$

Combining (4.21) and (4.22), we obtain (4.17).
Case 2: $q \in(0,1)$. By Young inequality, we have

$$
\int_{\Omega} u^{q} \varphi_{\mu, 1} d x \leq \frac{\lambda_{\mu, 1}}{2} \int_{\Omega} u \varphi_{\mu, 1} d x+\left(2 \lambda_{\mu, 1}^{-1}\right)^{\frac{q}{1-q}} \int_{\Omega} \varphi_{\mu, 1} d x .
$$

Consequently,

$$
\int_{\Omega} u \varphi_{\mu, 1} d x \leq\left(2 \lambda_{\mu, 1}^{-1}\right)^{\frac{1}{1-q}} \int_{\Omega} \varphi_{\mu, 1} d x+2 \int_{\Omega} \mathbb{K}_{\mu}[\nu] \varphi_{\mu, 1} d x
$$

Therefore

$$
\begin{equation*}
\|u\|_{L^{1}\left(\Omega ; \delta^{\alpha_{+}}\right)} \leq c_{22}\left(1+\|v\|_{\mathfrak{M}(\partial \Omega)}\right) . \tag{4.23}
\end{equation*}
$$

Combining (4.22) and (4.23) leads to (4.17).
Theorem 4.7 Assume $q \in\left(1, q^{*}\right)$ and $v \in \mathfrak{M}^{+}(\partial \Omega)$ with $\|v\|_{\mathfrak{M}_{(\partial \Omega)}}=1$. Then there exists a threshold value $\varrho^{*} \in \mathbb{R}_{+}$for ( $D_{\varrho v}$ ) such that the following holds.
(i) If $\varrho \in\left(0, \varrho^{*}\right]$ then $\left(D_{\varrho \nu}\right)$ admits a minimal weak solution $\underline{u}_{\varrho \nu}$. If $\varrho \in\left(0, \varrho^{*}\right)$ then $\underline{u}_{\varrho v}$ satisfies (1.20) and (1.21). Moreover $\left\{\underline{u}_{\varrho}\right\}$ is an increasing sequence which converges, as $\varrho \rightarrow \varrho^{*}$, to the minimal positive weak solution $\underline{u}_{\varrho^{* \nu}}$ of $\left(D_{\varrho^{* \nu}}\right)$ in $L^{1}\left(\Omega ; \delta^{-\alpha_{-}}\right)$and in $L^{1}\left(\Omega ; \delta^{\alpha_{+}}\right)$.
(ii) If $\varrho>\varrho^{*}$ then there exists no positive weak solution of $\left(D_{\varrho \nu}\right)$.

Proof Put

$$
\mathcal{A}:=\left\{\varrho>0:\left(D_{\varrho \nu}\right) \text { admits a weak solution }\right\} \text { and } \varrho^{*}:=\sup \mathcal{A} .
$$

By Proposition 4.5, $\left(D_{\varrho v}\right)$ admits a solution for $\varrho>0$ small, therefore $\mathcal{A} \neq \emptyset$. Moreover, from Theorem 4.4, we deduce that $\varrho^{*}$ is finite.

We shall show that $\left(0, \varrho^{*}\right) \subset \mathcal{A}$. To this purpose, we have to show that if $0<\varrho<\varrho^{\prime}$ and $\mathcal{A} \ni \varrho^{\prime}<\varrho^{*}$ then $\varrho \in \mathcal{A}$. Since $\varrho^{\prime} \in \mathcal{A}$, due to Theorem 4.4, there exists a minimal
weak solution $\underline{u}_{\varrho^{\prime} \nu}$ of ( $D_{\varrho^{\prime} \nu}$ ) which is greater than $\varrho \mathbb{K}_{\mu}[\nu]$. By Theorem 3.2, ( $D_{\varrho \nu}$ ) admits a minimal weak solution $\underline{u}_{\varrho}$, i.e. $\varrho \in \mathcal{A}$.

Next we prove that $\varrho^{*} \in \mathcal{A}$, namely problem ( $D_{\varrho^{*} \nu}$ ) admits a weak solution. Let $\left\{\varrho_{n}\right\}$ be an increasing sequence converging to $\varrho^{*}$. For each $n$, let $u_{\varrho_{n} \nu}$ be a weak solution of ( $D_{\varrho_{n} \nu}$ ). Then $u_{Q_{n} \nu} \in L^{1}\left(\Omega ; \delta^{-\alpha_{-}}\right) \cap L^{q}\left(\Omega ; \delta^{\alpha_{+}}\right)$and it satisfies

$$
\begin{equation*}
-\int_{\Omega} u_{\varrho_{n} \nu} L_{\mu} \zeta d x=\int_{\Omega} u_{\varrho_{n} \nu}^{q} \zeta d x-\varrho_{n} \int_{\Omega} \mathbb{K}_{\mu}[\nu] L_{\mu} \zeta d x \quad \forall \zeta \in X(\Omega) \tag{4.24}
\end{equation*}
$$

It follows from Lemma 4.6 that the sequence $\left\{u_{\varrho_{n} \nu}^{q}\right\}$ is uniformly bounded in $L^{1}\left(\Omega ; \delta^{\alpha_{+}}\right)$ and hence by local regularity for elliptic equations there exists a subsequence, still denoted by the same notation, such that $\left\{u_{\varrho_{n} v}\right\}$ converges a.e. to a function $u_{\varrho^{*} v}$. From Theorem A, there holds

$$
\begin{equation*}
u_{\varrho_{n} \nu}=\mathbb{G}_{\mu}\left[u_{\varrho_{n} \nu}^{q}\right]+\varrho_{n} \mathbb{K}_{\mu}[\nu] . \tag{4.25}
\end{equation*}
$$

Thanks to Proposition 2.1, $\left\{u_{\varrho_{n} v}\right\}$ is uniformly bounded in $L^{q_{1}}\left(\Omega ; \delta^{-\alpha_{-}}\right)$and in $L^{q_{2}}\left(\Omega ; \delta^{\alpha_{+}}\right)$ where $1<q_{1}<\frac{N-\alpha_{-}}{N-1-\alpha_{-}}$and $q<q_{2}<q^{*}$. We invoke Holder inequality to infer that $\left\{u_{\varrho_{n} \nu}\right\}$ and $\left\{u_{\varrho_{n} \nu}^{q}\right\}$ are uniformly integrable with respect to $\delta^{-\alpha_{-}} d x$ and $\delta^{\alpha_{+}} d x$ respectively. As a consequence, $\left\{u_{\varrho_{n} \nu}\right\}$ converges to $u_{\varrho^{*} \nu}$ in $L^{1}\left(\Omega ; \delta^{-\alpha_{-}}\right)$and $\left\{u_{\varrho_{n} \nu}^{q}\right\}$ converges to $u_{\varrho^{*} \nu}^{q}$ in $L^{1}\left(\Omega ; \delta^{\alpha_{+}}\right)$. Letting $n \rightarrow \infty$ in (4.24) implies

$$
\begin{equation*}
-\int_{\Omega} u_{\varrho^{*} \nu} L_{\mu} \zeta d x=\int_{\Omega} u_{\varrho^{*} \nu}^{q} \zeta d x-\varrho^{*} \int_{\Omega} \mathbb{K}_{\mu}[\nu] L_{\mu} \zeta d x \quad \forall \zeta \in X(\Omega) \tag{4.26}
\end{equation*}
$$

We infer from Theorem A that $u_{\varrho^{*} \nu}$ is a solution of $\left(D_{Q^{*} \nu}\right)$.
Notice that, in light of Theorem 3.2 and the above argument, one can prove that $\left\{\underline{u}_{\rho \nu}\right\}$ is an increasing sequence converging to the minimal solution $\underline{u}_{Q^{*} \nu}$ of $\left(D_{\varrho^{*} \nu}\right)$ in $L^{1}\left(\Omega ; \delta^{-\alpha_{-}}\right)$ and in $L^{q}\left(\Omega ; \delta^{\alpha_{+}}\right)$.

We next show that for each $\varrho \in\left(0, \varrho^{*}\right)$, there exists a minimal weak solution $\underline{u}_{\varrho \nu}$ of ( $D_{\varrho \nu}$ ) which satisfies (1.20). Take $\varrho^{\prime}=\frac{\varrho+\varrho^{*}}{2}$ and let $u_{\varrho^{\prime} v}$ be a solution of ( $D_{\varrho^{\prime} v}$ ). We apply (4.10) with $\nu$ replaced by $\varrho^{\prime} \nu, \varphi=u_{\varrho^{\prime} \nu}, f=u_{\varrho^{\prime} \nu}^{q}$ and

$$
\phi(s)=\left\{\begin{array}{ll}
s\left(1+\varepsilon s^{q-1}\right)^{-\frac{1}{q-1}}, & \text { if } s \geq 1, \\
\left(\frac{\varrho}{\varrho^{\prime}}\right)^{q} s+\left(\frac{\varrho}{\varrho^{\prime}}\right)-\left(\frac{\varrho}{\varrho^{\prime}}\right)^{q} & \text { if } 0 \leq s \leq 1
\end{array} \quad \text { with } \varepsilon=\left(\frac{\varrho^{\prime}}{\varrho}\right)^{q-1}-1\right.
$$

We get

$$
\begin{aligned}
-L_{\mu}\left(\mathbb{K}_{\mu}\left[\varrho^{\prime} \nu\right] \phi\left(\frac{u_{\varrho^{\prime} \nu}}{\mathbb{K}_{\mu}\left[\varrho^{\prime} \nu\right]}\right)\right) & \geq \phi^{\prime}\left(\frac{u_{\varrho^{\prime} \nu}}{\mathbb{K}_{\mu}\left[\varrho^{\prime} \nu\right]}\right) u_{\varrho^{\prime} \nu}^{q} \\
& =\left(\mathbb{K}_{\mu}\left[\varrho^{\prime} \nu\right] \phi\left(\frac{u_{\varrho^{\prime} \nu}}{\mathbb{K}_{\mu}\left[\varrho^{\prime} \nu\right]}\right)\right)^{q}
\end{aligned}
$$

Therefore

$$
\Psi=\mathbb{K}_{\mu}\left[\varrho^{\prime} \nu\right] \phi\left(\frac{u_{\varrho^{\prime} \nu}}{\mathbb{K}_{\mu}\left[\varrho^{\prime} \nu\right]}\right)
$$

is a supersolution of (4.1). Moreover $\Psi \geq \varrho \mathbb{K}_{\mu}[\nu]$. By Theorem 3.2 there exists a minimal weak solution $\underline{u}_{\varrho \nu}$ of ( $D_{\varrho \nu}$ ) such that

$$
\varrho \mathbb{K}_{\mu}[\nu] \leq \underline{u}_{\varrho \nu} \leq \Psi \quad \text { in } \Omega .
$$

Springer

This implies

$$
\varrho \mathbb{K}_{\mu}[\nu] \leq \underline{u}_{\varrho \nu} \leq \varepsilon^{-\frac{1}{q-1}} \varrho^{\prime} \mathbb{K}_{\mu}[\nu] \quad \text { in } \Omega
$$

Therefore we get (1.20) with $c_{4}=\varrho^{-1} \varrho^{\prime} \varepsilon^{-\frac{1}{q-1}}$. Finally, (1.21) can be obtained by a similar argument as in the proof of Theorem B.

Proof of Theorem D Part (1) follows from Theorem 4.7. Part (2) follows from Proposition 4.5 (ii).

If $v=\varrho \delta_{z}$, by (1.14) and (1.20), we obtain

$$
\begin{equation*}
\varrho \leq \frac{\underline{u}_{\varrho \delta_{z}}(x)}{K_{\mu}(x, z)} \leq \varrho+c_{23} \frac{\mathbb{G}_{\mu}\left[K_{\mu}(\cdot, z)^{q}\right](x)}{K_{\mu}(x, z)} \tag{4.27}
\end{equation*}
$$

Since $q<q^{*}$, it follows from Lemma 4.1 that

$$
\lim _{x \rightarrow z} \frac{\mathbb{G}_{\mu}\left[K_{\mu}(\cdot, z)^{q}\right](x)}{K_{\mu}(x, z)}=0 .
$$

Thus, by (4.27), we conclude (1.24).
Proof of Proposition $E$ If $q>1$, assumption (1.25) guarantees the existence of a solution $u_{\nu_{n}}$ of $\left(D_{v_{n}}\right)$. Moreover, since $\left\{v_{n}\right\}$ converges weakly to $v$, it follows that $\|v\|_{\mathfrak{M}(\partial \Omega)} \leq \varrho^{*}$. Due to Lemma 4.6, the sequence $\left\{u_{v_{n}}\right\}$ is uniformly bounded in $L^{q}\left(\Omega ; \delta^{\alpha}\right)$. Employing a similar argument as in the proof of Theorem 4.7, we obtain the convergence in $L^{1}\left(\Omega ; \delta^{-\alpha_{-}}\right)$ and in $L^{q}\left(\Omega ; \delta^{\alpha_{+}}\right)$.

If $q \in(0,1)$, due to Lemma 4.6, we obtain the convergence in $L^{1}\left(\Omega ; \delta^{-\alpha_{-}}\right)$.
We next consider the case $q=1$.
Lemma 4.8 Let $\kappa>0$ and $u$ be a positive solution of

$$
\begin{equation*}
-L_{\mu} u=\kappa и \text { in } \Omega . \tag{4.28}
\end{equation*}
$$

Then $u$ satisfies the Harnack inequality; i.e. for every $a \in(0,1)$ and $x \in \Omega$,

$$
\begin{equation*}
\sup _{B(x, a \delta(x))} u \leq c_{24} \inf _{B(x, a \delta(x))} u \tag{4.29}
\end{equation*}
$$

where $c_{24}=c_{24}(N, \mu, q, \Omega)$.
Proof Equation (4.28) can be written as follows

$$
\begin{equation*}
-\Delta u=\left(\frac{\mu}{\delta^{2}}+\kappa\right) u \quad \text { in } \Omega \tag{4.30}
\end{equation*}
$$

Take arbitrarily $a \in(0,1)$ and $x_{0} \in \Omega$. Put $d:=\frac{a+1}{2} \delta\left(x_{0}\right)$ and $M:=\max _{B\left(x_{0}, d\right)} u$. Put

$$
y_{0}:=d^{-1} x_{0}, \quad \Omega^{d}:=d^{-1} \Omega, \quad \delta_{d}(y):=\operatorname{dist}\left(y, \partial \Omega^{d}\right) \text { with } y \in \Omega^{d} .
$$

We define

$$
v_{d}(y):=M^{-1} u(d y), \quad \forall y \in \Omega^{d}
$$

Clearly, $\max _{B\left(y_{0}, 1\right)} v_{d}=1$ and due to (4.30) we deduce that $v_{d}$ is a solution of

$$
\begin{equation*}
-\Delta v_{d}=V v_{d} \quad \text { in } \Omega^{d} \tag{4.31}
\end{equation*}
$$

where

$$
V(y):=\frac{\mu}{\delta_{d}(y)^{2}}+d^{2} \kappa
$$

One can find a positive constant $c_{25}$ such that $V(y) \leq c_{25} \delta_{d}(y)^{-2}$ for every $y \in \Omega^{d}$. Notice that $B\left(y_{0}, 1\right) \subset \Omega^{d}$ and for every $y \in B\left(y_{0}, 1\right)$, there holds

$$
\delta_{d}(y) \geq \frac{1-a}{1+a}
$$

Hence $0 \leq V \leq c_{26}$ in $B\left(y_{0}, 1\right)$ where $c_{26}=c_{26}(a, \mu)$. By applying Harnack inequality, we deduce that there is a constant $c_{27}=c_{27}(a, \mu, N, \Omega)$ such that

$$
\sup _{B\left(y_{0}, \frac{2 a}{a+1}\right)} v_{d} \leq c_{27} \inf _{B\left(y_{0}, \frac{2 a}{a+1}\right)} v_{d}
$$

Thus we obtain (4.29).
Proof of Theorem F Put

$$
\kappa_{0}=\min \left\{1,\left\|\mathbb{G}_{\mu}[1]\right\|_{L^{\infty}(\Omega)}^{-1}\right\} .
$$

Claim 1 For any $\kappa \in\left(0, \kappa_{0}\right)$ there exists a minimal solution $\underline{u}_{\kappa, \nu}$ of $\left(E_{\nu}^{\kappa}\right)$.
Fix $q \in\left(1, q^{*}\right)$ such that $\kappa<\left(q\left\|\mathbb{G}_{\mu}[1]\right\|_{L^{\infty}(\Omega)}\right)^{-1}$ and let $\varrho^{*}$ be the threshold value for $\left(D_{\varrho \nu}\right)$. Put $\varrho=\|\nu\|_{\mathfrak{M}(\partial \Omega)}>0$.

We first assume that $\varrho \in\left(0, \varrho^{*}\right)$ and let $\underline{u}_{\nu}$ be the minimal weak solution of $\left(D_{\nu}\right)$. By Young inequality, we get

$$
\underline{u}_{\nu}^{q}+1 \geq \underline{u}_{\nu}+\frac{1}{q} \geq \kappa\left(\underline{u}_{\nu}+\mathbb{G}_{\mu}[1]\right) \quad \text { in } \Omega
$$

It follows that

$$
-L_{\mu}\left(\underline{u}_{\nu}+\mathbb{G}_{\mu}[1]\right) \geq \kappa\left(\underline{u}_{\nu}+\mathbb{G}_{\mu}[1]\right) \text { in } \Omega .
$$

Therefore $\underline{u}_{\nu}+\mathbb{G}_{\mu}[1]$ is a super solution of the equation

$$
\begin{equation*}
-L_{\mu} u=\kappa u \text { in } \Omega . \tag{4.32}
\end{equation*}
$$

Clearly $\mathbb{K}_{\mu}[\nu]$ is a subsolution of (4.32). By Theorem 3.2 there is a minimal weak solution $\underline{u}_{\kappa, \nu}$ of $\left(E_{\nu}^{\kappa}\right)$ which satisfies $\mathbb{K}_{\mu}[\nu] \leq \underline{u}_{\kappa, \nu} \leq \underline{u}_{\nu}+\mathbb{G}_{\mu}[1]$ in $\Omega$. Since $\mathbb{G}_{\mu}[1] \leq c_{16} \mathbb{K}_{\mu}[\nu]$, we infer that $\underline{u}_{\kappa, \nu}$ satisfies (1.20) and (1.21).

If $\varrho \geq \varrho^{*}$ then there exists $m>0$ such that $\varrho / m \in\left(0, \varrho^{*}\right)$. Let $\underline{u}_{\kappa, \frac{\nu}{m}}$ be the minimal weak solution of $\left(E_{\frac{\nu}{m}}^{\kappa}\right)$. Put $\underline{u}_{\kappa, \nu}=m \underline{u}_{\kappa, \frac{v}{m}}$ then by the linearity, we deduce that $\underline{u}_{\kappa, \nu}$ is the minimal weak solution of $\left(E_{v}^{\kappa}\right)$ with satisfies (1.20) and (1.21).

Claim 2 There exists a number $\kappa^{*} \in\left(0, \lambda_{\mu, 1}\right]$ such that the following holds.
(i) If $\kappa \in\left(0, \kappa^{*}\right)$ then $\left(E_{\nu}^{\kappa}\right)$ admits a solution;
(ii) If $\kappa>\kappa^{*}$ then ( $E_{\nu}^{\kappa}$ ) admits no solution.

Put $\mathcal{B}:=\left\{\kappa>0:\left(E_{v}^{\kappa}\right)\right.$ admits a weak solution $\}$ and denote $\kappa^{*}:=\sup \mathcal{B}$. We shall show that $\left(0, \kappa^{*}\right) \subset \mathcal{B}$. Take $\kappa^{\prime} \in \mathcal{B}$ and let $u_{\kappa^{\prime}, \nu}$ be the minimal solution of $\left(E_{\nu}^{\kappa^{\prime}}\right)$. For any $\kappa \in\left(0, \kappa^{\prime}\right), u_{\kappa^{\prime}, \nu}$ and $\mathbb{K}_{\mu}[\nu]$ are respectively super and sub solutions of $\left(E_{\nu}^{\kappa}\right)$ such that $\mathbb{K}_{\mu}[\nu] \leq u_{\kappa^{\prime}, \nu}$. Then by Theorem 3.2 there exists a minimal solution $\underline{u}_{\kappa, \nu}$ of $\left(E_{\nu}^{\kappa}\right)$ satisfying $\mathbb{K}_{\mu}[\nu] \leq \underline{u}_{\kappa, \nu} \leq u_{\kappa^{\prime}, \nu}$ in $\Omega$. Hence $\kappa \in \mathcal{B}$.

By Lemma 4.8, $\mathbb{G}_{\mu}\left[\underline{u}_{\kappa, \nu}\right]$ satisfies local Harnack inequality. Hence, we deduce from Theorem 2.5 that, for $v$-a.e. $z \in \partial \omega$, there holds

$$
\lim _{x \rightarrow z} \frac{\mathbb{G}_{\mu}\left[\underline{u}_{\kappa, \nu}\right](x)}{\mathbb{K}_{\mu}[\nu](x)}=0 .
$$

Consequently, (1.21) remains valid with $\underline{u}_{\varrho \nu}$ replaced by $\underline{u}_{\kappa, v}$.
Now let $v \in \mathfrak{M}^{+}(\partial \Omega), \kappa \in \mathcal{B}$ and denote by $u_{\kappa, \nu}$ a solution of $\left(E_{\nu}^{\kappa}\right)$. Then by Theorem A,

$$
-\int_{\Omega} u_{\kappa, \nu} L_{\mu} \zeta d x=\kappa \int_{\Omega} u_{\kappa, \nu} \zeta d x-\int_{\Omega} \mathbb{K}_{\mu}[\nu] L_{\mu} \zeta d x \quad \forall \zeta \in X(\Omega) .
$$

Taking $\zeta=\varphi_{\mu, 1}$, we obtain

$$
\begin{equation*}
\lambda_{\mu, 1} \int_{\Omega} u_{\kappa, \nu} \varphi_{\mu, 1} d x=\kappa \int_{\Omega} u_{\kappa, \nu} \varphi_{\mu, 1} d x+\lambda_{\mu, 1} \int_{\Omega} \mathbb{K}_{\mu}[\nu] \varphi_{\mu, 1} d x \tag{4.33}
\end{equation*}
$$

which implies that $\kappa<\lambda_{\mu, 1}$. Consequently, $\kappa^{*} \leq \lambda_{\mu, 1}$.
We show that $\lambda_{\mu, 1} \notin \mathcal{B}$ by contradiction. Indeed, suppose that there exists $v \in \mathfrak{M}^{+}(\partial \Omega)$ such that the problem

$$
\begin{equation*}
-L_{\mu} u=\lambda_{\mu, 1} u \quad \text { in } \Omega, \quad \operatorname{tr}^{*}(u)=v \tag{4.34}
\end{equation*}
$$

admits a weak solution $\hat{u}$. Take $\varphi_{\mu, 1}$ as a test function in the weak formulation satisfied by $\hat{u}$, we deduce $v \equiv 0$, which is a contradiction.

Now let $\kappa \in\left(0, \kappa^{*}\right)$ and assume $\left\{v_{n}\right\}$ is a sequence of measures in $\mathfrak{M}^{+}(\partial \Omega)$ which converges weakly to $v \in \mathfrak{M}^{+}(\partial \Omega)$. Let $u_{\kappa, v_{n}}$ be a solution of $\left(E_{\nu_{n}}^{\kappa}\right)$. By (4.33), we deduce

$$
\left\|u_{\kappa, v_{n}}\right\|_{L^{1}\left(\Omega ; \delta^{\alpha}+\right)} \leq c_{28}\left(\lambda_{\mu, 1}-\kappa\right)^{-1}\left\|v_{n}\right\|_{\mathfrak{M}(\partial \Omega)} \leq c_{29}\left(\lambda_{\mu, 1}-\kappa\right)^{-1}\|v\|_{\mathfrak{M}(\partial \Omega)} .
$$

By a similar argument as in the proof of Theorem 4.7, we deduce that, up to a subsequence, $\left\{u_{\kappa, v_{n}}\right\}$ converges to a solution $u_{\kappa, \nu}$ of $\left(E_{\nu}^{\kappa}\right)$ in $L^{1}\left(\Omega, \delta^{-\alpha_{-}}\right)$.

Remark (i) If $\kappa>0$ small then $\underline{u}_{\kappa, v}$ satisfies (1.20). Moreover, if $v=\varrho \delta_{z}$ with $\varrho>0, z \in$ $\partial \Omega$ then $\underline{u}_{\kappa, \varrho \delta_{z}}$ satisfies (1.24).
(ii) It is notified by the referee that $\kappa^{*}=\lambda_{\mu, 1}$. This can be obtained by noticing that $-L_{\mu}-\kappa$ admits the Green function $G_{\mu, \kappa}$ for any $\kappa<\mu$ and then by proving a modification of Proposition 2.4 for $G_{\mu, \kappa}$ (see [24] for the existence of the Green function $G_{\mu, \kappa}$ ). The weaker statement $\kappa^{*} \leq \lambda_{\mu, 1}$ in the present paper is essentially in order to simplify the proofs and to streamline the exposition.

### 4.2 Supercritical case

Proof of Theorem $G$ This theorem is a consequence of a more general result established in [8]. We present below a simple proof for the special case treated here.

Suppose by contradiction that for some $\varrho>0$ and $z \in \partial \Omega$ there exists a positive weak solution $u$ of ( $D_{\varrho \delta_{z}}$ ). Then by Theorem A, $u \in L^{q}\left(\Omega ; \delta^{\alpha_{+}}\right)$and $u \geq \varrho K_{\mu}(\cdot, z)$. This, along with (2.3), implies

$$
\begin{aligned}
\int_{\Omega} \delta(x)^{\alpha_{+}} u(x)^{q} d x & \geq \int_{\Omega} \delta(x)^{\alpha_{+}} K_{\mu}(x, z)^{q} d x \\
& \geq \int_{\Omega} \delta(x)^{\alpha_{+}(q+1)}|x-y|^{\left(2 \alpha_{-}-N\right) q} d x \\
& \geq c_{30} \int_{\left\{x \in \Omega: \delta(x) \geq \frac{1}{2}|x-y|\right\}} \delta(x)^{\alpha_{+}(q+1)}|x-y|^{\left(2 \alpha_{-}-N\right) q} d x
\end{aligned}
$$

Fix $r_{0}>0$ such that

$$
\mathcal{C}:=\left\{x:|x| \leq r_{0}, \delta(x) \geq \frac{1}{2}|x-y|\right\} \subset\left\{x \in \Omega: \delta(x) \geq \frac{1}{2}|x-y|\right\}
$$

Then

$$
\begin{equation*}
\int_{\Omega} \delta(x)^{\alpha_{+}} u(x)^{q} d x \geq c_{30}^{\prime} \int_{\mathcal{C}}|x-y|^{\alpha_{+}-\left(N-1-\alpha_{-}\right) q} d x \tag{4.35}
\end{equation*}
$$

Since $q \geq q^{*}$, the integral on the right hand-side of (4.35) is divergent, which in turn implies that $u \notin L^{q}\left(\Omega ; \delta^{\alpha_{+}}\right)$. Thus we get a contradiction.

Remark Interesting removability result in the supercritical case can be found in [8].

## 5 More general source

In this section, we assume that $(g \circ u)(x)=\delta(x)^{\gamma} \tilde{g}(u(x))$ where $\gamma>-1-\alpha_{+}$and $\tilde{g}: \mathbb{R}_{+} \rightarrow \mathbb{R}_{+}$is nondecreasing and continuous. Theorems $H$ and I are obtained by using the method in [12].

### 5.1 Subcriticality

Let $\left\{g_{n}\right\}$ be a sequence of $C^{1}$ nonnegative functions defined on $\mathbb{R}_{+}$such that

$$
\begin{equation*}
g_{n}(0)=\tilde{g}(0), g_{n} \leq g_{n+1} \leq \tilde{g}, \sup _{\mathbb{R}_{+}} g_{n}=n \text { and } \lim _{n \rightarrow \infty}\left\|g_{n}-\tilde{g}\right\|_{L_{\mathrm{loc}}^{\infty}\left(\mathbb{R}_{+}\right)}=0 \tag{5.1}
\end{equation*}
$$

Put

$$
\begin{equation*}
\tilde{\gamma}:=\min \left\{\alpha_{+}+\gamma,-\alpha_{-}\right\}>-1 \tag{5.2}
\end{equation*}
$$

In preparation for proving Theorem H , we establish the following lemma.
Lemma 5.1 Let $v \in \mathfrak{M}^{+}(\partial \Omega)$ with $\|v\|_{\mathfrak{M}(\partial \Omega)}=1$ and $\left\{g_{n}\right\} \subset C^{1}\left(\mathbb{R}_{+}\right)$be a sequence satisfying (5.1). Assume (1.28) and (1.29) are satisfied. Then there exist $\bar{\lambda}, \theta_{0}>0$ and $\varrho_{0}>0$ depending on $\Lambda_{0}, \Lambda_{1}, N, \mu, \gamma$ and $q_{1}$ such that for every $\theta \in\left(0, \theta_{0}\right)$ and $\varrho \in\left(0, \varrho_{0}\right)$ the following problem

$$
\begin{equation*}
-L_{\mu} v=\delta^{\gamma} g_{n}\left(v+\varrho \mathbb{K}_{\mu}[v]\right) \quad \text { in } \Omega, \quad \operatorname{tr}^{*}(v)=0 \tag{5.3}
\end{equation*}
$$

admits a positive weak solution $v_{n} \in L_{w}^{q_{\gamma}^{*}}\left(\Omega ; \delta^{\alpha_{+}+\gamma}\right) \cap L^{q_{1}}\left(\Omega ; \delta^{-\alpha_{-}}\right)$satisfying

$$
\begin{equation*}
\left\|v_{n}\right\|_{L_{w}^{q_{\gamma}^{*}}\left(\Omega ; \delta^{\alpha+}+\gamma\right)}+\left\|v_{n}\right\|_{L^{q_{1}}(\Omega ; \delta \tilde{\gamma})} \leq \bar{\lambda} \tag{5.4}
\end{equation*}
$$

Proof We shall use Schauder fixed point theorem to show the existence of a positive weak solution of (5.3). For $n \in \mathbb{N}$, define the operator $\mathbb{S}_{n}$ by

$$
\begin{equation*}
\mathbb{S}_{n}(v):=\mathbb{G}_{\mu}\left[\delta^{\gamma} g_{n}\left(v+\varrho \mathbb{K}_{\mu}[v]\right)\right] \quad \forall v \in L_{+}^{1}(\Omega) \tag{5.5}
\end{equation*}
$$

Set

$$
\begin{align*}
& M_{1}(v):=\|v\|_{L_{w}^{q_{\gamma}^{*}}\left(\Omega ; \delta^{\alpha+}+\gamma\right)} \quad \forall v \in L_{w}^{q_{\gamma}^{*}}\left(\Omega ; \delta^{\alpha_{+}+\gamma}\right) \\
& M_{2}(v):=\|v\|_{L^{q_{1}}\left(\Omega ; \delta^{\gamma}\right)} \quad \forall v \in L^{q_{1}}\left(\Omega ; \delta^{\tilde{\gamma}}\right)  \tag{5.6}\\
& M(v):=M_{1}(v)+M_{2}(v) \quad \forall v \in L_{w}^{q_{\gamma}^{*}}\left(\Omega ; \delta^{\alpha_{+}+\gamma}\right) \cap L^{q_{1}}\left(\Omega ; \delta^{\tilde{\gamma}}\right) .
\end{align*}
$$

Step 1: To estimate $L^{1}\left(\Omega ; \delta^{\alpha_{+}+\gamma}\right)$-norm of $g_{n}\left(v+\varrho \mathbb{K}_{\mu}[\nu]\right)$ for $v \in L_{w}^{q_{\gamma}^{*}}\left(\Omega ; \delta^{\alpha_{+}+\gamma}\right) \cap$ $L^{q_{1}}\left(\Omega ; \delta^{\tilde{\gamma}}\right)$.

For $\lambda>0$, set $A_{\lambda}:=\left\{x \in \Omega: v+\varrho \mathbb{K}_{\mu}[\nu]>\lambda\right\}$ and $a(\lambda):=\int_{A_{\lambda}} \delta^{\alpha_{+}+\gamma} d x$. We write

$$
\begin{align*}
\left\|g_{n}\left(v+\varrho \mathbb{K}_{\mu}[\nu]\right)\right\|_{L^{1}\left(\Omega ; \delta^{\alpha+}+\gamma\right)}= & \int_{A_{1}} g_{n}\left(v+\varrho \mathbb{K}_{\mu}[v]\right) \delta^{\alpha_{+}+\gamma} d x \\
& +\int_{A_{1}^{c}} g_{n}\left(v+\varrho \mathbb{K}_{\mu}[\nu]\right) \delta^{\alpha_{+}+\gamma} d x  \tag{5.7}\\
= & I+I I
\end{align*}
$$

We first estimate $I$ from above. We see that

$$
I=a(1) g_{n}(1)+\int_{1}^{\infty} a(s) d g_{n}(s)
$$

Since (1.28) holds, it was proved in [12, Lemma 3.1] that there exists an increasing sequence of positive number $\left\{\ell_{j}\right\}$ such that

$$
\begin{equation*}
\lim _{j \rightarrow \infty} \ell_{j}=\infty \quad \text { and } \quad \lim _{j \rightarrow \infty} \ell_{j}^{-q_{\gamma}^{*}} \tilde{g}\left(\ell_{j}\right)=0 \tag{5.8}
\end{equation*}
$$

Consequently,

$$
\begin{equation*}
\lim _{j \rightarrow \infty} \ell_{j}^{-q_{\gamma}^{*}} g_{n}\left(\ell_{j}\right)=0, \quad \forall n \in \mathbb{N} \tag{5.9}
\end{equation*}
$$

Observe that

$$
\int_{1}^{\infty} a(s) d g_{n}(s)=\lim _{j \rightarrow \infty} \int_{\lambda}^{\ell_{j}} a(s) d g_{n}(s)
$$

On the other hand, by (2.1) one gets, for every $s>0$,

$$
\begin{equation*}
a(s) \leq\left\|v+\varrho \mathbb{K}_{\mu}[v]\right\|_{L_{\psi}^{q_{\gamma}^{*}}\left(\Omega ; \delta^{\alpha++\gamma}\right)}^{q_{\gamma}^{*}} s^{-q_{\gamma}^{*}} \leq c_{31}\left(M_{1}(v)+c_{32} \varrho\right)^{q_{\gamma}^{*}} s^{-q_{\gamma}^{*}} \tag{5.10}
\end{equation*}
$$

where $c_{i}=c_{i}(N, \mu, \gamma, \Omega)$ with $i=31$, 32. Using (5.10), we obtain

$$
\begin{aligned}
& a(1) g_{n}(1)+\int_{1}^{\ell_{j}} a(s) d g_{n}(s) \\
& \quad \leq c_{31}\left(M_{1}(v)+c_{32} \varrho\right)^{q_{\gamma}^{*}} g_{n}(1)+c_{31}\left(M_{1}(v)+c_{32} \varrho\right)^{q_{\gamma}^{*}} \int_{1}^{\ell_{j}} s^{-q_{\gamma}^{*}} d g_{n}(s) \\
& \quad \leq c_{31}\left(M_{1}(v)+c_{32} \varrho\right)^{q_{\gamma}^{*}} \ell_{j}^{-q_{\gamma}^{*}} g_{n}\left(\ell_{j}\right)+c_{31} q_{\gamma}^{*}\left(M_{1}(v)\right. \\
& \left.\quad+c_{32} \varrho\right)^{q_{\gamma}^{*}} \int_{1}^{\ell_{j}} s^{-1-q_{\gamma}^{*}} g_{n}(s) d s .
\end{aligned}
$$

By virtue of (5.8), letting $j \rightarrow \infty$ yields

$$
\begin{align*}
I & \leq c_{31} q_{\gamma}^{*}\left(M_{1}(v)+c_{32} \varrho\right)^{q_{\gamma}^{*}} \int_{1}^{\infty} s^{-1-q_{\gamma}^{*}} g_{n}(s) d s \\
& \leq c_{33} \Lambda_{0} M_{1}(v)^{q_{\gamma}^{*}}+c_{33} \Lambda_{0} \varrho^{q_{\gamma}^{*}} \tag{5.11}
\end{align*}
$$

where $c_{33}=c_{33}(N, \mu, \gamma, \Omega)$.
To handle the remaining term $I I$, without lost of generality, we assume $q_{1} \in\left(1, \frac{N+\tilde{\gamma}}{N-1-\alpha_{-}}\right)$. Since $\tilde{g}$ satisfies condition (1.29) and $g_{n} \leq \tilde{g}$, it follows that $g_{n}$ satisfies this condition too. Hence

$$
\begin{align*}
I I & \leq \Lambda_{1} \int_{A_{1}^{c}}\left(v+\varrho \mathbb{K}_{\mu}[v]\right)^{q_{1}} \delta^{\alpha_{+}+\gamma} d x+\theta \int_{A_{1}^{c}} \delta^{\alpha_{+}+\gamma} d x \\
& \leq \Lambda_{1} c_{34} \int_{\Omega} v^{q_{1}} \delta^{\alpha_{+}+\gamma} d x+\Lambda_{1} c_{34} \varrho^{q_{1}}+c_{34} \theta  \tag{5.1}\\
& \leq \Lambda_{1} c_{35} M_{2}(v)^{q_{1}}+\Lambda_{1} c_{34} \varrho^{q_{1}}+c_{34} \theta
\end{align*}
$$

where $c_{i}=c_{i}\left(N, \mu, q_{1}, \gamma, \Omega\right), i=34,35$.
Combining (5.7), (5.11) and (5.12) yields

$$
\begin{align*}
\left\|g_{n}\left(v+\varrho \mathbb{K}_{\mu}[\nu]\right)\right\|_{L^{1}\left(\Omega ; \delta^{\alpha+}+\gamma\right)} \leq & c_{33} \Lambda_{0} M_{1}(v)^{q_{\gamma}^{*}}+c_{35} \Lambda_{1} M_{2}(v)^{q_{1}} \\
& +c_{34} \theta+d_{\varrho} \tag{5.13}
\end{align*}
$$

where $d_{\varrho}=c_{33} \Lambda_{0} \varrho^{q_{\gamma}^{*}}+c_{34} \Lambda_{1} \varrho^{q_{1}}$.
Step 2: To estimate $M_{1}, M_{2}$ and $M$.
From (2.4), we have

$$
\begin{align*}
M_{1}\left(\mathbb{S}_{n}(v)\right) & =\left\|\mathbb{G}_{\mu}\left[\delta^{\gamma} g_{n}\left(v+\varrho \mathbb{K}_{\mu}[\nu]\right)\right]\right\|_{L_{w}^{q_{\hat{*}}^{*}}\left(\Omega ; \delta^{\alpha+}+\gamma\right)}  \tag{5.14}\\
& \leq c_{7}\left\|g_{n}\left(v+\varrho \mathbb{K}_{\mu}[\nu]\right)\right\|_{L^{1}\left(\Omega ; \delta^{\alpha+}+\gamma\right)} .
\end{align*}
$$

It follows that

$$
\begin{equation*}
M_{1}\left(\mathbb{S}_{n}(v)\right) \leq c_{7} c_{33} \Lambda_{0} M_{1}(v)^{q_{\gamma}^{*}}+c_{7} c_{35} \Lambda_{1} M_{2}(v)^{q_{1}}+c_{7} c_{34} \theta+c_{7} d_{\varrho} . \tag{5.15}
\end{equation*}
$$

Applying (2.4), we get

$$
\begin{aligned}
M_{2}\left(\mathbb{S}_{n}(v)\right) & =\left\|\mathbb{G}_{\mu}\left[\delta^{\gamma} g_{n}\left(v+\varrho \mathbb{K}_{\mu}[\nu]\right)\right]\right\|_{L^{q_{1}}(\Omega ; \delta \tilde{\gamma})} \\
& \leq c_{36}\left\|g_{n}\left(v+\varrho \mathbb{K}_{\mu}[\nu]\right)\right\|_{L^{1}\left(\Omega ; \delta^{\alpha+}+\gamma\right)}
\end{aligned}
$$

which implies

$$
\begin{equation*}
M_{2}\left(\mathbb{S}_{n}(v)\right) \leq c_{36} c_{33} \Lambda_{0} M_{1}(v)^{q_{\gamma}^{*}}+c_{36} c_{35} \Lambda_{1} M_{2}(v)^{q_{1}}+c_{36} c_{34} \theta+c_{36} d_{\varrho} . \tag{5.16}
\end{equation*}
$$

## Springer

Consequently,

$$
\begin{equation*}
M\left(\mathbb{S}_{n}(v)\right) \leq c_{37} \Lambda_{0} M_{1}(v)^{q_{\gamma}^{*}}+c_{38} \Lambda_{1} M_{2}(v)^{q_{1}}+c_{40} \theta+c_{39} d_{\varrho} \tag{5.17}
\end{equation*}
$$

where $c_{37}=\left(c_{7}+c_{36}\right) c_{33}, c_{38}=\left(c_{7}+c_{36}\right) c_{35}, c_{39}=c_{7}+c_{36}, c_{40}=\left(c_{7}+c_{36}\right) c_{34}$. Therefore if $M\left(\mathbb{S}_{n}(v)\right) \leq \lambda$ then

$$
M\left(\mathbb{S}_{n}(v)\right) \leq c_{37} \Lambda_{0} \lambda^{q_{\nu}^{*}}+c_{38} \Lambda_{1} \lambda^{q_{1}}+c_{40} \theta+c_{39} d_{\varrho}
$$

Since $q_{\gamma}^{*}>1$ and $q_{1}>1$, there exist $\varrho_{0}>0$ and $\theta_{0}>0$ such that for any $\varrho \in\left(0, \varrho_{0}\right)$ and $\theta \in\left(0, \theta_{0}\right)$ the equation

$$
c_{37} \Lambda_{0} \lambda^{q_{\gamma}^{*}}+c_{38} \Lambda_{1} \lambda^{q_{1}}+c_{40} \theta+c_{39} d_{\varrho}=\lambda
$$

admits a largest root $\bar{\lambda}>0$. Therefore,

$$
\begin{equation*}
M(v) \leq \bar{\lambda} \Longrightarrow M\left(\mathbb{S}_{n}(v)\right) \leq \bar{\lambda} \tag{5.18}
\end{equation*}
$$

Step 3: We apply Schauder fixed point theorem to our setting.
Set

$$
\mathcal{O}:=\left\{\phi \in L_{+}^{1}(\Omega): M(\phi) \leq \bar{\lambda}\right\} .
$$

Clearly, $\mathcal{O}$ is a convex subset of $L^{1}(\Omega)$. We shall show that $\mathcal{O}$ is a closed subset of $L^{1}(\Omega)$. Indeed, let $\left\{\phi_{m}\right\}$ be a sequence in $\mathcal{O}$ converging to $\phi$ in $L^{1}(\Omega)$. Obviously, $\phi \geq 0$. We can extract a subsequence, still denoted by $\left\{\phi_{m}\right\}$, such that $\phi_{m} \rightarrow \phi$ a.e. in $\Omega$. Consequently, by Fatou's lemma, $M_{i}(\phi) \leq \lim _{\inf }^{m \rightarrow \infty} \boldsymbol{M} M_{i}\left(\phi_{m}\right)$ for $i=1$, 2 . It follows that $M(\phi) \leq \bar{\lambda}$. So $\phi \in \mathcal{O}$ and therefore $\mathcal{O}$ is a closed subset of $L^{1}(\Omega)$.

In light of (5.13) and (5.18), $\mathbb{S}_{n}$ is well-defined on $\mathcal{O}$ and $\mathbb{S}_{n}(\mathcal{O}) \subset \mathcal{O}$.
We observe that $\mathbb{S}_{n}$ is continuous. Indeed, if $\phi_{m} \rightarrow \phi$ as $m \rightarrow \infty$ in $L^{1}(\Omega)$ then $g_{n}\left(\phi_{m}+\right.$ $\left.\varrho \mathbb{K}_{\mu}[\nu]\right) \rightarrow g_{n}\left(\phi+\varrho \mathbb{K}_{\mu}[\nu]\right)$ as $m \rightarrow \infty$ in $L^{1}\left(\Omega ; \delta^{\alpha+}+\gamma\right)$. By (2.4), $\mathbb{S}_{n}\left(\phi_{m}\right) \rightarrow \mathbb{S}_{n}(\phi)$ as $m \rightarrow \infty$ in $L^{1}(\Omega)$.

We next show that $\mathbb{S}_{n}$ is a compact operator. Let $\left\{\phi_{m}\right\} \subset \mathcal{O}$ and for each $n$ put $\psi_{m}:=\mathbb{S}_{n}\left(\phi_{m}\right)$. Hence $\left\{\Delta \psi_{m}\right\}$ is uniformly bounded in $L^{p}(G)$ for every compact subset $G \subset \Omega$. Therefore $\left\{\psi_{m}\right\}$ is uniformly bounded in $W^{1, p}(G)$. Consequently, there exists a subsequence, still denoted by $\left\{\psi_{m}\right\}$, and a function $\psi$ such that $\psi_{m} \rightarrow \psi$ a.e. in $\Omega$. By dominated convergence theorem, $\psi_{m} \rightarrow \psi$ in $L^{1}(\Omega)$. Thus $\mathbb{S}_{n}$ is compact.

By Schauder fixed point theorem there is a function $v_{n} \in L_{+}^{1}(\Omega)$ such that $\mathbb{S}_{n}\left(v_{n}\right)=v_{n}$ and $M\left(v_{n}\right) \leq \bar{\lambda}$ where $\bar{\lambda}$ is independent of $n$. Due to Proposition $2.4, \operatorname{tr}^{*}\left(v_{n}\right)=0$ and $v_{n}$ is a nonnegative solution of (5.3). Moreover, there holds

$$
\begin{equation*}
-\int_{\Omega} v_{n} L_{\mu} \zeta d x=\int_{\Omega} \delta^{\gamma} g_{n}\left(v_{n}+\varrho \mathbb{K}_{\mu}[v]\right) \zeta d x \quad \forall \zeta \in X(\Omega) \tag{5.19}
\end{equation*}
$$

Proof of Theorem $H$ Let $\theta \in\left(0, \theta_{0}\right)$ and $\varrho \in\left(0, \varrho_{0}\right)$. For each $n$, set $u_{n}=v_{n}+\varrho \mathbb{K}_{\mu}[\nu]$ where $v_{n}$ is the solution constructed in Lemma 5.1. Then $\operatorname{tr}^{*}\left(u_{n}\right)=\varrho v$ and

$$
\begin{equation*}
-\int_{\Omega} u_{n} L_{\mu} \zeta d x=\int_{\Omega} \delta^{\gamma} g_{n}\left(u_{n}\right) \zeta d x-\varrho \int_{\Omega} \mathbb{K}_{\mu}[\nu] L_{\mu} \zeta d x \quad \forall \zeta \in X(\Omega) \tag{5.20}
\end{equation*}
$$

Since $\left\{v_{n}\right\} \subset \mathcal{O}$, the sequence $\left\{g_{n}\left(v_{n}+\varrho \mathbb{K}_{\mu}[\nu]\right)\right\}$ is uniformly bounded in $L^{1}\left(\Omega ; \delta^{\alpha_{+}+\gamma}\right)$ and the sequence $\left\{\frac{\mu}{\delta^{2}} v_{n}\right\}$ is uniformly bounded in $L^{q_{1}}(G)$ for every compact subset $G \subset \Omega$. As a consequence, $\left\{\Delta v_{n}\right\}$ is uniformly bounded in $L^{1}(\Omega)$. By regularity result for elliptic
equations, there exists a subsequence, still denoted by $\left\{v_{n}\right\}$, and a function $v$ such that $v_{n} \rightarrow v$ a.e. in $\Omega$. Therefore $u_{n} \rightarrow u$ a.e. in $\Omega$ with $u=v+\varrho \mathbb{K}_{\mu}[v]$ and $g_{n}\left(u_{n}\right) \rightarrow \tilde{g}(u)$ a.e. in $\Omega$.

We show that $u_{n} \rightarrow u$ in $L^{1}\left(\Omega ; \delta^{-\alpha_{-}}\right)$. Since $\left\{v_{n}\right\}$ is uniformly bounded in $L^{q_{1}}(\Omega ; \delta \tilde{\gamma})$, by (2.5), we derive that $\left\{u_{n}\right\}$ is uniformly bounded in $L^{q_{1}}\left(\Omega ; \delta^{-\alpha_{-}}\right)$. Due to Hölder inequality, $\left\{u_{n}\right\}$ is uniformly integrable with respect to $\delta^{-\alpha_{-}} d x$. We invoke Vitali's convergence theorem to derive that $u_{n} \rightarrow u$ in $L^{1}\left(\Omega ; \delta^{-\alpha_{-}}\right)$.

We next prove that $g_{n}\left(u_{n}\right) \rightarrow \tilde{g}(u)$ in $L^{1}\left(\Omega ; \delta^{\alpha_{+}+\gamma}\right)$. For $\lambda>0$ and $n \in \mathbb{N}$ set $B_{n, \lambda}:=$ $\left\{x \in \Omega: u_{n}>\lambda\right\}$ and $b_{n}(\lambda):=\int_{B_{n, \lambda}} \delta^{\alpha_{+}+\gamma} d x$. For any Borel set $E \subset \Omega$,

$$
\begin{align*}
\int_{E} g_{n}\left(u_{n}\right) \delta^{\alpha_{+}+\gamma} d x & =\int_{E \cap B_{n, \lambda}} g_{n}\left(u_{n}\right) \delta^{\alpha_{+}+\gamma} d x+\int_{E \cap B_{n, \lambda}^{c}} g_{n}\left(u_{n}\right) \delta^{\alpha_{+}+\gamma} d x \\
& \leq \int_{B_{n, \lambda}} g_{n}\left(u_{n}\right) \delta^{\alpha_{+}+\gamma} d x+\Theta_{\lambda} \int_{E} \delta^{\alpha_{+}+\gamma} d x \\
& \leq b_{n}(\lambda) g_{n}(\lambda)+\int_{\lambda}^{\infty} b_{n}(s) d g_{n}(s)+\Theta_{\lambda} \int_{E} \delta^{\alpha_{+}+\gamma} d x \tag{5.21}
\end{align*}
$$

where $\Theta_{\lambda}:=\sup _{[0, \lambda]} g$. By proceeding as in the proof of Lemma 5.1, we deduce

$$
\begin{align*}
b_{n}(\lambda) g_{n}(\lambda)+\int_{\lambda}^{\infty} b_{n}(s) d g_{n}(s) & \leq c_{41} \int_{\lambda}^{\infty} s^{-1-q_{\gamma}^{*}} g_{n}(s) d s \\
& \leq c_{41} \int_{\lambda}^{\infty} s^{-1-q_{\gamma}^{*}} \tilde{g}(s) d s \tag{5.22}
\end{align*}
$$

where $c_{41}$ depends on $N, \mu, \gamma$ and $\Omega$. Note that the term on the right hand-side of (5.22) tends to 0 as $\lambda \rightarrow \infty$. Therefore for any $\varepsilon>0$, there exists $\lambda>0$ such that the right hand-side of (5.22) is smaller than $\frac{\varepsilon}{2}$. Fix such $\lambda$ and put $\eta=\frac{\varepsilon}{2 \Theta_{\lambda}}$. Then, by (5.21),

$$
\int_{E} \delta(x)^{\alpha_{+}+\gamma} d x \leq \eta \Longrightarrow \int_{E} g_{n}\left(u_{n}\right) \delta(x)^{\alpha_{+}+\gamma} d x<\varepsilon
$$

Therefore the sequence $\left\{g_{n}\left(u_{n}\right)\right\}$ is uniformly integrable with respect to $\delta^{\alpha+}+\gamma d x$. Due to Vitali convergence theorem, we deduce that $g_{n}\left(u_{n}\right) \rightarrow \tilde{g}(u)$ in $L^{1}\left(\Omega ; \delta^{\alpha_{+}+\gamma}\right)$.

Finally, by sending $n \rightarrow \infty$ in each term of (5.20) we obtain

$$
\begin{equation*}
-\int_{\Omega} u L_{\mu} \zeta d x=\int_{\Omega} \delta^{\gamma} \tilde{g}(u) \zeta d x-\varrho \int_{\Omega} \mathbb{K}_{\mu}[v] L_{\mu} \zeta d x \quad \forall \zeta \in X(\Omega) \tag{5.23}
\end{equation*}
$$

By Theorem A, $u$ is a nonnegative weak solution of (1.27).

### 5.2 Sublinearity

In this subsection we deal with the case where $g$ is sublinear.
Lemma 5.2 Let $v \in \mathfrak{M}^{+}(\partial \Omega)$ with $\|v\|_{\mathfrak{M}(\partial \Omega)}=1$ and $\left\{g_{n}\right\} \subset C^{1}\left(\mathbb{R}_{+}\right)$be a sequence satisfying (5.1). Assume (1.30) is satisfied. Then for every $\varrho>0$ problem (5.3) admits a nonnegative solution $v_{n}$ satisfying

$$
\begin{equation*}
\left\|v_{n}\right\|_{L^{1}(\Omega ; \delta \tilde{\gamma})} \leq \tilde{\lambda} \tag{5.24}
\end{equation*}
$$

where $\tilde{\gamma}$ is as in (5.2) and $\tilde{\lambda}$ depends on $\Lambda_{2}, q_{2}, N, \mu$ and $\gamma$.

Proof The proof is similar to that of Lemma 5.1, also based on Schauder fixed point theorem. So we point out only the main modifications. Let $\mathbb{S}_{n}$ be the operator defined in (5.5). Fix $q_{3} \in\left(1, \frac{N+\tilde{\gamma}}{N-1-\alpha_{-}}\right)$and put

$$
N(v):=\|v\|_{L^{q_{3}}(\Omega ; \delta \tilde{\gamma})} \quad \forall v \in L^{q_{3}}\left(\Omega ; \delta^{\tilde{\gamma}}\right) .
$$

Combining (2.4), (2.5) and (1.30) leads to

$$
\begin{aligned}
N\left(\mathbb{S}_{n}(v)\right) & \leq c_{42}\left\|g_{n}\left(v+\varrho \mathbb{K}_{\mu}[\nu]\right)\right\|_{L^{1}\left(\Omega ; \delta^{\alpha_{+}+\gamma}\right)} \\
& \leq c_{42} \int_{\Omega} \Lambda_{2}\left(v+\varrho \mathbb{K}_{\mu}[\nu]\right)^{q_{2}} \delta^{\alpha_{+}+\gamma} d x+c_{42} \theta \int_{\Omega} \delta^{\alpha_{+}+\gamma} d x \\
& \leq c_{42} \Lambda_{2} \int_{\Omega} v^{q_{2}} \delta^{\alpha_{+}+\gamma} d x+c_{43}\left(\varrho^{q_{2}}+\theta\right) \\
& \leq c_{44} \Lambda_{2}\left(\int_{\Omega} v^{q_{3}} \delta^{\alpha_{+}+\gamma} d x\right)^{\frac{q_{2}}{q_{3}}}+c_{43}\left(\varrho^{q_{2}}+\theta\right) \\
& \leq c_{44} \Lambda_{2} N(v)^{q_{2}}+c_{43}\left(\varrho^{q_{2}}+\theta\right)
\end{aligned}
$$

where $c_{i}=c_{i}\left(N, \mu, \gamma, \Omega, q_{2}\right)(42 \leq i \leq 44)$. Therefore, if $N(v) \leq \lambda$ for some $\lambda>0$ then

$$
N\left(\mathbb{S}_{n}(v)\right) \leq c_{44} \Lambda_{2} \lambda^{q_{2}}+c_{43}\left(\varrho^{q_{2}}+\theta\right)
$$

Consider the following algebraic equation

$$
\begin{equation*}
c_{44} \Lambda_{2} \lambda^{q_{2}}+c_{43}\left(\varrho^{q_{2}}+\theta\right)=\lambda \tag{5.25}
\end{equation*}
$$

If $q_{2}<1$ then for any $\varrho>0(5.25)$ admits a unique positive root $\tilde{\lambda}$. If $q_{2}=1$ then for $\Lambda_{2}$ small such that $c_{44} \Lambda_{2}<1$ and $\varrho>0$ Eq. (5.25) admits a unique positive root $\tilde{\lambda}$. Therefore,

$$
\begin{equation*}
N(v) \leq \tilde{\lambda} \Longrightarrow N\left(\mathbb{S}_{n}(v)\right) \leq \tilde{\lambda} \tag{5.26}
\end{equation*}
$$

By proceeding as in the proof of Lemma 5.1, one can prove that $\mathbb{S}_{n}$ is a continuous, compact operator from the closed, convex set

$$
\tilde{\mathcal{O}}:=\left\{v \in L_{+}^{1}(\Omega): N(v) \leq \tilde{\lambda}\right\}
$$

into itself. Thus by appealing to Schauder fixed point theorem, we see that there exists a function $v_{n} \in L_{+}^{1}(\Omega)$ such that $\mathbb{S}_{n}\left(v_{n}\right)=v_{n}$ and $N\left(v_{n}\right) \leq \tilde{\lambda}$ with $\tilde{\lambda}$ being independent of $n$. By Proposition 2.4, $\operatorname{tr}^{*}\left(v_{n}\right)=0$ and $v_{n}$ is a nonnegative solution of (5.3). Moreover (5.19) holds.

Proof of Theorem I Let $v_{n}$ be the solution of (5.3) constructed in Lemma 5.2. Put $u_{n}=$ $v_{n}+\varrho \mathbb{K}_{\mu}[\nu]$ then $u_{n}$ satisfies (5.20). By a similar argument as in the proof of Theorem H , there exists a subsequence, still denoted by $\left\{u_{n}\right\}$ and a function $u$ such that $u_{n} \rightarrow u$ a.e. in $\Omega$. Since $\left\{v_{n}\right\} \subset \tilde{\mathcal{O}}$, it follows that $\left\{v_{n}\right\}$ is uniformly bounded in $L^{q_{3}}\left(\Omega ; \delta^{-\alpha_{-}}\right)$, so is $\left\{u_{n}\right\}$. By Holder inequality, $\left\{u_{n}\right\}$ is uniformly integrable in $L^{1}\left(\Omega ; \delta^{-\alpha_{-}}\right)$. Due to (1.30), $\left\{g_{n}\left(u_{n}\right)\right\}$ is uniformly integrable in $L^{1}\left(\Omega ; \delta^{\alpha+}+\gamma\right)$. Vitali convergence theorem implies that $u_{n} \rightarrow u$ in $L^{1}\left(\Omega ; \delta^{-\alpha_{-}}\right)$and $g_{n}\left(u_{n}\right) \rightarrow \tilde{g}(u)$ in $L^{1}\left(\Omega ; \delta^{\alpha_{+}+\gamma}\right)$. Letting $n \rightarrow \infty$ in (5.20), we conclude that $u$ is a positive solution of (1.27).
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## CHAPTER 4

## Semilinear elliptic equations and systems with Hardy potentials

This chapter, which is based on a collaboration with Gkikas [78], is a continuation of our study on semilinear equations with a Hardy potential. We offer a unified approach and go further in the analysis of the boundary value problems with both interior and boundary measure data. We also extend several existence results for semilinear equations to systems.
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## Abstract

Let $\Omega \subset \mathbb{R}^{N}(N \geq 3)$ be a bounded $C^{2}$ domain and $\delta(x)=\operatorname{dist}(x, \partial \Omega)$. Put $L_{\mu}=\Delta+\frac{\mu}{\delta^{2}}$ with $\mu>0$. In this paper, we provide various necessary and sufficient conditions for the existence of weak solutions to

$$
-L_{\mu} u=u^{p}+\tau \quad \text { in } \Omega, \quad u=v \quad \text { on } \partial \Omega,
$$

where $\mu>0, p>0, \tau$ and $v$ are measures on $\Omega$ and $\partial \Omega$ respectively. We then establish existence results for the system

$$
\left\{\begin{array}{l}
-L_{\mu} u=\epsilon v^{p}+\tau \quad \text { in } \Omega, \\
-L_{\mu} v=\epsilon u^{\tilde{p}}+\tilde{\tau} \quad \text { in } \Omega, \\
u=v, \quad v=\tilde{v} \quad \text { on } \partial \Omega,
\end{array}\right.
$$

where $\epsilon= \pm 1, p>0, \tilde{p}>0, \tau$ and $\tilde{\tau}$ are measures on $\Omega, v$ and $\tilde{v}$ are measures on $\partial \Omega$. We also deal with elliptic systems where the nonlinearities are more general. © 2018 Elsevier Inc. All rights reserved.

MSC: 35J10; 35J57; 35J61; 35J75; 35R05

[^3][^4]
## Contents

1. Introduction ..... 834
2. Preliminaries ..... 843
2.1. Green kernel and Martin kernel ..... 843
2.2. Boundary trace ..... 846
3. The scalar problem ..... 850
3.1. Concavity properties and Green properties ..... 850
3.2. New Green properties ..... 855
3.3. Capacities and existence results ..... 856
3.4. Boundary value problem ..... 858
4. Elliptic systems: the power case ..... 860
5. General nonlinearities ..... 864
5.1. Absorption case ..... 864
5.2. Source case: subcriticality ..... 867
5.3. Source case: sublinearity ..... 873
5.4. Source case: subcriticality and sublinearity ..... 874
References ..... 875

## 1. Introduction

Let $\Omega \subset \mathbb{R}^{N}(N \geq 3)$ be a bounded $C^{2}$ domain, $\delta(x)=\operatorname{dist}(x, \partial \Omega)$ and $g \in C(\mathbb{R})$. Put $L_{\mu}:=$ $\Delta+\frac{\mu}{\delta^{2}}$. In the present paper we study semilinear problems with Hardy potential of the form

$$
\begin{equation*}
-L_{\mu} u=g(u)+\tau \quad \text { in } \Omega \tag{1.1}
\end{equation*}
$$

where $\mu>0, \tau$ is a Radon measure on $\Omega$.
The boundary value problem with measures for (1.1) without Hardy potential and with power absorption nonlinearity, i.e. $\mu=0, \tau=0, g(u)=-|u|^{p-1} u, p>1$, was well understood in the literature, starting with a work by Gmira and Véron [10]. It was proved that there is the critical exponent $p^{*}:=\frac{N+1}{N-1}$ in the sense that if $p \in\left(1, p^{*}\right)$ then there is a unique weak solution for every finite measure $v$ on $\Omega$, while if $p \in\left[p^{*}, \infty\right)$ there exists no solution with a boundary isolated singularity. Marcus and Véron [15,16] studied this problem by introducing a notion of boundary trace, providing a complete description of isolated singularities in the subcritical case, i.e. $1<p<p^{*}$, and giving a removability result in the supercritical case, i.e. $p \geq p^{*}$.

The solvability for boundary value problem for (1.1) without Hardy potential and with power source term, namely $\mu=0, \tau=0, g(u)=u^{p}, p>1$, was studied by Bidaut-Véron and Vivier [4] in connection with sharp estimates of the Green operator and the Poisson operator associated to $(-\Delta)$ in $\Omega$. They proved that, in the subcritical case $1<p<p^{*}$, the problem admits a solution if and only if the total mass of the boundary datum $v$ is sufficiently small. Afterwards, Bidaut-Véron and Yarur [6] reconsidered this type of problem in a more general setting and provided a necessary and sufficient condition for the existence of solutions. Recently, Bidaut-Véron
et al. [5] provided new criteria for the existence of solutions with $p>1$ in terms of the capacity associated to the Besov spaces.

Let $\phi \geq 0$ in $\Omega$ and $p \geq 1$, we denote by $L^{p}(\Omega ; \phi)$ the space of all function $v$ on $\Omega$ satisfying $\int_{\Omega}|v|^{p} \phi d x<\infty$. We denote by $\mathfrak{M}(\Omega ; \phi)$ the space of Radon measures $\tau$ on $\Omega$ satisfying $\int_{\Omega} \phi d|\tau|<\infty$ and by $\mathfrak{M}^{+}(\Omega ; \phi)$ the nonnegative cone of $\mathfrak{M}(\Omega ; \phi)$. When $\phi \equiv 1$, we use the notations $\mathfrak{M}(\Omega)$ and $\mathfrak{M}^{+}(\Omega)$. We also denote by $\mathfrak{M}(\partial \Omega)$ the space of finite measures on $\partial \Omega$ and by $\mathfrak{M}^{+}(\partial \Omega)$ the nonnegative cone of $\mathfrak{M}(\partial \Omega)$.

Let $G_{\mu}$ and $K_{\mu}$ be the Green kernel and Martin kernel of $-L_{\mu}$ in $\Omega, \mathbb{G}_{\mu}$ and $\mathbb{K}_{\mu}$ be the corresponding Green operator and Martin operator (see [14,9] for more details). Let $C_{H}$ be Hardy constant, namely

$$
\begin{equation*}
C_{H}:=\inf _{v \in H_{0}^{1}(\Omega) \backslash\{0\}} \frac{\int_{\Omega}|\nabla v|^{2} d x}{\int_{\Omega}(v / \delta)^{2} d x} \tag{1.2}
\end{equation*}
$$

then it is well known that $0<C_{H} \leq \frac{1}{4}$ and if $\Omega$ is convex then $C_{H}=\frac{1}{4}$ (see for example [12]). Moreover the infimum is achieved if and only if $C_{H}<\frac{1}{4}$. When $-\Delta \delta \geq 0$ in $\Omega$ in the sense of distributions, the first eigenvalue $\lambda_{\mu}$ of $L_{\mu}$ in $\Omega$ is positive, i.e.

$$
\begin{equation*}
\lambda_{\mu}:=\inf _{\varphi \in H_{0}^{1}(\Omega) \backslash\{0\}} \frac{\int_{\Omega}\left(|\nabla \varphi|^{2}-\frac{\mu}{\delta^{2}} \varphi^{2}\right) d x}{\int_{\Omega} \varphi^{2} d x}>0 . \tag{1.3}
\end{equation*}
$$

For $\mu \in\left(0, \frac{1}{4}\right]$, denote by $\alpha$ the following fundamental exponent

$$
\begin{equation*}
\alpha:=\frac{1}{2}(1+\sqrt{1-4 \mu}) . \tag{1.4}
\end{equation*}
$$

Notice that $\frac{1}{2}<\alpha<1$. The eigenfunction $\varphi_{\mu}$ associated to $\lambda_{\mu}$ with the normalization $\int_{\Omega}\left(\varphi_{\mu} / \delta\right)^{2} d x=1$ satisfies $c^{-1} \delta^{\alpha} \leq \varphi_{\mu} \leq c \delta^{\alpha}$ for some constant $c>0$ (see [7]).

In relation to Hardy constant, Bandle et al. [3] classified large solutions of the linear equation

$$
\begin{equation*}
-L_{\mu} u=0 \quad \text { in } \Omega, \tag{1.5}
\end{equation*}
$$

and of the associated nonlinear equation with power absorption

$$
\begin{equation*}
-L_{\mu} u+u^{p}=0 \quad \text { in } \Omega \tag{1.6}
\end{equation*}
$$

In [14], Marcus and P.-T. Nguyen studied boundary value problem for (1.5) and (1.6) with $\mu \in$ $\left(0, C_{H}\right)$ in measure framework by introducing a notion of normalized boundary trace which is defined as follows:

Definition 1.1. A function $u \in L_{l o c}^{1}(\Omega)$ possesses a normalized boundary trace if there exists a measure $v \in \mathfrak{M}(\partial \Omega)$ such that

$$
\begin{equation*}
\lim _{\beta \rightarrow 0} \beta^{\alpha-1} \int_{\{x \in \Omega: \delta(x)=\beta\}}\left|u-\mathbb{K}_{\mu}[\nu]\right| d S=0 \tag{1.7}
\end{equation*}
$$

The normalized boundary trace is denoted by $\operatorname{tr}^{*}(u)$.

The restriction $\mu \in\left(0, C_{H}\right)$ in [14] is due to the fact that in this case $L_{\mu}$ is weakly coercive in $H_{0}^{1}(\Omega)$ and consequently by a result of Ancona [2, Remark p. 523] there is a $(1-1)$ correspondence between $\mathfrak{M}^{+}(\partial \Omega)$ and the class of positive $L_{\mu}$ harmonic functions, namely any positive $L_{\mu}$ harmonic function $u$ can be written in a unique way under the form $u=\mathbb{K}_{\mu}[\nu]$ for some $\nu \in \mathfrak{M}^{+}(\partial \Omega)$.

The notion of normalized boundary trace was proved [14] to be an appropriate generalization of the classical boundary trace to the setting of Hardy potentials, giving a characterization of moderate solutions of (1.6). In addition, it was showed in [14] that there exists the critical exponent

$$
\begin{equation*}
p_{\mu}:=\frac{N+\alpha}{N+\alpha-2} \tag{1.8}
\end{equation*}
$$

such that if $p \in\left(1, p_{\mu}\right)$ then there exists a unique solution of (1.6) with $\operatorname{tr}^{*}(u)=v$ for every finite measure $v$ on $\partial \Omega$, while if $p \geq p_{\mu}$ there is no solution of (1.6) with an isolated boundary singularity. Marcus and Moroz [13] then extended the notion of normalized boundary trace to the case $\mu<\frac{1}{4}$ and employed it to investigate (1.6). When $\mu=\frac{1}{4}, L_{\mu}$ is no longer weakly coercive and hence Ancona's result cannot be applied. However, Gkikas and Véron [9] observed that if the first eigenvalue of $-L_{\frac{1}{4}}$ is positive then the kernel $K_{\frac{1}{4}}(\cdot, y)$ with pole at $y \in \partial \Omega$ is unique up to a multiplication and any positive $L_{\frac{1}{4}}$ harmonic function $u$ admits such a representation. Based on that observation, they considered the boundary value problem with measures for (1.6), fully classifying isolated singularities in the subcritical case $p \in\left(1, p_{\mu}\right)$ and providing removability result in the supercritical case $p \geq p_{\mu}$. A main ingredient in [9] is the notion of boundary trace which is defined in a dynamic way and is recalled below.

Let $D \Subset \Omega$ and $x_{0} \in D$. If $h \in C(\partial D)$ then the following problem

$$
\left\{\begin{align*}
-L_{\mu} u=0 & \text { in } D,  \tag{1.9}\\
u=h & \text { on } \partial D,
\end{align*}\right.
$$

admits a unique solution which allows to define the $L_{\mu}$-harmonic measure $\omega_{D}^{x_{0}}$ on $\partial D$ by

$$
\begin{equation*}
u\left(x_{0}\right)=\int_{\partial D} h(y) d \omega_{D}^{x_{0}}(y) \tag{1.10}
\end{equation*}
$$

A sequence of domains $\left\{\Omega_{n}\right\}$ is called a smooth exhaustion of $\Omega$ if $\partial \Omega_{n} \in C^{2}, \overline{\Omega_{n}} \subset \Omega_{n+1}$, $\cup_{n} \Omega_{n}=\Omega$ and $\mathcal{H}^{N-1}\left(\partial \Omega_{n}\right) \rightarrow \mathcal{H}^{N-1}(\partial \Omega)$. For each $n$, let $\omega_{\Omega_{n}}^{x_{0}}$ be the $L_{\mu}^{\Omega_{n}}$-harmonic measure on $\partial \Omega_{n}$.

Definition 1.2. A function $u$ possesses a boundary trace if there exists a measure $v \in \mathfrak{M}(\partial \Omega)$ such that for any smooth exhaustion $\left\{\Omega_{n}\right\}$ of $\Omega$,

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \int_{\partial \Omega_{n}} \zeta u d \omega_{\Omega_{n}}^{x_{0}}=\int_{\partial \Omega} \zeta d v \quad \forall \zeta \in C(\bar{\Omega}) \tag{1.11}
\end{equation*}
$$

The boundary trace of $u$ is denoted by $\operatorname{tr}(u)$.

It is worthy mentioning that in Definition 1.2, $\mu$ is allowed to belong to the range $\left(0, \frac{1}{4}\right]$ provided $\lambda_{\mu}>0$.

In parallel, semilinear equations with Hardy potential and source term

$$
\begin{equation*}
-L_{\mu} u=u^{p} \quad \text { in } \Omega \tag{1.12}
\end{equation*}
$$

were treated by Bidaut-Véron et al. [5] and by P.-T. Nguyen [18] and a fairly complete description of the profile of solutions to (1.12) was obtained in subcritical case $p<p_{\mu}$ (see [18]) and in supercritical case $p \geq p_{\mu}$ (see [5]).

Our first contribution is to show that the notion of normalized boundary trace given in Definition 1.1 is equivalent to that in Definition 1.2 by examining $\operatorname{tr}\left(\mathbb{G}_{\mu}^{\Omega}[\tau]\right)=\operatorname{tr}^{*}\left(\mathbb{G}_{\mu}^{\Omega}[\tau]\right)$ and $\operatorname{tr}\left(\mathbb{K}_{\mu}^{\Omega}[\nu]\right)=\operatorname{tr}^{*}\left(\mathbb{K}_{\mu}^{\Omega}[\nu]\right)$. This enables to establish important results for the boundary value problem for linear equations (see Proposition 2.13) which in turn forms a basic to study the boundary value problem for

$$
\left\{\begin{align*}
-L_{\mu} u & =g(u)+\tau \quad \text { in } \Omega  \tag{1.13}\\
\operatorname{tr}(u) & =v
\end{align*}\right.
$$

When dealing with (1.13), one encounters the following difficulties. The first one is due to the presence of the Hardy potential in the linear part of the equations. More precisely, since the singularity of the potential at the boundary is too strong, some important tools such as Hopf's lemma, the classical notion of boundary trace, are invalid, and therefore the system cannot be handled via classical elliptic PDEs methods. The second one comes from the interplay between the nonlinearity, the Hardy potential and measure data. The interaction between the difficulties generates an intricate dynamics both in $\Omega$ and near $\partial \Omega$ and leads to disclose new type of results.

Convention. Throughout the paper, unless otherwise stated, we assume that $\mu \in\left(0, \frac{1}{4}\right]$ and the first eigenvalue $\lambda_{\mu}$ of $-L_{\mu}$ in $\Omega$ is positive. We emphasize that if $\mu \in\left(0, C_{H}\right)$ then $\lambda_{\mu}>0$.

Definition 1.3. (i) The space of test functions is defined as

$$
\begin{equation*}
\mathbf{X}_{\mu}(\Omega):=\left\{\zeta \in H_{l o c}^{1}(\Omega): \delta^{-\alpha} \zeta \in H^{1}\left(\Omega, \delta^{2 \alpha}\right), \delta^{-\alpha} L_{\mu} \zeta \in L^{\infty}(\Omega)\right\} \tag{1.14}
\end{equation*}
$$

(ii) Let $(\tau, \nu) \in \mathfrak{M}\left(\Omega, \delta^{\alpha}\right) \times \mathfrak{M}(\partial \Omega)$. We say that $u$ is a weak solution of (1.13) if $u \in L^{1}\left(\Omega ; \delta^{\alpha}\right)$, $g(u) \in L^{1}\left(\Omega ; \delta^{\alpha}\right)$ and

$$
\begin{equation*}
-\int_{\Omega} u L_{\mu} \zeta d x=\int_{\Omega} g(u) \zeta d x+\int_{\Omega} \zeta d \tau-\int_{\Omega} \mathbb{K}_{\mu}[\nu] L_{\mu} \zeta d x \quad \forall \zeta \in \mathbf{X}_{\mu}(\Omega) \tag{1.15}
\end{equation*}
$$

Main properties of solutions of (1.13) are established in the following proposition.
Proposition A. Let $\tau \in \mathfrak{M}\left(\Omega ; \delta^{\alpha}\right)$ and $v \in \mathfrak{M}(\partial \Omega)$. The following statements are equivalent.
(i) $u$ is a weak solution of (1.13).
(ii) $g(u) \in L^{1}\left(\Omega ; \delta^{\alpha}\right)$ and

$$
\begin{equation*}
u=\mathbb{G}_{\mu}[g(u)]+\mathbb{G}_{\mu}[\tau]+\mathbb{K}_{\mu}[\nu] . \tag{1.16}
\end{equation*}
$$

(iii) $u \in L_{l o c}^{1}(\Omega), g(u) \in L_{l o c}^{1}(\Omega), u$ is a distributional solution of (1.1) and $\operatorname{tr}(u)=v$.

This allows to establish necessary and sufficient conditions for the existence of a weak solution of

$$
\left\{\begin{align*}
-L_{\mu} u & =u^{p}+\sigma \tau \quad \text { in } \Omega  \tag{1.17}\\
\operatorname{tr}(u) & =\varrho v .
\end{align*}\right.
$$

Theorem B. Let $\tau \in \mathfrak{M}^{+}\left(\Omega ; \delta^{\alpha}\right)$, $v \in \mathfrak{M}^{+}(\partial \Omega)$ and $p>0$.
(i) Assume $0<p<p_{\mu}$. Then there exists a constant $C>0$ such that

$$
\begin{equation*}
\mathbb{G}_{\mu}\left[\mathbb{K}_{\mu}[\nu]^{p}\right] \leq C \mathbb{K}_{\mu}[\nu] \quad \text { a.e. in } \Omega . \tag{1.18}
\end{equation*}
$$

(ii) Assume $0<p<p_{\mu}$. Then there exists a constant $C>0$ such that

$$
\begin{equation*}
\mathbb{G}_{\mu}\left[\mathbb{G}_{\mu}[\tau]^{p}\right] \leq C \mathbb{G}_{\mu}[\tau] \quad \text { a.e. in } \Omega . \tag{1.19}
\end{equation*}
$$

(iii) If (1.18) and (1.19) hold then problem (1.17) admits a weak solution u satisfying

$$
\begin{equation*}
\mathbb{G}_{\mu}[\sigma \tau]+\mathbb{K}_{\mu}[\varrho \nu] \leq u \leq C\left(\mathbb{G}_{\mu}[\sigma \tau]+\mathbb{K}_{\mu}[\varrho \nu]\right) \text { a.e. in } \Omega \tag{1.20}
\end{equation*}
$$

for $\sigma>0$ and $\varrho>0$ small enough if $p>1$, for any $\sigma>0$ and $\varrho>0$ if $0<p<1$.
(iv) If $p>1$ and (1.17) admits a weak solution then (1.18) and (1.19) hold with constant $C=\frac{1}{p-1}$.
(v) Assume $0<p<p_{\mu}$. Then there exists a constant $C>0$ such that for any weak solution $u$ of (1.17) there holds

$$
\begin{equation*}
\mathbb{G}_{\mu}[\sigma \tau]+\mathbb{K}_{\mu}[\varrho \nu] \leq u \leq C\left(\mathbb{G}_{\mu}[\sigma \tau]+\mathbb{K}_{\mu}[\varrho \nu]+\delta^{\alpha}\right) \text { a.e. in } \Omega \text {. } \tag{1.21}
\end{equation*}
$$

In order to study (1.17) in the supercritical case, i.e. $p \geq p_{\mu}$, we make use of the capacities introduced in [5] which is recalled below. For $0 \leq \theta \leq \beta<N$, set

$$
\begin{gather*}
N_{\theta, \beta}(x, y):=\frac{1}{|x-y|^{N-\beta} \max \{|x-y|, \delta(x), \delta(y)\}^{\theta}} \quad \forall(x, y) \in \bar{\Omega} \times \bar{\Omega}, x \neq y,  \tag{1.22}\\
\mathbb{N}_{\theta, \beta}[\tau](x):=\int_{\bar{\Omega}} N_{\theta, \beta}(x, y) d \tau \quad \forall \tau \in \mathfrak{M}^{+}(\bar{\Omega}) . \tag{1.23}
\end{gather*}
$$

For $a>-1,0 \leq \theta \leq \beta<N$ and $s>1$, define $\operatorname{Cap}_{\mathbb{N}_{\theta, \beta}, s}^{a}$ by

$$
\begin{equation*}
\operatorname{Cap}_{\mathbb{N}_{\theta, \beta}, s}^{a}(E):=\inf \left\{\int_{\bar{\Omega}} \delta^{a} \phi^{s} d x: \phi \geq 0, \quad \mathbb{N}_{\theta, \beta}\left[\delta^{a} \phi\right] \geq \chi_{E}\right\}, \tag{1.24}
\end{equation*}
$$

for any Borel set $E \subset \bar{\Omega}$. For $\theta \in(0, N-1)$ and $s>0$, let $\mathrm{Cap}_{\theta, s}^{\partial \Omega}$ be the capacity defined in [5, Definition 1.1]. Notice that if $\theta s>N-1$ then $\operatorname{Cap}_{\theta, s}^{\partial \Omega}(\{z\})>0$ for every $z \in \partial \Omega$.

Theorem C. Let $\tau \in \mathfrak{M}^{+}\left(\Omega ; \delta^{\alpha}\right)$ and $v \in \mathfrak{M}^{+}(\partial \Omega)$. Assume $p>1$. Then the following statements are equivalent.
(i) There exists $C>0$ such that the following inequalities hold

$$
\begin{gather*}
\int_{E} \delta^{\alpha} d \tau \leq \operatorname{CCap}_{\mathbb{N}_{2 \alpha, 2}, p^{\prime}}^{(p+1) \alpha}(E) \quad \forall \text { Borel } E \subset \bar{\Omega},  \tag{1.25}\\
\nu(F) \leq \operatorname{CCap}_{1-\alpha+\frac{\alpha+1}{p}, p^{\prime}}^{\partial \Omega}(F) \quad \forall \text { Borel } F \subset \partial \Omega \tag{1.26}
\end{gather*}
$$

(ii) There exists a positive constant $C$ such that (1.18) and (1.19) hold.
(iii) Problem (1.17) has a positive weak solution for $\sigma>0$ and $\varrho>0$ small enough.

Remark. When $\tau=0$, Theorem $C$ covers Theorem $B$ (i), (iii) due to the fact that $\operatorname{Cap}_{1-\alpha+\frac{\alpha+1}{p}, p^{\prime}}^{\partial \Omega}(\{z\})>c>0$ for every $z \in \partial \Omega$ if $1<p<p_{\mu}$. Also if $1<p<p_{\mu}$ then (see Lemma 3.10)

$$
\inf _{\xi \in \Omega} \operatorname{Cap}_{\mathbb{N}_{2 \alpha, 2}, p^{\prime}}^{(p+1) \alpha}(\{\xi\})>0
$$

which implies the statements (ii) and (iii) in Theorem B.
The next goal of the present paper is the study of weak solutions of semilinear elliptic system involving Hardy potential

$$
\left\{\begin{align*}
&-L_{\mu} u=g(v)+\tau \quad \text { in } \Omega,  \tag{1.27}\\
&-L_{\mu} v=\tilde{g}(u)+\tilde{\tau} \quad \text { in } \Omega, \\
& \operatorname{tr}(u)=v, \quad \operatorname{tr}(v)=\tilde{v}
\end{align*}\right.
$$

where $\tau, \tilde{\tau} \in \mathfrak{M}\left(\Omega ; \delta^{\alpha}\right), \nu, \tilde{v} \in \mathfrak{M}(\partial \Omega), g, \tilde{g} \in C(\mathbb{R})$.
Definition 1.4. A pair $(u, v)$ is called a weak solution of (1.27) if $u \in L^{1}\left(\Omega ; \delta^{\alpha}\right), v \in L^{1}\left(\Omega ; \delta^{\alpha}\right)$, $\tilde{g}(u) \in L^{1}\left(\Omega ; \delta^{\alpha}\right), g(v) \in L^{1}\left(\Omega ; \delta^{\alpha}\right)$ and

$$
\begin{align*}
& -\int_{\Omega} u L_{\mu} \zeta d x=\int_{\Omega} g(v) \zeta d x+\int_{\Omega} \zeta d \tau-\int_{\Omega} \mathbb{K}_{\mu}[\nu] L_{\mu} \zeta d x \\
& -\int_{\Omega} v L_{\mu} \zeta d x=\int_{\Omega} \tilde{g}(u) \zeta d x+\int_{\Omega} \zeta d \tilde{\tau}-\int_{\Omega} \mathbb{K}_{\mu}[\tilde{v}] L_{\mu} \zeta d x \quad \forall \zeta \in \mathbf{X}_{\mu}(\Omega) \tag{1.28}
\end{align*}
$$

A counterpart of Proposition A in the case of systems is the following:
Proposition D. Let $\tau, \tilde{\tau} \in \mathfrak{M}\left(\Omega ; \delta^{\alpha}\right)$ and $v, \tilde{v} \in \mathfrak{M}(\partial \Omega)$. Then the following statements are equivalent.
(i) $(u, v)$ is a weak solution of (1.27).
(ii) $\tilde{g}(u) \in L^{1}\left(\Omega ; \delta^{\alpha}\right), g(v) \in L^{1}\left(\Omega ; \delta^{\alpha}\right)$ and

$$
\begin{equation*}
u=\mathbb{G}_{\mu}[g(v)]+\mathbb{G}_{\mu}[\tau]+\mathbb{K}_{\mu}[\nu], \quad v=\mathbb{G}_{\mu}[\tilde{g}(u)]+\mathbb{G}_{\mu}[\tilde{\tau}]+\mathbb{K}_{\mu}[\tilde{\nu}] . \tag{1.29}
\end{equation*}
$$

(iii) $(u, v) \in\left(L_{l o c}^{1}(\Omega)\right)^{2},(g(v), \tilde{g}(u)) \in\left(L_{l o c}^{1}(\Omega)\right)^{2},(u, v)$ is a solution of

$$
\left\{\begin{array}{lll}
-L_{\mu} u=g(v)+\tau & & \text { in } \Omega,  \tag{1.30}\\
-L_{\mu} v=\tilde{g}(u)+\tilde{\tau} & & \text { in } \Omega,
\end{array}\right.
$$

in the sense of distributions and $\operatorname{tr}(u)=v$ and $\operatorname{tr}(v)=\tilde{v}$.
Elliptic systems arise in biological applications (e.g. population dynamics) or physical applications (e.g. models of nuclear reactor) and have been drawn a lot of attention (see [8,19] and references therein). A typical case is Lane-Emden system, i.e. system (1.27) with $\mu=0$, $g(v)=v^{p}, \tilde{g}(u)=u^{\tilde{p}}$. Bidaut-Véron and Yarur [6] proved various existence results for LaneEmden system under conditions involving the following exponents

$$
\begin{equation*}
q:=\tilde{p} \frac{p+1}{\tilde{p}+1}, \quad \tilde{q}:=p \frac{\tilde{p}+1}{p+1} . \tag{1.31}
\end{equation*}
$$

We first treat the system

$$
\left\{\begin{array}{l}
-L_{\mu} u=v^{p}+\sigma \tau \quad \text { in } \Omega,  \tag{1.32}\\
-L_{\mu} v=\tilde{u}^{\tilde{p}}+\tilde{\sigma} \tilde{\tau} \quad \text { in } \Omega, \\
\operatorname{tr}(u)=\varrho v, \quad \operatorname{tr}(v)=\tilde{\varrho} \tilde{v},
\end{array}\right.
$$

where $p>0, \tilde{p}>0, \tau, \tilde{\tau} \in \mathfrak{M}\left(\Omega ; \delta^{\alpha}\right)$ and $\nu, \tilde{v} \in \mathfrak{M}(\partial \Omega)$.
The next theorem provides a sufficient condition for the existence of solutions of (1.32).
Theorem E. Let $p>0, \tilde{p}>0, \tau, \tilde{\tau} \in \mathfrak{M}^{+}\left(\Omega ; \delta^{\alpha}\right)$ and $v, \tilde{v} \in \mathfrak{M}^{+}(\partial \Omega)$. Assume $p \tilde{p} \neq 1, q<p_{\mu}$, $\mathbb{G}_{\mu}[\tau]+\mathbb{K}_{\mu}[\nu+\tilde{v}] \in L^{\tilde{p}}\left(\Omega, \delta^{\alpha}\right)$. Then system (1.32) admits a weak solution ( $u, v$ ) for $\sigma>0$ and $\tilde{\sigma}>0$ small if $p \tilde{p}>1$, for any $\sigma>0$ and $\tilde{\sigma}>0$ if $p \tilde{p}<1$. Moreover

$$
\begin{gather*}
v \approx \mathbb{G}_{\mu}[\omega]+\mathbb{K}_{\mu}[\tilde{v}],  \tag{1.33}\\
u \approx \mathbb{G}_{\mu}\left[\left(\mathbb{G}_{\mu}[\omega]+\mathbb{K}_{\mu}[\tilde{v}]\right)^{p}\right]+\mathbb{G}_{\mu}[\tau]+\mathbb{K}_{\mu}[\nu] \tag{1.34}
\end{gather*}
$$

where the similarity constants depend on $N, p, \tilde{p}, \mu, \Omega, \sigma, \tilde{\sigma}, \tau, \tilde{\tau}$ and

$$
\omega:=\mathbb{G}_{\mu}\left[\tau+\mathbb{K}_{\mu}[\tilde{v}]^{p}\right]^{\tilde{p}}+\mathbb{K}_{\mu}[\nu]^{\tilde{p}}+\tilde{\tau} .
$$

A new criterion for the existence of (1.32), expressed in terms of the capacities $\mathrm{Cap}_{\mathbb{N}_{\theta, \beta}, s}^{a}$ and $\operatorname{Cap}_{\theta, s}^{\partial \Omega}$, is stated in the following result.

Theorem F. Let $p>1, \tilde{p}>1, \tau, \tilde{\tau} \in \mathfrak{M}^{+}\left(\Omega ; \delta^{\alpha}\right)$ and $v, \tilde{v} \in \mathfrak{M}^{+}(\partial \Omega)$. Assume there exists $C>0$ such that

$$
\begin{align*}
& \max \left\{\int_{E} \delta^{\alpha} d \tau, \int_{E} \delta^{\alpha} d \tilde{\tau}\right\} \leq C \min \left\{\operatorname{Cap}_{\mathbb{N}_{2 \alpha, 2}, p^{\prime}}^{(p+1) \alpha}(E), \operatorname{Cap}_{\mathbb{N}_{2 \alpha, 2}, \tilde{p}^{\prime}}^{(\tilde{\tilde{p}+1) \alpha}(E)\}, \forall E \subset \bar{\Omega},}\right.  \tag{1.35}\\
& \max \{\nu(F), \tilde{v}(F)\} \leq C \min \left\{\operatorname{Cap}_{1-\alpha+\frac{1+\alpha}{p}, p^{\prime}}^{\partial \Omega}(F), \operatorname{Cap}_{1-\alpha+\frac{1+\alpha}{\bar{p}}, \tilde{p}^{\prime}}^{\partial \Omega}(F)\right\}, \forall F \subset \partial \Omega \tag{1.36}
\end{align*}
$$

Then (1.32) admits a weak solution $(u, v)$ for $\sigma>0, \tilde{\sigma}>0, \varrho>0, \tilde{\varrho}>0$ small enough. There exists $C>0$ such that

$$
\begin{align*}
& \mathbb{G}_{\mu}[\sigma \tau]+\mathbb{K}_{\mu}[\varrho \nu] \leq u \leq C\left(\mathbb{G}_{\mu}[\sigma \tau+\tilde{\sigma} \tilde{\tau}]+\mathbb{K}_{\mu}[\varrho \nu+\tilde{\varrho} \tilde{v}]\right),  \tag{1.37}\\
& \mathbb{G}_{\mu}[\tilde{\sigma} \tilde{\tau}]+\mathbb{K}_{\mu}[\tilde{\varrho} \tilde{v}] \leq v \leq C\left(\mathbb{G}_{\mu}[\sigma \tau+\tilde{\sigma} \tilde{\tau}]+\mathbb{K}_{\mu}[\varrho v+\tilde{\varrho} \tilde{v}]\right) .
\end{align*}
$$

Finally, we deal with elliptic systems with more general nonlinearities

$$
\begin{cases}-L_{\mu} u=\epsilon g(v)+\sigma \tau & \text { in } \Omega  \tag{1.38}\\ -L_{\mu} v=\epsilon \tilde{g}(u)+\tilde{\sigma} \tilde{\tau} & \text { in } \Omega, \\ \operatorname{tr}(u)=\varrho v, \quad \operatorname{tr}(v)=\tilde{\varrho} \tilde{v} & \text { on } \partial \Omega\end{cases}
$$

where $g$ and $\tilde{g}$ are nondecreasing, continuous functions in $\mathbb{R}, \epsilon= \pm 1, \sigma>0, \tilde{\sigma}>0, \varrho>0$, $\tilde{\varrho}>0$.

We shall treat successively the cases $\epsilon=-1$ and $\epsilon=1$. For any function $f$, define

$$
\begin{equation*}
\Lambda_{f}:=\int_{1}^{\infty} s^{-1-p_{\mu}}|f(s)-f(-s)| d s \tag{1.39}
\end{equation*}
$$

with $p_{\mu}$ defined in (1.8).

Theorem G. Let $\epsilon=-1$ and $\sigma, \tilde{\sigma}, \varrho, \tilde{\varrho}$ be positive numbers, $\tau, \tilde{\tau} \in \mathfrak{M}\left(\Omega ; \delta^{\alpha}\right)$ and $v, \tilde{v} \in$ $\mathfrak{M}(\partial \Omega)$. Assume that $\Lambda_{g}+\Lambda_{\tilde{g}}<\infty$ and $g(s)=\tilde{g}(s)=0$ for any $s \leq 0$. Then system (1.38) admits a weak solution $(u, v)$.

When $\epsilon=1$, different phenomenon occurs, which is reflected in the following result.
Theorem H. Let $\epsilon=1, \tau, \tilde{\tau} \in \mathfrak{M}\left(\Omega ; \delta^{\alpha}\right)$ and $v, \tilde{v} \in \mathfrak{M}(\partial \Omega)$.
I. SUbCRITICALITY. Assume that $\Lambda_{g}+\Lambda_{\tilde{g}}<\infty$. In addition, assume that there exist $q_{1}>1$, $a_{1}>0, b_{1}>0$ such that

$$
\begin{align*}
& |g(s)| \leq a_{1}|s|^{q_{1}}+b_{1} \quad \forall s \in[-1,1]  \tag{1.40}\\
& |\tilde{g}(s)| \leq a_{1}|s|^{q_{1}}+b_{1} \quad \forall s \in[-1,1] . \tag{1.41}
\end{align*}
$$

Then (1.38) admits a weak solution for $b_{1}, \sigma, \tilde{\sigma}, \varrho, \tilde{\varrho}$ small enough.
II. Sublinearity. Assume that there exist $q_{1}>1, q_{2} \in(0,1], a_{2}>0$ and $b_{2}>0$ such that $\mathbb{K}_{\mu}[|\tilde{v}|]+\mathbb{G}_{\mu}[|\tilde{\tau}|] \in L^{q_{1}}\left(\Omega ; \delta^{\alpha-1}\right)$ and

$$
\begin{array}{ll}
|g(s)| \leq a_{2}|s|^{q_{1}}+b_{2} & \forall s \in \mathbb{R}, \\
|\tilde{g}(s)| \leq a_{2}|s|^{q_{2}}+b_{2} & \forall s \in \mathbb{R} . \tag{1.43}
\end{array}
$$

(a) If $q_{1} q_{2}=1$ and $a_{2}>0$ is small then (1.38) admits a weak solution for any $\sigma>0, \tilde{\sigma}>0$, $\varrho>0, \tilde{\varrho}>0$.
(b) If $q_{1} q_{2}<1$ then (1.38) admits a weak solution for any $\sigma>0, \tilde{\sigma}>0, \varrho>0, \tilde{\varrho}>0$.
iII. Subcriticality and sublinearity. Assume that $\Lambda_{g}<\infty$. In addition, assume that there exist $a_{1}>0, a_{2}>0, b_{1}>0, b_{2}>0, q_{1} \in\left(1, p_{\mu}\right), q_{2} \in(0,1]$, such that (1.40) and (1.43) hold.
(a) If $q_{1} q_{2}>1$ then (1.38) admits a weak solution for $b_{1}, b_{2}, \sigma, \tilde{\sigma}, \varrho, \varrho(\tilde{Q}$ small enough.
(b) If $q_{2} p_{\mu}=1$ and $a_{2}$ is mall enough then (1.38) admits a weak solution for any $\sigma>0$, $\tilde{\sigma}>0, \varrho>0, \tilde{\varrho}>0$.
(c) If $q_{2} p_{\mu}<1$ then (1.38) admits a weak solution for every for any $\sigma>0, \tilde{\sigma}>0, \varrho>0$, $\tilde{\varrho}>0$.

Remark about elliptic equations and systems with weights. We emphasize that Theorems B and C can be extended to the case of equations with weights of the form

$$
\begin{equation*}
-L_{\mu} u=\delta^{\gamma} u^{p}+\sigma \tau \quad \text { in } \Omega, \tag{1.44}
\end{equation*}
$$

and Theorems E-H can be extended to the case of systems with weights of the form

$$
\begin{cases}-L_{\mu} u=\epsilon \delta^{\gamma} g(v)+\sigma \tau & \text { in } \Omega,  \tag{1.45}\\ -L_{\mu} v=\epsilon \delta^{\tilde{\gamma}} \tilde{g}(u)+\tilde{\sigma} \tilde{\tau} & \text { in } \Omega,\end{cases}
$$

by using similar arguments. However, in order to avoid the complication of the proofs, we state and prove the results without weights.

The paper is organized as follows. In Section 2 we investigate properties of the boundary trace defined in Definition 1.2 and prove Propositions A and D. Theorems B and C are proved in Section 3 due to estimates on Green kernel, Martin kernel and the capacities $\operatorname{Cap}_{\mathbb{N}_{2 \alpha, 2}, p^{\prime}}^{(p+1) \alpha}$ and $\mathrm{Cap}_{1-\alpha+\frac{\alpha+1}{p}, p^{\prime}}^{\partial \Omega}$. In Section 4 sufficient conditions for the existence of weak solutions to elliptic systems with power source terms (1.32) (Theorems E and F) are obtained by combining the method in [6] and the capacity approach. Finally, in Section 5, we establish existence results for elliptic systems with more general nonlinearities (Theorems G and H) due to Schauder fixed point theorem.

Notations. Throughout this paper, $C, c, c^{\prime}, \ldots$ denotes positive constants which may vary from one appearance to another. The notation $A \approx B$ means $c^{-1} B \leq A \leq c B$ for some constant $c>1$ depending on some structural constant.
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## 2. Preliminaries

### 2.1. Green kernel and Martin kernel

Denote by $L_{w}^{p}(\Omega ; \tau), 1 \leq p<\infty, \tau \in \mathfrak{M}^{+}(\Omega)$, the weak $L^{p}$ space (or Marcinkiewicz space) (see [17]). When $\tau=\delta^{s} d x$, for simplicity, we use the notation $L_{w}^{p}\left(\Omega ; \delta^{s}\right)$. Notice that, for every $s>-1$,

$$
\begin{equation*}
L_{w}^{p}\left(\Omega ; \delta^{s}\right) \subset L^{r}\left(\Omega ; \delta^{s}\right) \quad \forall r \in[1, p) \tag{2.1}
\end{equation*}
$$

Moreover for any $u \in L_{w}^{p}\left(\Omega ; \delta^{s}\right)(s>-1)$,

$$
\begin{equation*}
\int_{\{|u| \geq \lambda\}} \delta^{s} d x \leq \lambda^{-p}\|u\|_{L_{w}^{p}\left(\Omega ; \delta^{s}\right)}^{p} \quad \forall \lambda>0 \tag{2.2}
\end{equation*}
$$

Let $G_{\mu}^{\Omega}$ and $K_{\mu}^{\Omega}$ be respectively the Green kernel and Martin kernel of $-L_{\mu}$ in $\Omega$ (see [14,9]) for more details). We recall that

$$
\begin{align*}
& G_{\mu}^{\Omega}(x, y) \approx \min \left\{|x-y|^{2-N}, \delta(x)^{\alpha} \delta(y)^{\alpha}|x-y|^{2-N-2 \alpha}\right\} \quad \forall x, y \in \Omega, x \neq y,  \tag{2.3}\\
& K_{\mu}^{\Omega}(x, y) \approx \delta(x)^{\alpha}|x-y|^{2-N-2 \alpha} \quad \forall x \in \Omega, y \in \partial \Omega . \tag{2.4}
\end{align*}
$$

Finally, we denote by $\mathbb{G}_{\mu}$ and $\mathbb{K}_{\mu}$ be the corresponding Green operator and Martin operator (see [14,9]), namely

$$
\begin{align*}
& \mathbb{G}_{\mu}[\tau](x)=\int_{\Omega} G_{\mu}(x, y) d \tau(y), \forall \tau \in \mathfrak{M}(\Omega)  \tag{2.5}\\
& \mathbb{K}_{\mu}[\nu](x)=\int_{\partial \Omega} K_{\mu}(x, z) d \nu(z), \quad \forall v \in \mathfrak{M}(\partial \Omega) . \tag{2.6}
\end{align*}
$$

Let us recall a result from [4] which will be useful in the sequel.
Proposition 2.1. ([4, Lemma 2.4]) Let $\omega$ be a nonnegative bounded Radon measure in $D=\Omega$ or $\partial \Omega$ and $\eta \in C(\Omega)$ be a positive weight function. Let $H$ be a continuous nonnegative function on $\{(x, y) \in \Omega \times D: x \neq y\}$. For any $\lambda>0$ we set

$$
A_{\lambda}(y):=\{x \in \Omega \backslash\{y\}: H(x, y)>\lambda\} \quad \text { and } \quad m_{\lambda}(y):=\int_{A_{\lambda}(y)} \eta(x) d x
$$

Suppose that there exist $C>0$ and $k>1$ such that $m_{\lambda}(y) \leq C \lambda^{-k}$ for every $\lambda>0$. Then the operator

$$
\mathbb{H}[\omega](x):=\int_{D} H(x, y) d \omega(y)
$$

belongs to $L_{w}^{k}(\Omega ; \eta)$ and

$$
\|\mathbb{H}[\omega]\|_{L_{w}^{k}(\Omega ; \eta)} \leq\left(1+\frac{C k}{k-1}\right) \omega(D)
$$

By combining (2.3), (2.4) and the above Lemma we have the following result.
Lemma 2.2. Let $\gamma \in\left(-\frac{\alpha N}{N+2 \alpha-2}, \frac{\alpha N}{N-2}\right)$. Then there exists $C=C(N, \mu, \gamma, \Omega)>0$ such that

$$
\begin{equation*}
\sup _{\xi \in \Omega}\left\|\frac{G_{\mu}(\cdot, \xi)}{\delta(\xi)^{\alpha}}\right\|_{L_{w}^{N+\alpha-2}(\Omega ; \delta \gamma)}<C . \tag{2.7}
\end{equation*}
$$

Proof. Let $\xi \in \Omega$. We will apply Proposition 2.1 with $D=\Omega, \eta=\delta^{\gamma}$ with $\gamma>-1, \omega=\delta^{\alpha} \delta_{\xi}$, where $\delta_{\xi}$ is the Dirac measure concentrated at $\xi$, and

$$
H(x, y)=\frac{G_{\mu}(x, y)}{\delta(y)^{\alpha}}
$$

Then

$$
\mathbb{H}[\omega](x)=\int_{\Omega} \frac{G_{\mu}(x, y)}{\delta(y)^{\alpha}} \delta(y)^{\alpha} d \delta_{\xi}(y)=G_{\mu}(x, \xi)
$$

From (2.3), there exists $C=C(N, \mu, \Omega)$ such that, for every $(x, y) \in \Omega \times \Omega, x \neq y$,

$$
\begin{gather*}
G_{\mu}(x, y) \leq C \delta(y)^{\alpha}|x-y|^{2-N-\alpha},  \tag{2.8}\\
G_{\mu}(x, y) \leq C \frac{\delta(y)^{\alpha}}{\delta(x)^{\alpha}}|x-y|^{2-N},  \tag{2.9}\\
G_{\mu}(x, y) \leq C \delta(x)^{\alpha} \delta(y)^{\alpha}|x-y|^{2-N-2 \alpha} . \tag{2.10}
\end{gather*}
$$

By (2.8), for any $x \in A_{\lambda}(y)$,

$$
\begin{equation*}
\lambda \leq C|x-y|^{2-N-\alpha}, \tag{2.11}
\end{equation*}
$$

and form (2.9) and (2.10)

$$
\begin{equation*}
\delta(x)^{\alpha} \leq \frac{C}{\lambda}|x-y|^{2-N} \quad \text { and } \quad \delta(x)^{\alpha} \geq C \lambda|x-y|^{N+2 \alpha-2} \tag{2.12}
\end{equation*}
$$

We consider two cases: $\gamma \geq 0$ and $-1<\gamma<0$.
Case 1: $\gamma \geq 0$. Due to (2.11) and (2.12) we have

$$
m_{\lambda}(y)=\int_{A_{\lambda}(y)} \delta(x)^{\gamma} d x \leq \int_{A_{\lambda}(y)}\left(\frac{C}{\lambda}|x-y|^{2-N}\right)^{\frac{\gamma}{\alpha}} d x \leq C \lambda^{-\frac{N+\gamma}{N+\alpha-2}},
$$

with $\gamma<\frac{\alpha N}{N-2}$. Observe that $\omega(\Omega)=\delta(\xi)^{\alpha}$, by Proposition 2.1 , we get

$$
\left\|G_{\mu}(\cdot, \xi)\right\|_{L_{w}^{N+\alpha-2}\left(\Omega ; \delta^{\gamma}\right)} \leq C \delta(\xi)^{\alpha} .
$$

This implies (2.7).
Case 2: $-1<\gamma<0$. By (2.11) and (2.12) we have

$$
m_{\lambda}(y)=\int_{A_{\lambda}(y)} \delta(x)^{\gamma} d x \leq \int_{A_{\lambda}(y)}\left(C \lambda|x-y|^{N+2 \alpha-2}\right)^{\frac{\gamma}{\alpha}} d x \leq C \lambda^{-\frac{N+\gamma}{N+\alpha-2}},
$$

with $\gamma>-\frac{\alpha N}{N+2 \alpha-2}$. By arguing similarly as in Case 1, we get (2.7).
Lemma 2.3. Let $\gamma>-1$. Then there exists $C=C(N, \mu, \gamma, \Omega)>0$ such that

$$
\sup _{\xi \in \partial \Omega}\left\|K_{\mu}(\cdot, \xi)\right\|_{L_{w}^{\frac{N+\gamma}{N+\alpha-2}}(\Omega ; \delta \gamma)}<C .
$$

Proof. Let $\xi \in \partial \Omega$. We will apply Proposition 2.1 with $D=\partial \Omega, \eta=\delta^{\gamma}$ with $\gamma>-1$ and $\omega=\delta_{\xi}$. The rest of the proof can be proceeded as in the proof of Lemma 2.2 and we omit it.

In view of (2.1), Lemma 2.2 and Lemma 2.3, one can obtain easily the following proposition (see also $[14,18]$ ).

Proposition 2.4. (i) Let $\gamma \in\left(-\frac{\alpha N}{N+2 \alpha-2}, \frac{\alpha N}{N-2}\right)$. Then there exists a constant $c=c(N, \mu, \gamma, \Omega)$ such that

$$
\begin{equation*}
\left\|\mathbb{G}_{\mu}[\tau]\right\|_{L_{w}^{L^{N+\alpha-2}}\left(\Omega ; \delta^{\gamma}\right)} \leq c\|\tau\|_{\mathfrak{M}\left(\Omega ; \delta^{\alpha}\right)} \quad \forall \tau \in \mathfrak{M}\left(\Omega ; \delta^{\alpha}\right) . \tag{2.13}
\end{equation*}
$$

(ii) Let $\gamma>-1$. Then there exists a constant $c=c(N, \mu, \gamma, \Omega)$ such that

$$
\begin{equation*}
\left\|\mathbb{K}_{\mu}[v]\right\|_{L_{w}^{N+\alpha-2}(\Omega ; \delta \gamma)} \leq c\|v\|_{\mathfrak{M}(\partial \Omega)} \quad \forall v \in \mathfrak{M}(\partial \Omega) . \tag{2.14}
\end{equation*}
$$

### 2.2. Boundary trace

In this section we study properties of the boundary trace in connection with of $L_{\mu}$ harmonic functions. In particular, we show that, when $\mu<C_{H}(\Omega)$, the boundary trace defined in Definition 1.2 coincides the notion of normalized boundary trace introduced in Definition 1.1). To this end, we will examine that $\operatorname{tr}\left(\mathbb{G}_{\mu}[\tau]\right)=0$ for every $\tau \in \mathfrak{M}\left(\Omega ; \delta^{\alpha}\right)$ and $\operatorname{tr}\left(\mathbb{K}_{\mu}[\nu]\right)=\nu$ for every $\nu \in \mathfrak{M}(\partial \Omega)$. These results are proved below, based on a combination of the ideas in [9] and [14]. It is worth emphasizing that the below results are valid for $\mu \in\left(0, \frac{1}{4}\right]$ (under the condition that the first eigenvalue $\lambda_{\mu}$ of $-L_{\mu}$ is positive).

Proposition 2.5. Let $\tau \in \mathfrak{M}\left(\Omega ; \delta^{\alpha}\right)$ and $u=\mathbb{G}_{\mu}[\tau]$. Then $\operatorname{tr}(u)=0$.
Proof. First we assume that $\tau$ is nonnegative. Let $\left\{\Omega_{n}\right\}$ be a smooth exhaustion of $\Omega$ and for each $n$, let $\omega_{\Omega_{n}}^{x_{0}}$ be the $L_{\mu}^{\Omega_{n}}$ harmonic measure on $\partial \Omega_{n}$. Then $u$ satisfies

$$
\left\{\begin{align*}
-L_{\mu} u=\tau & \text { in } \Omega_{n}  \tag{2.15}\\
u=u & \text { on } \partial \Omega_{n} .
\end{align*}\right.
$$

Thus

$$
\begin{equation*}
u=\mathbb{G}_{\mu}^{\Omega_{n}}[\tau]+\mathbb{K}_{\mu}^{\Omega_{n}}[u]=\mathbb{G}_{\mu}^{\Omega_{n}}[\tau]+\int_{\partial \Omega_{n}} u d \omega_{\Omega_{n}}^{x_{0}} \tag{2.16}
\end{equation*}
$$

This, joint with $\mathbb{G}_{\mu}^{\Omega_{n}}[\tau] \uparrow \mathbb{G}_{\mu}[\tau]$ as $n \rightarrow \infty$, ensures

$$
\lim _{n \rightarrow \infty} \int_{\partial \Omega_{n}} u d \omega_{\Omega_{n}}^{x_{0}}=0
$$

namely $\operatorname{tr}(u)=0$.
In the general case, the result follows from the linearity property of the problem.
The next result shows that the boundary trace of $L_{\mu}$ harmonic function can be achieved in a dynamic way.

Proposition 2.6. [9, Proposition 2.34] Let $x_{0} \in \Omega_{1}$ and $\mu \in \mathfrak{M}(\partial \Omega)$. Put

$$
v(x):=\int_{\partial \Omega} K_{\mu}(x, y) d v(y),
$$

then for every $\zeta \in C(\bar{\Omega})$,

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \int_{\partial \Omega_{n}} \zeta v d \omega_{\Omega_{n}}^{x_{0}}=\int_{\partial \Omega} \zeta d v \tag{2.17}
\end{equation*}
$$

Also we have the following representation formula for $L_{\mu}$ harmonic functions.
Proposition 2.7. [9, Theorem 2.33] Let u be a positive $L_{\mu}$ harmonic in $\Omega$. Then $u \in L^{1}\left(\Omega ; \delta^{\alpha}\right)$ and there exists a unique Radon measure $v$ on $\partial \Omega$ such that

$$
\begin{equation*}
u(x)=\int_{\partial \Omega} K_{\mu}(x, y) d v(y) . \tag{2.18}
\end{equation*}
$$

In the following proposition, we study the boundary trace of $L_{\mu}$ subharmonic functions.
Proposition 2.8. Let $w$ be a nonnegative $L_{\mu}$ subharmonic function. If $w$ is dominated by an $L_{\mu}$ superharmonic function then $L_{\mu} w \in \mathfrak{M}^{+}\left(\Omega ; \delta^{\alpha}\right)$ and $w$ has a boundary trace $v \in \mathfrak{M}(\partial \Omega)$. In addition, if $\operatorname{tr}(w)=0$ then $w=0$.

Proof. By proceeding as in the proof of [14, Proposition 2.14] and using Proposition 2.7, we obtain the desired result.

Proposition 2.9. Let $w$ be a nonnegative $L_{\mu}$ subharmonic function. If $w$ has a boundary trace then it is dominated by an $L_{\mu}$ harmonic function.

Proof. The proof is similar to that of Proposition 2.20 in [14]. For the sake of convenience we give it below. Let $\left\{\Omega_{n}\right\}$ be as in the proof of Proposition 2.5 and fix $x_{0} \in \Omega_{1}$. For any $x \in \Omega$, set

$$
u_{n}(x)=\int_{\partial \Omega_{n}} w d \omega_{\Omega_{n}}^{x},
$$

then $u_{n}$ is $L_{\mu}^{\Omega_{n}}$ harmonic function with boundary trace $w$. Furthermore, by the maximum principle we have that $w \leq u_{n}$ in $\Omega_{n}$. Let $v \in \mathfrak{M}(\partial \Omega)$ be such that

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \int_{\partial \Omega_{n}} \zeta w d \omega_{\Omega_{n}}^{x_{0}}=\int_{\partial \Omega} \zeta d \nu \quad \forall \zeta \in C(\bar{\Omega}) \tag{2.19}
\end{equation*}
$$

Then

$$
u_{n}\left(x_{0}\right)=\int_{\partial \Omega_{n}} w d \omega_{\Omega_{n}}^{x_{0}} \rightarrow \int_{\partial \Omega} d \nu
$$

We infer from Harnack inequality that $\left\{u_{n}\right\}$ is locally uniformly bounded and hence there exists an $L_{\mu}$ harmonic function $u$ such that $u_{n} \rightarrow u$ locally uniformly in $\Omega$. By Proposition 2.8, there exists a nonnegative measure $\tau \in \mathfrak{M}^{+}\left(\Omega ; \delta^{\alpha}\right)$ such that

$$
w=-\mathbb{G}_{\mu}[\tau]+\mathbb{K}_{\mu}[\nu] .
$$

On the other hand,

$$
w=-\mathbb{G}_{\mu}^{\Omega_{n}}[\tau]+u_{n} \rightarrow-\mathbb{G}_{\mu}[\tau]+u,
$$

locally uniformly in $\Omega$. Thus we can deduce that $u=\mathbb{K}_{\mu}[\nu]$ and the result follows.
Proposition 2.10. Let $u$ be a nonnegative $L_{\mu}$ superharmonic function. Then there exist $v \in$ $\mathfrak{M}^{+}(\partial \Omega)$ and $\tau \in \mathfrak{M}^{+}\left(\Omega ; \delta^{\alpha}\right)$ such that

$$
u=\mathbb{G}_{\mu}[\tau]+\mathbb{K}_{\mu}[\nu] .
$$

Proof. Let $\Omega_{n}$ and $\omega_{\Omega_{n}}^{x_{0}}$ be as in the proof of Proposition 2.5. Since $u$ is $L_{\mu}$ superharmonic function there exists a nonnegative Radon measure in $\Omega$ such that

$$
-L_{\mu} u=\tau \quad \text { in } \Omega
$$

in the sense of distributions. Note that $u$ is the unique solution of

$$
\left\{\begin{align*}
-L_{\mu} w=\tau & \text { in } \Omega_{n}  \tag{2.20}\\
w=u & \text { on } \partial \Omega_{n} .
\end{align*}\right.
$$

Therefore

$$
\begin{equation*}
u=\mathbb{G}_{\mu}^{\Omega_{n}}[\tau]+\mathbb{K}_{\mu}^{\Omega_{n}}[u] . \tag{2.21}
\end{equation*}
$$

Set $w_{n}=\mathbb{K}_{\mu}^{\Omega_{n}}[u]$. Since $\tau \geq 0$, by the above quality, we have $0 \leq w_{n}(x) \leq u(x)$. Thus by the Harnack inequality, $w_{n} \rightarrow w$ locally uniformly in $\Omega$. Furthermore, $w$ is an $L_{\mu}$ harmonic function in $\Omega$ and by Proposition 2.18 there exists $v \in \mathfrak{M}^{+}(\partial \Omega)$ such that

$$
\begin{equation*}
w=\mathbb{K}_{\mu}[\nu] . \tag{2.22}
\end{equation*}
$$

Now since $G_{\mu}^{\Omega_{n}} \uparrow G_{\mu}$ as $n \rightarrow \infty$, we deduce from (2.21) and (2.22) that

$$
u=\mathbb{G}_{\mu}^{\Omega_{n}}[\tau]+\mathbb{K}_{\mu}^{\Omega_{n}}[u] \rightarrow \mathbb{G}_{\mu}[\tau]+\mathbb{K}_{\mu}[\nu] .
$$

Since

$$
G_{\mu}(x, y) \geq c(x, \mu, N) \delta(y)^{\alpha},
$$

we can easily prove that $\tau \in \mathfrak{M}^{+}\left(\Omega ; \delta^{\alpha}\right)$ which completes the proof.
The above results enable to study the boundary value problem for the linear equation

$$
\left\{\begin{align*}
-L_{\mu} u & =\tau \quad \text { in } \Omega,  \tag{2.23}\\
\operatorname{tr}(u) & =v .
\end{align*}\right.
$$

Definition 2.11. Let $(\tau, \nu) \in \mathfrak{M}\left(\Omega ; \delta^{\alpha}\right) \times \mathfrak{M}(\partial \Omega)$. We say that $u$ is a weak solution of (2.23) if $u \in L^{1}\left(\Omega ; \delta^{\alpha}\right)$ and

$$
\begin{equation*}
-\int_{\Omega} u L_{\mu} \zeta d x=\int_{\Omega} \zeta d \tau-\int_{\Omega} \mathbb{K}_{\mu}[\nu] L_{\mu} \zeta d x \quad \forall \zeta \in \mathbf{X}_{\mu}(\Omega) \tag{2.24}
\end{equation*}
$$

Proposition 2.12. For any $(\tau, \nu) \in \mathfrak{M}\left(\Omega ; \delta^{\alpha}\right) \times \mathfrak{M}(\partial \Omega)$ there exists a unique weak solution of (2.23). Moreover

$$
\begin{align*}
u & =\mathbb{G}_{\mu}[\tau]+\mathbb{K}_{\mu}[\nu]  \tag{2.25}\\
\|u\|_{L^{1}\left(\Omega ; \delta^{\alpha}\right)} & \leq c\left(\|\tau\|_{\mathfrak{M}\left(\Omega ; \delta^{\alpha}\right)}+\|v\|_{\mathfrak{M}(\partial \Omega)}\right) . \tag{2.26}
\end{align*}
$$

In addition, for any $\zeta \in \mathbf{X}_{\mu}(\Omega), \zeta \geq 0$,

$$
\begin{equation*}
-\int_{\Omega}|u| L_{\mu} \zeta d x \leq \int_{\Omega} \zeta \operatorname{sign}(u) d \tau-\int_{\Omega} \mathbb{K}_{\mu}[|v|] L_{\mu} \zeta d x \tag{2.27}
\end{equation*}
$$

and

$$
\begin{equation*}
-\int_{\Omega} u_{+} L_{\mu} \zeta d x \leq \int_{\Omega} \zeta \operatorname{sign}_{+}(u) d \tau-\int_{\Omega} \mathbb{K}_{\mu}\left[v_{+}\right] L_{\mu} \zeta d x \tag{2.28}
\end{equation*}
$$

Proof. The proof is similar to that of [9, Proposition 3.2] and we omit it.
Remark 2.1. If $h \in L^{1}\left(\partial \Omega, d \omega_{\Omega}^{x_{0}}\right)$ is the boundary value of (2.23), the above Proposition is valid for $d \nu=h d \omega_{\Omega}^{x_{0}}$.

Proposition 2.13. (i) For $\tau \in \mathfrak{M}\left(\Omega ; \delta^{\alpha}\right)$, $\operatorname{tr}\left(\mathbb{G}_{\mu}[\tau]\right)=0$ and for $v \in \mathfrak{M}(\partial \Omega)$, $\operatorname{tr}\left(\mathbb{K}_{\mu}[\nu]\right)=\nu$.
(ii) Let $w$ be a nonnegative $L_{\mu}$ subharmonic function in $\Omega$. Then $w$ is dominated by an $L_{\mu}$ superharmonic function if and only if $w$ has a boundary trace $v \in \mathfrak{M}(\partial \Omega)$. Moreover, if $w$ has a boundary trace then $L_{\mu} w \in \mathfrak{M}^{+}\left(\Omega ; \delta^{\alpha}\right)$. If, in addition, if $\operatorname{tr}(w)=0$ then $w=0$.
(iii) Let $u$ be a nonnegative $L_{\mu}$ superharmonic function. Then there exist $\nu \in \mathfrak{M}^{+}(\partial \Omega)$ and $\tau \in \mathfrak{M}^{+}\left(\Omega, \delta^{\alpha}\right)$ such that (2.25) holds.
(iv) Let $(\tau, v) \in \mathfrak{M}\left(\Omega ; \delta^{\alpha}\right) \times \mathfrak{M}(\partial \Omega)$. Then there exists a unique weak solution $u$ of (2.23). The solution is given by (2.25). Moreover, there exists $c=c(N, \mu, \Omega)$ such that (2.26) holds.

Proof. Statement (i) follows from Proposition 2.5 and Proposition 2.6. Statement (ii) can be deduced from Proposition 2.8 and Proposition 2.9. Statement (iii) follows from Proposition 2.10. Finally statement (iv) is obtained due to Proposition 2.12.

Proof of Proposition A. We infer from [9] that $(i) \Longleftrightarrow$ (ii). By an argument similar to that of the proof of [18, Theorem B], we deduce that $(i i) \Longleftrightarrow$ (iii).

For $\beta>0$, put

$$
\begin{equation*}
\Omega_{\beta}:=\{x \in \Omega: \delta(x)<\beta\}, D_{\beta}:=\{x \in \Omega: \delta(x)>\beta\}, \Sigma_{\beta}:=\{x \in \Omega: \delta(x)=\beta\} . \tag{2.29}
\end{equation*}
$$

Lemma 2.14. There exists $\beta_{*}>0$ such that for every point $x \in \bar{\Omega}_{\beta_{*}}$, there exists a unique point $\sigma_{x} \in \partial \Omega$ such that $x=\sigma_{x}-\delta(x) \mathbf{n}_{\sigma_{x}}$. The mappings $x \mapsto \delta(x)$ and $x \mapsto \sigma_{x}$ belong to $C^{2}\left(\bar{\Omega}_{\beta_{*}}\right)$ and $C^{1}\left(\bar{\Omega}_{\beta_{*}}\right)$ respectively. Moreover, $\lim _{x \rightarrow \sigma(x)} \nabla \delta(x)=-\mathbf{n}_{\sigma_{x}}$.

Proof of Proposition D. (iii) $\Longrightarrow$ (ii). Assume $(u, v)$ is a distribution solution of (1.30). Put $\omega:=g(v)$ and denote $\omega_{\beta}:=\left.\omega\right|_{D_{\beta}}, \tau_{\beta}:=\left.\tau\right|_{D_{\beta}}$ and $\lambda_{\beta}:=\left.u\right|_{\Sigma_{\beta}}$ for $\beta \in\left(0, \beta_{*}\right)$. Consider the boundary value problem

$$
-L_{\mu} w=\omega_{\beta}+\tau_{\beta} \quad \text { in } D_{\beta}, \quad w=\lambda_{\beta} \quad \text { on } \Sigma_{\beta}
$$

This problem admits a unique solution $w_{\beta}$ (see [9]). Therefore $w_{\beta}=\left.u\right|_{D_{\beta}}$. We have

$$
\left.u\right|_{D_{\beta}}=w_{\beta}=\mathbb{G}_{\mu}^{D_{\beta}}\left[\omega_{\beta}\right]+\mathbb{G}_{\mu}^{D_{\beta}}\left[\tau_{\beta}\right]+\mathbb{P}_{\mu}^{D_{\beta}}\left[\lambda_{\beta}\right]
$$

where $\mathbb{G}_{\mu}^{D_{\beta}}$ and $\mathbb{P}_{\mu}^{D_{\mu}}$ are respectively Green kernel and Poisson kernel of $-L_{\mu}$ in $D_{\beta}$.
It follows that

$$
\left|\int_{D_{\beta}} G_{\mu}^{D_{\beta}}(\cdot, y) g(v(y)) d y\right|=\left|\mathbb{G}_{\mu}^{D_{\beta}}\left[\tau_{\beta}\right]\right| \leq|u|_{D_{\beta}}\left|+\left|\mathbb{G}_{\mu}^{\Omega}[\tau]\right|+\left|\mathbb{K}_{\mu}^{\Omega}[v]\right| .\right.
$$

Letting $\beta \rightarrow 0$, we get

$$
\begin{equation*}
\left|\int_{\Omega} G_{\mu}(\cdot, y) g(v(y)) d y\right|<\infty \tag{2.30}
\end{equation*}
$$

Fix a point $x_{0} \in \Omega$. Keeping in mind that $G_{\mu}\left(x_{0}, y\right) \approx \delta(y)^{\alpha}$ for every $y \in \Omega_{\beta_{*}}$, we deduce from (2.30) that $g(v) \in L^{1}\left(\Omega ; \delta^{\alpha}\right)$. Similarly, one can show that $\tilde{g}(u) \in L^{1}\left(\Omega ; \delta^{\alpha}\right)$. Thanks to Proposition 2.13 (v), we obtain (1.29).
(ii) $\Longrightarrow$ (iii). Assume $u$ and $v$ are functions such that $\tilde{g}(u) \in L^{1}\left(\Omega ; \delta^{\alpha}\right), g(v) \in L^{1}\left(\Omega ; \delta^{\alpha}\right)$ and (1.29) holds. By Proposition 2.13 (i) $L_{\mu} \mathbb{K}_{\mu}[v]=L_{\mu} \mathbb{K}_{\mu}[\tilde{v}]=0$, which implies that ( $u, v$ ) is a solution of (1.30). On the other hand, since $\tilde{g}(u) \in L^{1}\left(\Omega ; \delta^{\alpha}\right)$ and $g(v) \in L^{1}\left(\Omega ; \delta^{\alpha}\right)$, we deduce from Proposition 2.13 (ii) that $\operatorname{tr}\left(\mathbb{G}_{\mu}[\tilde{g}(u)]\right)=\operatorname{tr}\left(\mathbb{G}_{\mu}[g(v)]\right)=0$. Consequently, $\operatorname{tr}(u)=\operatorname{tr}\left(\mathbb{K}_{\mu}[\nu]\right)=v$ and $\operatorname{tr}(v)=\operatorname{tr}\left(\mathbb{K}_{\mu}[\tilde{v}]\right)=\tilde{v}$.
(iii) $\Longrightarrow$ (i). Assume $(u, v)$ is a positive solution of (1.30) in the sense of distributions. From the implication (iii) $\Longrightarrow$ (ii), we deduce that $u \in L^{1}\left(\Omega ; \delta^{\alpha}\right), v \in L^{1}\left(\Omega ; \delta^{\alpha}\right), \tilde{g}(u) \in L^{1}\left(\Omega ; \delta^{\alpha}\right)$ and $g(v) \in L^{1}\left(\Omega ; \delta^{\alpha}\right)$. Hence, by Proposition 2.13, (1.28) holds for every $\phi \in \mathbf{X}_{\mu}(\Omega)$.
(i) $\Longrightarrow$ (iii). This implication follows straightforward from Proposition 2.13.

## 3. The scalar problem

### 3.1. Concavity properties and Green properties

Here we give some concavity lemmas that will be employed in the sequel.

Proposition 3.1. Let $\varphi \in L^{1}\left(\Omega ; \delta^{\alpha}\right), \varphi \geq 0$ and $\tau \in \mathfrak{M}^{+}\left(\Omega ; \delta^{\alpha}\right)$. Set

$$
w:=\mathbb{G}_{\mu}[\varphi+\tau] \quad \text { and } \quad \psi=\mathbb{G}_{\mu}[\tau] .
$$

Let $\phi$ be a concave nondecreasing $C^{2}$ function on $[0, \infty)$, such that $\phi(1) \geq 0$. Then $\phi^{\prime}(w / \psi) \varphi \in$ $L^{1}\left(\Omega ; \delta^{\alpha}\right)$ and the following holds in the weak sense in $\Omega$

$$
-L_{\mu}(\psi \phi(w / \psi)) \geq \phi^{\prime}(w / \psi) \varphi
$$

Proof. Let $\left\{\varphi_{n}\right\}, \tau_{n} \in C^{\infty}(\bar{\Omega})$ such that $\varphi_{n} \rightarrow \varphi$ in $L^{1}\left(\Omega, \delta^{\alpha}\right)$ and $\tau_{n} \rightharpoonup \tau$. Set $w_{n}:=\mathbb{G}_{\mu}\left[\varphi_{n}+\right.$ $\left.\tau_{n}\right]$ and $\psi_{n}=\mathbb{G}_{\mu}\left[\tau_{n}\right]$. Since $w_{n} \geq \psi_{n}>0$ for any $n \geq n_{0}$ for some $n_{0} \in \mathbb{N}$, we have by straightforward calculations

$$
\begin{aligned}
-\Delta\left(\psi_{n} \phi\left(\frac{w_{n}}{\psi_{n}}\right)\right)= & \left(-\Delta \psi_{n}\right)\left(\phi\left(\frac{w_{n}}{\psi_{n}}\right)-\frac{w_{n}}{\psi_{n}} \phi^{\prime}\left(\frac{w_{n}}{\psi_{n}}\right)\right)+\left(-\Delta w_{n}\right) \phi^{\prime}\left(\frac{w_{n}}{\psi_{n}}\right) \\
& -\psi_{n} \phi^{\prime \prime}\left(\frac{w_{n}}{\psi_{n}}\right)\left|\nabla\left(\frac{w_{n}}{\psi_{n}}\right)\right|^{2} .
\end{aligned}
$$

Now note that, since $\phi^{\prime} \geq 0$, we have

$$
\left(-\Delta w_{n}\right) \phi^{\prime}\left(\frac{w_{n}}{\psi_{n}}\right) \geq \phi^{\prime}\left(\frac{w_{n}}{\psi_{n}}\right)\left(-\Delta \psi_{n}-\mu \frac{\psi_{n}}{\delta^{2}}+\mu \frac{w_{n}}{\delta^{2}}+\varphi_{n}\right)
$$

This, together with the fact that $\phi(t)-t \phi^{\prime}(t)+\phi^{\prime}(t) \geq 0$ for any $t \geq 1$, implies

$$
\begin{aligned}
& \left(-\Delta \psi_{n}\right)\left(\phi\left(\frac{w_{n}}{\psi_{n}}\right)-\frac{w_{n}}{\psi_{n}} \phi^{\prime}\left(\frac{w_{n}}{\psi_{n}}\right)\right)+\left(-\Delta w_{n}\right) \phi^{\prime}\left(\frac{w_{n}}{\psi_{n}}\right) \\
& \geq\left(-\Delta \psi_{n}\right)\left(\phi\left(\frac{w_{n}}{\psi_{n}}\right)-\frac{w_{n}}{\psi_{n}} \phi^{\prime}\left(\frac{w_{n}}{\psi_{n}}\right)+\phi^{\prime}\left(\frac{w_{n}}{\psi_{n}}\right)\right)+\phi^{\prime}\left(\frac{w_{n}}{\psi_{n}}\right)\left(-\mu \frac{\psi_{n}}{\delta^{2}}+\mu \frac{w_{n}}{\delta^{2}}+\varphi_{n}\right) \\
& \geq \mu \frac{\psi_{n}}{\delta^{2}}\left(\phi\left(\frac{w_{n}}{\psi_{n}}\right)-\frac{w_{n}}{\psi_{n}} \phi^{\prime}\left(\frac{w_{n}}{\psi_{n}}\right)+\phi^{\prime}\left(\frac{w_{n}}{\psi_{n}}\right)\right)+\phi^{\prime}\left(\frac{w_{n}}{\psi_{n}}\right)\left(-\mu \frac{\psi_{n}}{\delta^{2}}+\mu \frac{w_{n}}{\delta^{2}}+\varphi_{n}\right) \\
& =\frac{\mu}{\delta^{2}} \psi_{n} \phi\left(\frac{w_{n}}{\psi_{n}}\right)+\phi^{\prime}\left(\frac{w_{n}}{\psi_{n}}\right) \varphi_{n} .
\end{aligned}
$$

Thus we have proved

$$
-L_{\mu}\left(\psi_{n} \phi\left(\frac{w_{n}}{\psi_{n}}\right)\right) \geq \phi^{\prime}\left(\frac{w_{n}}{\psi_{n}}\right) \varphi_{n}
$$

Also

$$
\psi_{n} \phi\left(\frac{w_{n}}{\psi_{n}}\right) \leq \psi_{n}\left(\phi(0)+\phi^{\prime}(0) \frac{w_{n}}{\psi_{n}}\right) \leq C\left(\psi_{n}+w_{n}\right)
$$

and

$$
-\int_{\Omega} \psi_{n} \phi\left(\frac{w_{n}}{\psi_{n}}\right) L_{\mu} \xi d x \geq \int_{\Omega} \phi^{\prime}\left(\frac{w_{n}}{\psi_{n}}\right) \varphi_{n} \xi d x \quad \forall \xi \in \mathbf{X}_{\mu}(\Omega)
$$

By passing to the limit with Lebesgue theorem and Fatou lemma, we complete the proof.
In the next Lemma we will prove the $3-G$ inequality which will be useful later.
Lemma 3.2. There exists a positive constant $C=C(N, \mu, \Omega)$ such that

$$
\begin{equation*}
\frac{G_{\mu}(x, y) G_{\mu}(y, z)}{G_{\mu}(x, z)} \leq C\left(\frac{\delta(y)^{\alpha}}{\delta(x)^{\alpha}} G_{\mu}(x, y)+\frac{\delta(y)^{\alpha}}{\delta(z)^{\alpha}} G_{\mu}(y, z)\right) \quad \forall(x, y, z) \in \Omega \times \Omega \times \Omega \tag{3.1}
\end{equation*}
$$

Proof. It follows from (2.3) and the inequality $|\delta(x)-\delta(y)| \leq|x-y|$ that

$$
\begin{aligned}
G_{\mu}(x, y) & \approx \min \left\{|x-y|^{2-N}, \delta(x)^{\alpha} \delta(y)^{\alpha}|x-y|^{2-2 \alpha-N}\right\} \\
& \approx|x-y|^{2-N} \delta(x)^{\alpha} \delta(y)^{\alpha}\left(\max \left\{\delta(x)^{\alpha} \delta(y)^{\alpha},|x-y|^{2 \alpha}\right\}\right)^{-1} \\
& \approx|x-y|^{2-N} \delta(x)^{\alpha} \delta(y)^{\alpha}(\max \{\delta(x), \delta(y),|x-y|\})^{-2 \alpha} \\
& =\delta(x)^{\alpha} \delta(y)^{\alpha} N_{2 \alpha, 2}(x, y), \quad \forall x, y \in \Omega, x \neq y,
\end{aligned}
$$

where $N_{2 \alpha, 2}(x, y)$ is defined in (1.23) with $a=2 \alpha$ and $\beta=2$. By [5, Lemma 2.2] we deduce that there exists a positive constant $C=C(N, \mu, \Omega)$ such that

$$
\begin{equation*}
\frac{1}{N_{2 \alpha, 2}(x, z)} \leq C\left(\frac{1}{N_{2 \alpha, 2}(x, y)}+\frac{1}{N_{2 \alpha, 2}(y, z)}\right) . \tag{3.2}
\end{equation*}
$$

From (3.2) we can easily obtain (3.1).
Lemma 3.3. Let $0<p<p_{\mu}$ and $\tau \in \mathfrak{M}^{+}\left(\Omega ; \delta^{\alpha}\right)$. Then there is a constant $C=C(N, \mu, p$, $\tau, \Omega)>0$ such that (1.19) holds.

Proof. First we assume that $p>1$. By (2.13) we have that $\mathbb{G}_{\mu}[\tau]^{p} \in L^{1}\left(\Omega ; \delta^{\alpha}\right)$. We write

$$
\mathbb{G}_{\mu}[\tau](y)=\int_{\Omega} G_{\mu}(y, z) d \tau(z)=\int_{\Omega} \frac{G_{\mu}(y, z)}{\delta(z)^{\alpha}} \delta(z)^{\alpha} d \tau(z),
$$

thus

$$
\mathbb{G}_{\mu}[\tau](y)^{p} \leq C \int_{\Omega} \delta(z)^{\alpha}\left(\frac{G_{\mu}(y, z)}{\delta(z)^{\alpha}}\right)^{p} d \tau(z)
$$

Consequently,

$$
\begin{equation*}
\mathbb{G}_{\mu}\left[\mathbb{G}_{\mu}[\tau]^{p}\right](x) \leq C \int_{\Omega} \int_{\Omega} G_{\mu}(x, y) G_{\mu}(y, z)^{p} \delta(z)^{\alpha(1-p)} d \tau(z) d y \tag{3.3}
\end{equation*}
$$

Also by (3.1) we obtain

$$
\begin{align*}
& \int_{\Omega} \int_{\Omega} G_{\mu}(x, y) G_{\mu}(y, z)^{p} \delta(z)^{\alpha(1-p)} d \tau(z) d y \\
& \leq C \int_{\Omega} G_{\mu}(x, z) \int_{\Omega} \delta(y)^{\alpha}\left(\left(\frac{G_{\mu}(x, y)}{\delta(x)^{\alpha}}\right)\left(\frac{G_{\mu}(y, z)}{\delta(z)^{\alpha}}\right)^{p-1}+\left(\frac{G_{\mu}(y, z)}{\delta(z)^{\alpha}}\right)^{p}\right) d y d \tau(z) \\
& \leq C \int_{\Omega} G_{\mu}(x, z) \int_{\Omega} \delta(y)^{\alpha}\left(\left(\frac{G_{\mu}(x, y)}{\delta(x)^{\alpha}}\right)^{p}+\left(\frac{G_{\mu}(y, z)}{\delta(z)^{\alpha}}\right)^{p}\right) d y d \tau(z) \tag{3.4}
\end{align*}
$$

where in the last inequality we have used the Hölder inequality. By (3.3), (3.4) and Lemma 2.2 we derive that

$$
\mathbb{G}_{\mu}\left[\mathbb{G}_{\mu}[\tau]^{p}\right](x) \leq C \int_{\Omega} G_{\mu}(x, z) d \tau(z)
$$

Note that the above argument is still valid for $p=1$.
If $0 \leq p<1$ then

$$
\mathbb{G}_{\mu}\left[\mathbb{G}_{\mu}[\tau]^{p}\right] \leq C\left(\mathbb{G}_{\mu}[1]+\mathbb{G}_{\mu}\left[\mathbb{G}_{\mu}[\tau]\right]\right) .
$$

By combining the case $p=1$ and the estimate $\mathbb{G}_{\mu}[1] \leq C \mathbb{G}_{\mu}[\tau]$, we obtain (1.19).
Actually (1.19) is a sufficient condition for the existence of weak solution of

$$
\left\{\begin{align*}
-L_{\mu} u & =u^{p}+\sigma \tau & & \text { in } \Omega,  \tag{3.5}\\
\operatorname{tr}(u) & =0 & & \text { on } \partial \Omega .
\end{align*}\right.
$$

Proposition 3.4. Let $0<p \neq 1, \sigma>0$ and $\tau \in \mathfrak{M}^{+}\left(\Omega ; \delta^{\alpha}\right)$. Assume that there exists a positive constant $C$ such that (1.19) holds. Then problem (3.5) admits a weak solution u satisfying

$$
\begin{equation*}
\mathbb{G}_{\mu}[\sigma \tau] \leq u \leq C \mathbb{G}_{\mu}[\sigma \tau] \quad \text { a.e. in } \Omega, \tag{3.6}
\end{equation*}
$$

with another constant $C>0$, for any $\sigma>0$ small enough if $p>1$, for any $\sigma>0$ if $p<1$.
Proof. We adapt the idea in the proof of [6, Theorem 3.4]. Put $w:=A \mathbb{G}_{\mu}[\sigma \tau]$ where $A>0$ will be determined later. By (1.19),

$$
\mathbb{G}_{\mu}\left[w^{p}+\sigma \tau\right] \leq\left(C A^{p} \sigma^{p-1}+1\right) \mathbb{G}_{\mu}[\sigma \tau] \quad \text { in } \Omega
$$

Therefore we deduce that $w \geq \mathbb{G}_{\mu}\left[w^{p}+\sigma \tau\right]$ as long as

$$
\begin{equation*}
C A^{p} \sigma^{p-1}+1 \leq A \tag{3.7}
\end{equation*}
$$

If $p>1$ then (3.7) holds if we choose $A>1$ and then choose $\sigma>0$ small enough. If $p \in(0,1)$ then (3.7) holds if we choose $\sigma>0$ arbitrary and then choose $A>0$ large enough.

Next put $u_{0}:=\mathbb{G}_{\mu}[\sigma \tau]$ and $u_{n+1}:=\mathbb{G}_{\mu}\left[u_{n}^{p}+\sigma \tau\right]$. It is clear that $\left\{u_{n}\right\}$ is increasing and $u_{n} \leq$ $w$ in $\Omega$ for all $n$. Since (1.19) holds, $w^{p} \in L^{1}\left(\Omega ; \delta^{\alpha}\right)$. Consequently, by monotone convergence theorem, there exists a function $u \in L^{p}\left(\Omega ; \delta^{\alpha}\right)$ such that $u_{n}^{p} \rightarrow u^{p}$ in $L^{1}\left(\Omega ; \delta^{\alpha}\right)$. It is easy to see that $u$ is a solution of (3.5) satisfying (3.6).

Estimate (1.19) is also a necessary condition for the existence of weak solution of (3.5).
Proposition 3.5. Let $p>1, \sigma>0$ and $\tau \in \mathfrak{M}^{+}\left(\Omega ; \delta^{\alpha}\right)$. Assume that problem (3.5) admits a weak solution. Then (1.19) holds with $C=\frac{1}{p-1}$.

Proof. We adapt the argument used in the proof of [6, Proposition 3.5]. Assume (3.5) has a solution $u \in L^{p}\left(\Omega ; \delta^{\alpha}\right)$ and assume $\sigma=1$. By applying Proposition 3.1 with $\varphi$ replaced by $u^{p}$ and with

$$
\phi(s)= \begin{cases}\left(1-s^{1-p}\right) /(p-1) & \text { if } s \geq 1, \\ s-1 & \text { if } s<1,\end{cases}
$$

we get (1.19) with $C=\frac{1}{p-1}$.
Proposition 3.6. Let $0<p<p_{\mu}, \sigma>0$ and $\tau \in \mathfrak{M}^{+}\left(\Omega ; \delta^{\alpha}\right)$. Then there exists a positive constant $C=C(N, \mu, \Omega, \sigma, \tau)$ such that for any weak solution $u$ of (3.5) there holds

$$
\begin{equation*}
\mathbb{G}_{\mu}[\sigma \tau] \leq u \leq C\left(\mathbb{G}_{\mu}[\sigma \tau]+\delta^{\alpha}\right) \quad \text { a.e. in } \Omega . \tag{3.8}
\end{equation*}
$$

Proof. We follow the idea in the proof of [6, Theorem 3.6]. We may assume that $\sigma=1$. If $0 \leq p<1$, then

$$
u=\mathbb{G}_{\mu}\left[u^{p}+\tau\right] \leq C\left(\mathbb{G}_{\mu}[1]+\mathbb{G}_{\mu}[u]+\mathbb{G}_{\mu}[\tau]\right)
$$

Since $\mathbb{G}_{\mu}[1] \leq C \delta^{\alpha}$ a.e. in $\Omega$, we obtain

$$
u \leq C\left(\delta^{\alpha}+\mathbb{G}_{\mu}[u]+\mathbb{G}_{\mu}[\tau]\right) \quad \text { a.e. in } \Omega .
$$

Therefore it is sufficient to deal with the term $\mathbb{G}_{\mu}[u]$ and we may assume that $p \geq 1$. Set

$$
u_{1}:=u-\mathbb{G}_{\mu}[\tau]=\mathbb{G}_{\mu}\left[u^{p}\right],
$$

hence $u=u_{1}+\mathbb{G}_{\mu}[\tau]$. Since $u \in L^{p}\left(\Omega ; \delta^{\alpha}\right)$ (by assumption), it follows that $u+\tau \in \mathfrak{M}^{+}\left(\Omega ; \delta^{\alpha}\right)$, therefore by (2.13), $u \in L^{s}\left(\Omega ; \delta^{\alpha}\right)$, for all $1 \leq s<p_{\mu}$. Thus there exists $k_{0}>1$ such that $u^{p} \in$ $L^{k_{0}}\left(\Omega ; \delta^{\alpha}\right)$.

Let $p<s<p_{\mu}$. By Hölder inequality we obtain

$$
\begin{aligned}
u_{1}(x)^{k_{0} s} & =\mathbb{G}_{\mu}\left[u^{p}\right](x)^{k_{0} s}=\left(\int_{\Omega} \frac{G_{\mu}(x, y)}{\delta(y)^{\alpha}} \delta(y)^{\alpha} u(y)^{p} d y\right)^{k_{0} s} \\
& \leq\left(\int_{\Omega} \frac{G_{\mu}(x, y)}{\delta(y)^{\alpha}} \delta(y)^{\alpha} u(y)^{k_{0} p} d y\right)^{s}\left(\int_{\Omega} \frac{G_{\mu}(x, y)}{\delta(y)^{\alpha}} \delta(y)^{\alpha} d y\right)^{\frac{\left(k_{0}-1\right) s}{k_{0}}} \\
& \leq C \int_{\Omega}\left(\frac{G_{\mu}(x, y)}{\delta(y)^{\alpha}}\right)^{s} \delta(y)^{\alpha} u(y)^{k_{0} p} d y .
\end{aligned}
$$

This, joint with Lemma 2.2, yields

$$
\int_{\Omega} u_{1}(y)^{k_{0} s} \delta(y)^{\alpha} d y \leq C \int_{\Omega} u(y)^{k_{0} p} \delta(y)^{\alpha} \int_{\Omega}\left(\frac{G_{\mu}(x, y)}{\delta(y)^{\alpha}}\right)^{s} \delta(x)^{\alpha} d x d y<c .
$$

Since $u^{p} \leq C\left(u_{1}^{p}+\mathbb{G}_{\mu}[\tau]^{p}\right)$, by Lemma 3.3 we have

$$
u \leq C\left(\mathbb{G}_{\mu}\left[\mathbb{G}_{\mu}[\tau]^{p}\right]+u_{2}\right)+\mathbb{G}_{\mu}[\tau] \leq C\left(\mathbb{G}_{\mu}[\tau]+u_{2}\right),
$$

where $u_{2}:=\mathbb{G}_{\mu}\left[u_{1}^{p}\right]$. Note that $u_{2} \in L^{\frac{k_{0} s^{2}}{p^{2}}}\left(\Omega ; \delta^{\alpha}\right)$.
By induction we define $u_{n}:=\mathbb{G}_{\mu}\left[u_{n-1}^{p}\right]$ and we have $u \leq C\left(\mathbb{G}_{\mu}[\tau]+u_{n}\right), u_{n}^{p} \in L^{s_{n}}\left(\Omega ; \delta^{\alpha}\right)$ with $s_{n}=\frac{k_{0} s^{n}}{p^{n}}$. Since $s_{n} \rightarrow \infty$, by [17, Lemma 2.3.2] we have for $1<s<p_{\mu}$,

$$
\begin{aligned}
u_{n} & \leq C \int_{\Omega}|x-y|^{2-\alpha-N} u_{n-1}^{p} \delta(y)^{\alpha} d y \\
& \leq C\left(\int_{\Omega}|x-y|^{(2-\alpha-N) s} \delta(y)^{\alpha} d y+\int_{\Omega}|x-y|^{2-\alpha-N} u_{n-1}^{\frac{p s}{s-1}} \delta(y)^{\alpha} d y\right) \\
& \leq C^{\prime},
\end{aligned}
$$

for $n$ large enough. Therefore we obtain $u \leq C\left(\mathbb{G}_{\mu}[\tau]+1\right)$, which implies $u \leq C\left(\mathbb{G}_{\mu}[\tau]+\right.$ $\left.\mathbb{G}_{\mu}[1]\right)$ with another $C>0$. This, together with the inequality $\mathbb{G}_{\mu}[1] \leq C \delta^{\alpha}$, implies (3.8).

### 3.2. New Green properties

Lemma 3.7. Let $0<p<p_{\mu}, \tau \in \mathfrak{M}^{+}\left(\Omega ; \delta^{\alpha}\right)$. Let $s$ be such that

$$
\begin{equation*}
\max \left(0, p-p_{\mu}+1\right)<s \leq 1 \tag{3.9}
\end{equation*}
$$

Then there exists a constant $C>0$ such that

$$
\begin{equation*}
\mathbb{G}_{\mu}\left[\mathbb{G}_{\mu}[\tau]^{p}\right] \leq C \mathbb{G}_{\mu}[\tau]^{s} \quad \text { a.e. in } \Omega \text {. } \tag{3.10}
\end{equation*}
$$

Proof. First we assume that $p>1$. In view of the proof of Lemma 3.3, we have

$$
\begin{align*}
& \mathbb{G}_{\mu}\left[\mathbb{G}_{\mu}[\tau]^{p}\right](x) \leq C \int_{\Omega} \int_{\Omega} G_{\mu}(x, y) G_{\mu}(y, z)^{p} \delta(z)^{\alpha(1-p)} d \tau(z) d y \\
&=C \int_{\Omega} \int_{\Omega} G_{\mu}(x, y)^{1-s} G_{\mu}(x, y)^{s} G_{\mu}(y, z)^{s}\left(\frac{G_{\mu}(y, z)}{\delta^{\alpha}(z)}\right)^{p-s} \delta(z)^{\alpha(1-s)} d \tau(z) d y \\
& \leq C \int_{\Omega} G_{\mu}(x, z)^{s} \delta(z)^{\alpha(1-s)} \int_{\Omega} \delta(y)^{\alpha} \frac{G_{\mu}(x, y)}{\delta(x)}\left(\frac{G_{\mu}(y, z)}{\delta(z)^{\alpha}}\right)^{p-s} d y d \tau(z)  \tag{3.11}\\
&+C \int_{\Omega} G_{\mu}(x, z)^{s} \delta(z)^{\alpha(1-s)} \int_{\Omega} \delta(y)^{\alpha}\left(\frac{G_{\mu}(x, y)}{\delta(x)}\right)^{1-s}\left(\frac{G_{\mu}(y, z)}{\delta(z)^{\alpha}}\right)^{p} d y d \tau(z)  \tag{3.12}\\
& \leq C \int_{\Omega} G_{\mu}(x, z)^{s} \delta(z)^{\alpha(1-s)} \int_{\Omega} \delta(y)^{\alpha}\left(\frac{G_{\mu}(x, y)}{\delta(x)}\right)^{p-s+1} d y d \tau(z)  \tag{3.13}\\
&+\int_{\Omega} G_{\mu}(x, z)^{s} \delta(z)^{\alpha(1-s)} \int_{\Omega} \delta(y)^{\alpha}\left(\frac{G_{\mu}(y, z)}{\delta(z)^{\alpha}}\right)^{p-s+1} d y d \tau(z)  \tag{3.14}\\
& \leq C \int_{\Omega}\left(\frac{G_{\mu}(x, z)}{\delta(z)^{\alpha}}\right)^{s} \delta(z)^{\alpha} d \tau(z)  \tag{3.15}\\
& \leq C\left(\int_{\Omega} G_{\mu}(x, z) d \tau(z)\right)^{s} \tag{3.16}
\end{align*}
$$

Here (3.11) and (3.12) follow from (3.1), (3.13) and (3.14) follow from Hölder inequality, and (3.15) follows from Lemma 2.2, Hölder inequality and (3.9).

Note that the above approach can be applied to the case $p=1$.
If $0 \leq p<1$ then

$$
\mathbb{G}_{\mu}\left[\mathbb{G}_{\mu}[\tau]^{p}\right] \leq C\left(\mathbb{G}_{\mu}[1]+\mathbb{G}_{\mu}\left[\mathbb{G}_{\mu}[\tau]\right]\right) \leq C\left(\mathbb{G}_{\mu}[1]+\mathbb{G}_{\mu}[\tau]^{s}\right)
$$

Then (3.10) follows by a similar argument as in the proof of Lemma 3.3.

### 3.3. Capacities and existence results

For $a \geq 0,0 \leq \theta \leq \beta<N$ and $s>1$, let $N_{\theta, \beta}, \mathbb{N}_{\theta, \beta}$ and $\mathrm{Cap}_{\mathbb{N}_{\theta, \beta}, s}^{a}$ be defined as in (1.22), (1.23) and (1.24) respectively.

In this section we recall some results in [5, Section 2].
We recall below the definition of the capacity associated to $\mathbb{N}_{\theta, \beta}$ (see [11]).

Definition 3.8. Let $a \geq 0,0 \leq \theta \leq \beta<N$ and $s>1$. Define $\operatorname{Cap}_{\mathbb{N}_{\theta, \beta}, s}^{a}$ by

$$
\operatorname{Cap}_{\mathbb{N}_{\theta, \beta}, s}^{a}(E):=\inf \left\{\int_{\frac{\Omega}{\Omega}} \delta^{a} \phi^{s} d y: \phi \geq 0, \quad \mathbb{N}_{\theta, \beta}\left[\delta^{a} \phi\right] \geq \chi_{E}\right\}
$$

for any Borel set $E \subset \bar{\Omega}$.
Clearly we have

$$
\operatorname{Cap}_{\mathbb{N}_{\theta, \beta}, s}^{a}(E)=\inf \left\{\int_{\bar{\Omega}} \delta^{-a(s-1)} \phi^{s} d y: \phi \geq 0, \quad \mathbb{N}_{\theta, \beta}[\phi] \geq \chi_{E}\right\}
$$

for any Borel set $E \subset \bar{\Omega}$. Furthermore we have by [1, Theorem 2.5.1]

$$
\begin{equation*}
\left(\operatorname{Cap}_{\mathbb{N}_{\theta, \beta}, s}^{a}(E)\right)^{\frac{1}{s}}=\inf \left\{\omega(E): \omega \in \mathfrak{M}_{b}^{+}(\bar{\Omega}),\left\|\mathbb{N}_{\theta, \beta}[\omega]\right\|_{L^{s^{\prime}}\left(\bar{\Omega} ; \delta^{a}\right)} \leq 1\right\} \tag{3.17}
\end{equation*}
$$

for any compact set $E \subset \bar{\Omega}$ where $s^{\prime}$ is the conjugate exponent of $s$.
Using [5, Theorem 2.6], we obtain easily the following result.
Proposition 3.9. Let $p>1, \sigma>0$ and $\tau \in \mathfrak{M}^{+}\left(\Omega ; \delta^{\alpha}\right)$. Then the following statements are equivalent.

1. There exists $C>0$ such that the following inequality hold

$$
\int_{E} \delta^{\alpha} d \tau \leq C \operatorname{Cap}_{\mathbb{N}_{2 \alpha, 2}, p^{\prime}}^{(p+1) \alpha}(E)
$$

for any Borel $E \subset \bar{\Omega}$.
2. There exists a constant $C>0$ such that (1.19) holds.
3. Problem (3.5) has a positive weak solution for $\sigma>0$ small enough.

Proof. First we note that

$$
G(x, y)=\delta(x)^{\alpha} \delta(y)^{\alpha} N_{2 \alpha, 2}(x, y), \quad \forall x, y \in \Omega, x \neq y
$$

Thus the inequality

$$
\mathbb{G}_{\mu}\left[\mathbb{G}_{\mu}[\tau]^{p}\right] \leq C \mathbb{G}_{\mu}[\tau] \quad \text { a.e. in } \Omega
$$

is equivalent to

$$
\mathbb{N}_{2 \alpha, 2}\left[\delta^{(p+1) \alpha}(y) \mathbb{N}_{2 \alpha, 2}[\tilde{\tau}]^{p}(y)\right](x) \leq C \mathbb{N}_{2 \alpha, 2}[\tilde{\tau}](x) \quad \text { a.e. in } \Omega,
$$

where $d \tilde{\tau}(y)=\delta^{\alpha}(y) d \tau(y)$.

Now notice that if $u$ is a positive solution of (3.5) then by Proposition 2.12 we have that $u=\mathbb{G}_{\mu}\left[u^{p}\right]+\mathbb{G}_{\mu}[\tau]$ which implies that

$$
\frac{u}{\delta(x)^{\alpha}} \approx \mathbb{N}_{2 \alpha, 2}\left[\delta^{(p+1) \alpha}\left(\frac{u}{\delta^{\alpha}}\right)^{p}\right](x)+\sigma \mathbb{N}_{2 \alpha, 2}[\tilde{\tau}](x)
$$

the desired results follow by [5, Theorem 2.6] and [5, Proposition 2.7].
Let us now give a result which implies the existence for the problem (3.5).
Lemma 3.10. Let $1<p<p_{\mu}$. Then

$$
\inf _{\xi \in \Omega} \operatorname{Cap}_{\mathbb{N}_{2 \alpha, 2}, p^{\prime}}^{(p+1) \alpha}(\{\xi\})>0
$$

Proof. By (3.17) it is enough to show that

$$
\sup _{\xi \in \Omega}\left\|\mathbb{N}_{2 \alpha, 2}\left[\delta_{\xi}\right]\right\|_{L^{p}\left(\Omega ; \delta^{(p+1) \alpha}\right)}<C<\infty
$$

which is equivalent to

$$
\begin{equation*}
\sup _{\xi \in \Omega}\left\|\frac{G_{\mu}(\cdot, \xi)}{\delta(\xi)^{\alpha}}\right\| \|_{L^{p}\left(\Omega ; \delta^{\alpha}\right)}<C . \tag{3.18}
\end{equation*}
$$

The result follows by Lemma 2.2 and (2.1).

### 3.4. Boundary value problem

Estimate (1.18) is a necessary and sufficient condition for the existence of weak solutions of

$$
\left\{\begin{align*}
&-L_{\mu} u=u^{p} \text { in } \Omega,  \tag{3.19}\\
& \operatorname{tr}(u)=\varrho v \\
& \text { on } \partial \Omega .
\end{align*}\right.
$$

Proposition 3.11. [5, Theorem 4.1] Let $p>1, \varrho>0$ and $v \in \mathfrak{M}^{+}(\partial \Omega)$. Then, the following statements are equivalent.

1. There exists $C>0$ such that the following inequality holds

$$
\nu(F) \leq C \operatorname{Cap}_{1-\alpha+\frac{1+\alpha}{p}, p^{\prime}}^{\partial \Omega}(F)
$$

for any Borel $F \subset \partial \Omega$.
2. There exists $C>0$ such that (1.18) holds.
3. Problem (3.19) has a positive weak solution for $\varrho>0$ small enough.

Lemma 3.12. Let $v \in \mathfrak{M}^{+}(\partial \Omega)$ and $0<p<p_{\mu}$. Then there exists a constant $C>0$ such that (1.18) holds.

Proof. We first assume that $1<p<p_{\mu}$. Let $\xi \in \partial \Omega$; we have $\delta_{\xi}(F)<c \operatorname{Cap}_{1-\alpha+\frac{1+\alpha}{p}, p^{\prime}}^{\partial \Omega}(F)$ for every $F \subset \partial \Omega$ where $c$ is independent of $\xi$. By Proposition 3.11, (1.18) holds with $\nu$ replaced by $\delta_{\xi}$ and with the constant $C$ independent of $\xi$. By taking integral over $\xi \in \partial \Omega$, we get (1.18).

Next, if $p \in(0,1]$, we choose $s>1$ such that $1<p s<p_{\mu}$. By Young's inequality,

$$
\begin{equation*}
\mathbb{G}_{\mu}\left[\mathbb{K}_{\mu}[\nu]^{p}\right] \leq C\left(\mathbb{G}_{\mu}[1]+\mathbb{G}_{\mu}\left[\mathbb{K}_{\mu}[\nu]^{p s}\right]\right) \leq C\left(\mathbb{G}_{\mu}[1]+\mathbb{K}_{\mu}[\nu]\right) \tag{3.20}
\end{equation*}
$$

This, combined with the inequality $\mathbb{G}_{\mu}[1] \leq c \delta^{\alpha} \leq c^{\prime} \mathbb{K}_{\mu}[\nu]$ a.e. in $\Omega$ leads to (1.18).
Proposition 3.13. Let $p>0, \varrho>0$ and $v \in \mathfrak{M}^{+}(\partial \Omega)$.
(i) Assume there exists a constant $C>0$ such that (1.18) holds. Then problem (3.19) admits a weak solution $u$ satisfying

$$
\begin{equation*}
\mathbb{K}_{\mu}[\varrho \nu] \leq u \leq C \mathbb{K}_{\mu}[\varrho \nu] \quad \text { a.e. in } \Omega, \tag{3.21}
\end{equation*}
$$

with another constant $C>0$, for any $\varrho>0$ small enough if $p>1$, for any $\varrho>0$ if $p \in(0,1)$.
(ii) Assume $p>1$ and problem (3.19) admits a weak solution. Then (1.18) holds with $C=$ $\frac{1}{p-1}$.
(iii) Assume $0<p<p_{\mu}$. Then there exists a constant $C>0$ such that for any weak solution $u$ of (3.19) there holds

$$
\begin{equation*}
\mathbb{K}_{\mu}[\varrho \nu] \leq u \leq C\left(\mathbb{K}_{\mu}[\varrho \nu]+\delta^{\alpha}\right) \quad \text { a.e. in } \Omega . \tag{3.22}
\end{equation*}
$$

Proof. By using an argument as in the proof of Proposition 3.4, Proposition 3.5 and Proposition 3.6, we obtained the desired results.

The above results allow to study elliptic equations with interior and boundary measures.
Proposition 3.14. Let $p>0, \sigma>0, \varrho>0$ and $\tau \in \mathfrak{M}^{+}\left(\Omega ; \delta^{\alpha}\right)$ and $v \in \mathfrak{M}^{+}(\partial \Omega)$. If (1.18) and (1.19) hold then problem (1.17) admits a weak solution u satisfying (1.20) for $\sigma>0$ and $\varrho>0$ small enough if $p>1$, for any $\sigma>0$ and $\varrho>0$ if $0<p<1$.

Furthermore if $0<p<p_{\mu}$ there exists a constant $C>0$ such that for any weak solution $u$ of (1.17) estimate (1.21) holds.

Proof. We adapt the argument in the proof of [4, Theorem 3.13]. Put $v:=u-\mathbb{K}_{\mu}[\varrho \nu]$ then $v$ satisfies

$$
\left\{\begin{align*}
-L_{\mu} v & =\left(v+\mathbb{K}_{\mu}[\varrho v]\right)^{p}+\sigma \tau \quad \text { in } \Omega  \tag{3.23}\\
\operatorname{tr}(v) & =0
\end{align*}\right.
$$

Consider the following problem

$$
\left\{\begin{align*}
-L_{\mu} w & =c_{p} w^{p}+c_{p}\left(\mathbb{K}_{\mu}[\varrho \nu]\right)^{p}+\sigma \tau \quad \text { in } \Omega  \tag{3.24}\\
\operatorname{tr}(w) & =0
\end{align*}\right.
$$

where $c_{p}:=\max \left\{1,2^{p-1}\right\}$. Since (1.18) holds, it follows that $\mathbb{K}_{\mu}[\nu]^{p} \in L^{1}\left(\Omega ; \delta^{\alpha}\right)$. Since (1.19) holds, we infer from Proposition 3.4 that problem (3.24) admits a weak solution $w$ for $\sigma>0$ and $\varrho>0$ small enough if $p>1$, for any $\sigma>0$ and $\varrho>0$ if $0<p<1$. Notice that $w$ is a supersolution of (3.24), we infer that there is a weak solution $v$ of (3.23) satisfying $v \leq w$ a.e. in $\Omega$. By Proposition 3.4 and (1.18), we get

$$
w \leq c \mathbb{G}_{\mu}\left[\mathbb{K}_{\mu}[\varrho \nu]^{p}+\sigma \tau\right] \leq c^{\prime}\left(\mathbb{G}_{\mu}[\sigma \tau]+\mathbb{K}_{\mu}[\varrho \nu]\right) \quad \text { a.e. in } \Omega
$$

This implies (1.20).
If $0<p<p_{\mu}$ then (1.21) follows from Proposition 3.6 and Proposition 3.13 (iii).
Proof of Theorem B. Statements (i) and (ii) follow from Lemma 3.12 and Lemma 3.3 respectively. Statement (iii) follows from Proposition 3.14. Statement (iv) follows from Proposition 3.5 and Proposition 3.13 (ii). Statement (v) is derived from Proposition 3.14 (ii).

Proof of Theorem C. The implications (i) $\Longleftrightarrow$ (ii) $\Longrightarrow$ (iii) follow from Proposition 3.11, Proposition 3.9 and Proposition 3.14. We will show that (iii) $\Longrightarrow$ (ii). Since (1.17) has a weak solution for $\sigma>0$ small and $\varrho>0$ small, it follows that (3.5) admits a solution for $\sigma>0$ small and (3.19) admits a solution for $\varrho>0$ small. Due to Proposition 3.11 and Proposition 3.9, we derive (1.19) and (1.18). This completes the proof.

## 4. Elliptic systems: the power case

Let $\mu \in\left(0, \frac{1}{4}\right]$. In this section, we deal with system (1.32). We recall that $p_{\mu}$ is defined in (1.31) and

$$
q:=\tilde{p} \frac{p+1}{\tilde{p}+1}, \quad \tilde{q}:=p \frac{\tilde{p}+1}{p+1} .
$$

Without loss of generality, we can assume that $0<p \leq \tilde{p}$. Then $p \leq q \leq \tilde{q} \leq \tilde{p}$ if $p \tilde{p} \geq 1$. Put

$$
t_{\mu}:=\tilde{p}\left(p-p_{\mu}+1\right) .
$$

Notice that if $q<p_{\mu}$ then $t_{\mu}<q<p_{\mu}$.
Lemma 4.1. Let $p>0, \tilde{p}>0$ and $\tau \in \mathfrak{M}^{+}\left(\Omega ; \delta^{\alpha}\right)$. Assume $q<p_{\mu}$. Then for any $t \in$ $\left(\max \left(0, t_{\mu}\right), \tilde{p}\right]$, there exists a positive constant $c=c(N, p, \tilde{p}, \mu, t, \tau)$ (independent of $\tau$ if $p>1)$ such that

$$
\begin{equation*}
\mathbb{G}_{\mu}\left[\mathbb{G}_{\mu}[\tau]^{p}\right]^{\tilde{p}} \leq c \mathbb{G}_{\mu}[\tau]^{t} . \tag{4.1}
\end{equation*}
$$

## In particular,

$$
\begin{gather*}
\mathbb{G}_{\mu}\left[\mathbb{G}_{\mu}[\tau]^{p}\right]^{\tilde{p}} \leq C \mathbb{G}_{\mu}[\tau]^{q},  \tag{4.2}\\
\mathbb{G}_{\mu}\left[\mathbb{G}_{\mu}\left[\mathbb{G}_{\mu}[\tau]^{p}\right]^{\tilde{p}}\right] \leq C \mathbb{G}_{\mu}[\tau] \tag{4.3}
\end{gather*}
$$

where $C=C(N, p, \tilde{p}, \mu, \tau)$.

Proof. Since $q<p_{\mu}$, it follows that $p<p_{\mu}$, hence $\max \left(0, p-p_{\mu}+1\right)<1$. Let $t \in$ $\left(\max \left(0, t_{\mu}, \tilde{p}\right]\right.$ then $\max \left(0, p-p_{\mu}+1\right)<\frac{t}{\tilde{p}} \leq 1$. By applying Lemma 3.7 with $s$ replaced by $\frac{t}{\tilde{p}}$ respectively in order to obtain

$$
\mathbb{G}_{\mu}\left[\mathbb{G}_{\mu}[\tau]^{p}\right] \leq c \mathbb{G}_{\mu}[\tau]^{\frac{t}{p}}
$$

which implies (4.1). Since $t_{\mu}<q \leq \tilde{p}$, by taking $t=q$ in (4.1) we obtain (4.2). Next, since $q<p_{\mu}$, by apply Lemma 3.7 with $\gamma$ replaced by $\tilde{\gamma}$ and (4.2), we get

$$
\mathbb{G}_{\mu}\left[\mathbb{G}_{\mu}\left[\mathbb{G}_{\mu}[\tau]^{p}\right]^{\tilde{p}}\right] \leq C \mathbb{G}_{\mu}\left[\mathbb{G}_{\mu}[\tau]^{q}\right] \leq C \mathbb{G}_{\mu}[\tau]
$$

Lemma 4.2. Let $p>0, \tilde{p}>0, \tau, \tilde{\tau} \in \mathfrak{M}^{+}\left(\Omega ; \delta^{\alpha}\right)$ and $\nu, \tilde{v} \in \mathfrak{M}^{+}(\partial \Omega)$. Assume that there exist positive functions $U \in L^{\tilde{p}}\left(\Omega ; \delta^{\alpha}\right)$ and $V \in L^{p}\left(\Omega ; \delta^{\alpha}\right)$ such that

$$
\begin{align*}
U & \geq \mathbb{G}_{\mu}\left[\left(V+\mathbb{K}_{\mu}[\tilde{\varrho} \tilde{v}]\right)^{p}\right]+\mathbb{G}_{\mu}[\sigma \tau], \\
V & \geq \mathbb{G}_{\mu}\left[\left(U+\mathbb{K}_{\mu}[\varrho \nu]\right)^{\tilde{p}}\right]+\mathbb{G}_{\mu}[\tilde{\sigma} \tilde{\tau}] \tag{4.4}
\end{align*}
$$

in $\Omega$. Then there exists a weak solution $(u, v)$ of $(1.32)$ such that

$$
\begin{align*}
& \mathbb{G}_{\mu}[\sigma \tau]+\mathbb{K}_{\mu}[\varrho v] \leq u \leq U, \\
& \mathbb{G}_{\mu}[\tilde{\sigma} \tilde{\tau}]+\mathbb{K}_{\mu}[\tilde{\varrho} \tilde{v}] \leq v \leq V \tag{4.5}
\end{align*}
$$

Proof. Put $u_{0}:=0$ and

$$
\left\{\begin{array}{l}
v_{n+1}:=\mathbb{G}_{\mu}\left[u_{n}^{\tilde{p}}\right]+\mathbb{G}_{\mu}[\tilde{\sigma} \tilde{\tau}]+\mathbb{K}_{\mu}[\varrho \tilde{\varrho} \tilde{v}], \quad n \geq 0,  \tag{4.6}\\
u_{n}:=\mathbb{G}_{\mu}\left[v_{n}^{p}\right]+\mathbb{G}_{\mu}[\sigma \tau]+\mathbb{K}_{\mu}[\varrho \nu], \quad n \geq 1 .
\end{array}\right.
$$

We see that $0 \leq v_{1}=\mathbb{G}_{\mu}[\tilde{\sigma} \tilde{\tau}]+\mathbb{K}_{\mu}[\tilde{\varrho} \tilde{v}] \leq V$. It is easy to see that $\left\{u_{n}\right\}$ and $\left\{v_{n}\right\}$ are nondecreasing sequences, $0 \leq u_{n} \leq U$ and $0 \leq v_{n} \leq V$ in $\Omega$. By monotone convergence theorem, there exist $u \in L^{\tilde{p}}\left(\Omega ; \delta^{\alpha}\right)$ and $v \in L^{p}\left(\Omega ; \delta^{\alpha}\right)$ such that $u_{n} \rightarrow u$ in $L^{1}(\Omega), v_{n} \rightarrow v$ in $L^{1}(\Omega), u_{n}^{\tilde{p}} \rightarrow u^{\tilde{p}}$ in $L^{1}\left(\Omega ; \delta^{\alpha}\right), v_{n}^{p} \rightarrow v^{p}$ in $L^{1}\left(\Omega ; \delta^{\alpha}\right)$. Moreover $u \leq U$ and $v \leq V$ in $\Omega$. By letting $n \rightarrow \infty$ in (4.6), we obtain

$$
\left\{\begin{array}{l}
v=\mathbb{G}_{\mu}\left[u^{\tilde{p}}\right]+\mathbb{G}_{\mu}[\tilde{\sigma} \tilde{\tau}]+\mathbb{K}_{\mu}[\tilde{\varrho} \tilde{\nu}],  \tag{4.7}\\
u=\mathbb{G}_{\mu}\left[v^{p}\right]+\mathbb{G}_{\mu}[\sigma \tau]+\mathbb{K}_{\mu}[\varrho \nu] .
\end{array}\right.
$$

Thus $(u, v)$ is a weak solution of (1.32) and satisfies (4.5).
Proof of Theorem E. We first show that the following system has weak a solution

$$
\begin{cases}-L_{\mu} w=\left(\tilde{w}+\mathbb{K}_{\mu}[\tilde{\varrho} \tilde{v}]\right)^{p}+\sigma \tau & \text { in } \Omega  \tag{4.8}\\ -L_{\mu} \tilde{w}=\left(w+\mathbb{K}_{\mu}[\varrho v]\right)^{\tilde{p}}+\tilde{\sigma} \tilde{\tau} & \text { in } \Omega \\ \operatorname{tr}(u)=\operatorname{tr}(v)=0\end{cases}
$$

Fix $\vartheta_{i}>0,(i=1,2,3,4)$ and set

$$
\Psi:=\mathbb{G}_{\mu}\left[\vartheta_{1} \tau+\mathbb{K}_{\mu}\left[\vartheta_{2} \tilde{\nu}\right]^{p}\right]^{\tilde{p}}+\mathbb{K}_{\mu}\left[\vartheta_{3} \nu\right]^{\tilde{p}}+\vartheta_{4} \tilde{\tau} .
$$

For $\kappa \in(0,1]$, put

$$
\sigma:=\kappa^{\frac{1}{\bar{p}}} \vartheta_{1}, \quad \tilde{\sigma}:=\kappa \vartheta_{4}, \quad \varrho:=\kappa^{\frac{1}{\bar{p}}} \vartheta_{3}, \quad \tilde{\varrho}:=\kappa^{\frac{1}{p \bar{p}}} \vartheta_{2} .
$$

Then from the assumption, we deduce that $\Psi \in \mathfrak{M}^{+}\left(\Omega ; \delta^{\alpha}\right)$. By Lemma 4.1,

$$
\begin{equation*}
\mathbb{G}_{\mu}\left[\mathbb{G}_{\mu}\left[\mathbb{G}_{\mu}[\Psi]^{p}\right]^{\tilde{p}}\right] \leq C \mathbb{G}_{\mu}[\Psi] \tag{4.9}
\end{equation*}
$$

where $C=C(N, p, \tilde{p}, \mu, \sigma, \tilde{\sigma}, \kappa, \tau, \tilde{\tau})$. Set

$$
V:=A \mathbb{G}_{\mu}[\kappa \Psi] \quad \text { and } \quad U:=\mathbb{G}_{\mu}\left[\left(V+\mathbb{K}_{\mu}[\tilde{\varrho} \tilde{v}]\right)^{p}+\sigma \tau\right]
$$

where $A>0$ will be determined later on. We have

$$
\begin{aligned}
& \left(U+\mathbb{K}_{\mu}[\varrho \nu]\right)^{\tilde{p}}+\tilde{\sigma} \tilde{\tau} \\
& \quad \leq c\left\{\mathbb{G}_{\mu}\left[\left(a_{3} \kappa \mathbb{G}_{\mu}[\Psi]+\mathbb{K}_{\mu}[\tilde{\varrho} \tilde{v}]\right)^{p}\right]^{\tilde{p}}+\mathbb{G}_{\mu}[\sigma \tau]^{\tilde{p}}+\mathbb{K}_{\mu}[\varrho \nu]^{\tilde{p}}\right\}+\tilde{\sigma} \tilde{\tau} \\
& \leq c\left\{A^{p \tilde{p}} \kappa^{p \tilde{p}} \mathbb{G}_{\mu}\left[\mathbb{G}_{\mu}[\Psi]^{p}\right]^{\tilde{p}}+\mathbb{G}_{\mu}\left[\mathbb{K}_{\mu}[\tilde{\varrho} \tilde{\nu}]^{p}\right]^{\tilde{p}}\right\}+c \mathbb{G}_{\mu}[\sigma \tau]^{\tilde{p}}+c \mathbb{K}_{\mu}[\varrho \nu]^{\tilde{p}}+\tilde{\sigma} \tilde{\tau}
\end{aligned}
$$

where $c=c(p, \tilde{p})$. It follows that

$$
\begin{equation*}
\mathbb{G}_{\mu}\left[\left(U+\mathbb{K}_{\mu}[\varrho \nu]\right)^{\tilde{p}}+\tilde{\sigma} \tilde{\tau}\right] \leq I_{1}+I_{2} \tag{4.10}
\end{equation*}
$$

where

$$
\begin{gathered}
I_{1}:=c A^{p \tilde{p}_{\kappa} p \tilde{p}} \mathbb{G}_{\mu}\left[\mathbb{G}_{\mu}\left[\mathbb{G}_{\mu}[\Psi]^{p}\right]^{\tilde{p}}\right]+c \mathbb{G}_{\mu}\left[\mathbb{G}_{\mu}\left[\mathbb{K}_{\mu}\left[\varrho_{\tilde{v}}\right]^{p}\right]^{\tilde{p}}\right], \\
I_{2}:=c \mathbb{G}_{\mu}\left[\mathbb{G}_{\mu}[\sigma \tau]^{\tilde{p}}\right]+c \mathbb{G}_{\mu}\left[\mathbb{K}_{\mu}[\varrho \nu]^{\tilde{p}}\right]+\mathbb{G}_{\mu}[\tilde{\sigma} \tilde{\tau}] .
\end{gathered}
$$

We first estimate $I_{1}$. Observe that

$$
\mathbb{G}_{\mu}\left[\mathbb{G}_{\mu}\left[\mathbb{K}_{\mu}[\tilde{\varrho} \tilde{v}]^{p}\right]^{\tilde{p}}\right]=\mathbb{G}_{\mu}\left[\mathbb{G}_{\mu}\left[\mathbb{K}_{\mu}\left[\vartheta_{2} \tilde{\nu}\right]^{p}\right]^{\tilde{p}}\right] \leq \mathbb{G}_{\mu}[\kappa \Psi] .
$$

This, together with (4.9) implies

$$
\begin{equation*}
I_{1} \leq c\left(A^{p \tilde{p}} \kappa^{p \tilde{p}-1}+1\right) \mathbb{G}_{\mu}[\kappa \Psi] \tag{4.11}
\end{equation*}
$$

Next it is easy to see that

$$
\begin{equation*}
I_{2} \leq c \mathbb{G}_{\mu}[\kappa \Psi] \tag{4.12}
\end{equation*}
$$

By collecting (4.10), (4.11) and (4.12), we obtain

$$
\begin{equation*}
\mathbb{G}_{\mu}\left[\left(U+\mathbb{K}_{\mu}[\varrho \nu]\right)^{\tilde{p}}+\tilde{\sigma} \tilde{\tau}\right] \leq c\left(A^{p \tilde{p}} \kappa^{p \tilde{p}-1}+1\right) \mathbb{G}_{\mu}[\kappa \Psi] \tag{4.13}
\end{equation*}
$$

with another constant $c$. We will choose $A$ and $\kappa$ such that

$$
\begin{equation*}
c\left(A^{p \tilde{p}} \kappa^{p \tilde{p}-1}+1\right) \leq A . \tag{4.14}
\end{equation*}
$$

If $p \tilde{p}>1$ then we can choose $A>0$ large enough and then choose $\kappa>0$ small enough (depending on $A$ ) such that (4.14) holds. If $p \tilde{p}<1$ then for any $\kappa>0$ there exists $A$ large enough such that (4.14) holds. For such $A$ and $\kappa$, we obtain

$$
\mathbb{G}_{\mu}\left[\left(U+\mathbb{K}_{\mu}[\varrho \nu]\right)^{\tilde{p}}+\tilde{\sigma} \tilde{\tau}\right] \leq V
$$

By Lemma 4.2, there exists a weak solution $(w, \tilde{w})$ of (4.8) for $\sigma>0, \tilde{\sigma}>0, v>0, \tilde{v}>0$ small if $p \tilde{p}>1$, for any $\sigma>0, \tilde{\sigma}>0, v>0, \tilde{v}>0$ if $p \tilde{p}<1$. Moreover, $(w, \tilde{w})$ satisfies

$$
\begin{gather*}
\tilde{w} \approx \mathbb{G}_{\mu}[\omega],  \tag{4.15}\\
w \approx \mathbb{G}_{\mu}\left[\left(\mathbb{G}_{\mu}[\omega]+\mathbb{K}_{\mu}[\tilde{\nu}]\right)^{p}\right]+\mathbb{G}_{\mu}[\tau] \tag{4.16}
\end{gather*}
$$

where $C=C(N, p, \tilde{p}, \mu, \Omega, \sigma, \tilde{\sigma}, \tau, \tilde{\tau})$.
Next put $u:=w+\mathbb{K}_{\mu}[\varrho \nu]$ and $v:=\tilde{w}+\mathbb{K}_{\mu}[\tilde{\varrho} \tilde{v}]$ then $(u, v)$ is a weak solution of (1.32). Moreover (1.33) and (1.34) follow directly from (4.15) and (4.16).

Proof of Theorem F. Put $\tau^{*}:=\max \{\tau, \tilde{\tau}\}$ and $v^{*}:=\max \{v, \tilde{v}\}$. Fix $\vartheta>0, \tilde{\vartheta}>0$ and for $\kappa \in$ $(0,1]$, put $\sigma=\varrho=(\kappa \vartheta)^{\frac{1}{\tilde{p}}}$ and $\tilde{\sigma}=\kappa \tilde{\vartheta}, \tilde{\varrho}=(\kappa \tilde{\vartheta})^{\frac{1}{p \tilde{p}}}$. Set

$$
\tau^{\#}:=\vartheta \tau+\tilde{\vartheta} \tilde{\tau} \quad \text { and } \quad \nu^{\#}:=\vartheta \nu+\tilde{\vartheta} \tilde{v}
$$

then $\tau^{\#} \leq(\vartheta+\tilde{\vartheta}) \tau^{*}$ and $v^{\#} \leq(\vartheta+\tilde{\vartheta}) \nu^{*}$.
Put $V:=A\left(\mathbb{G}_{\mu}\left[\kappa \tau^{\#}\right]+\mathbb{K}_{\mu}\left[\kappa v^{\#}\right]\right)$ where $A>0$ will be determined later on and put $U:=$ $\mathbb{G}_{\mu}\left[\left(V+\mathbb{K}_{\mu}[\tilde{\varrho} \tilde{v}]\right)^{p}+\sigma \tau\right]$.

We have

$$
\begin{aligned}
U^{\tilde{p}}+\tilde{\sigma} \tilde{\tau} \leq & c A^{p \tilde{p}} \kappa^{p \tilde{p}}\left\{\mathbb{G}_{\mu}\left[\mathbb{G}_{\mu}\left[\tau^{\#}\right]^{p}\right]^{\tilde{p}}+\mathbb{G}_{\mu}\left[\mathbb{K}_{\mu}\left[v^{\#}\right]^{p}\right]^{\tilde{p}}\right\}+c \sigma^{\tilde{p}} \mathbb{G}_{\mu}[\tau]^{\tilde{p}} \\
& +c \varrho^{\tilde{p}} \mathbb{K}_{\mu}[\nu]^{\tilde{p}}+c \tilde{\sigma} \tilde{\tau}
\end{aligned}
$$

with $c=c(p, \tilde{p})$. It follows that

$$
\begin{equation*}
\mathbb{G}_{\mu}\left[\left(U+\mathbb{K}_{\mu}[\varrho \nu]\right)^{\tilde{p}}+\tilde{\sigma} \tilde{\tau}\right] \leq c\left(J_{1}+J_{2}\right) \tag{4.17}
\end{equation*}
$$

where

$$
J_{1}:=A^{p \tilde{p}} \kappa^{p \tilde{p}}\left\{\mathbb{G}_{\mu}\left[\mathbb{G}_{\mu}\left[\mathbb{G}_{\mu}\left[\tau^{\#}\right]^{p}\right]^{\tilde{p}}\right]+\mathbb{G}_{\mu}\left[\mathbb{G}_{\mu}\left[\mathbb{K}_{\mu}\left[\nu^{\#}\right]^{p}\right]^{\tilde{p}}\right]\right\}
$$

$$
J_{2}:=\sigma^{\tilde{p}} \mathbb{G}_{\mu}\left[\mathbb{G}_{\mu}[\tau]^{\tilde{p}}\right]+\varrho^{\tilde{p}} \mathbb{G}_{\mu}\left[\mathbb{K}_{\mu}[\nu]^{\tilde{p}}\right]+\tilde{\sigma} \mathbb{G}_{\mu}[\tilde{\tau}]+\tilde{\varrho} \mathbb{K}_{\mu}[\tilde{v}] .
$$

We first estimate $J_{1}$. We have

$$
J_{1} \leq A^{p \tilde{p}} \kappa^{p \tilde{p}}(\vartheta+\tilde{\vartheta})^{p \tilde{p}}\left\{\mathbb{G}_{\mu}\left[\mathbb{G}_{\mu}\left[\mathbb{G}_{\mu}\left[\tau^{*}\right]^{p}\right]^{\tilde{p}}\right]+\mathbb{G}_{\mu}\left[\mathbb{G}_{\mu}\left[\mathbb{K}_{\mu}\left[\nu^{*}\right]^{p}\right]^{\tilde{p}}\right]\right\}
$$

By (1.35), (1.36) and Proposition 3.11, Proposition 3.9 we infer that

$$
J_{1} \leq c A^{p \tilde{p}} \kappa^{p \tilde{p}}(\vartheta+\tilde{\vartheta})^{p \tilde{p}}\left(\mathbb{G}_{\mu}\left[\tau^{*}\right]+\mathbb{K}_{\mu}\left[\nu^{*}\right]\right)
$$

where $c$ is a positive constant. Therefore

$$
\begin{equation*}
J_{1} \leq c A^{p \tilde{p}^{\prime}} \kappa^{p \tilde{p}}(\vartheta+\tilde{\vartheta})^{p \tilde{p}} \max \left(\vartheta^{-1}, \tilde{\vartheta}^{-1}\right)\left(\mathbb{G}_{\mu}\left[\tau^{\#}\right]+\mathbb{K}_{\mu}\left[\nu^{\#}\right]\right) . \tag{4.18}
\end{equation*}
$$

We next estimate $J_{2}$. Again by (1.35), (1.36) and Proposition 3.11, Proposition 3.9, we deduce

$$
\begin{align*}
J_{2} & \leq c\left(\sigma^{\tilde{P}} \mathbb{G}_{\mu}[\tau]+\varrho^{\tilde{p}} \mathbb{K}_{\mu}[\nu]+\tilde{\sigma} \mathbb{G}_{\mu}[\tilde{\tau}]+\tilde{\varrho} \mathbb{K}_{\mu}[\tilde{\nu}]\right) \\
& =c \kappa\left(\mathbb{G}_{\mu}\left[\tau^{\#}\right]+\mathbb{K}_{\mu}\left[\nu^{\#}\right]\right) . \tag{4.19}
\end{align*}
$$

Combining (4.17), (4.18) and (4.19) implies

$$
\begin{equation*}
\mathbb{G}_{\mu}\left[U^{\tilde{p}}+\tilde{\sigma} \tilde{\tau}\right]+\mathbb{K}_{\mu}[\tilde{\varrho} \tilde{v}] \leq C\left(A^{p \tilde{p}} \kappa^{p \tilde{p}-1}+1\right)\left(\mathbb{G}_{\mu}\left[\kappa \tau^{\#}\right]+\mathbb{K}_{\mu}\left[\kappa \nu^{\#}\right]\right) \tag{4.20}
\end{equation*}
$$

where $C$ is another positive constant. We choose $A>0$ and $\kappa>0$ such that

$$
\begin{equation*}
C\left(A^{p \tilde{p}} \kappa^{p \tilde{p}-1}+1\right) \leq A . \tag{4.21}
\end{equation*}
$$

Since $p \tilde{p}>1$, one can choose $A$ large enough and then choose $\kappa>0$ small enough such that (4.21) holds. For such $A$ and $\kappa$, we have

$$
\mathbb{G}_{\mu}\left[U^{\tilde{p}}+\tilde{\sigma} \tilde{\tau}\right]+\mathbb{K}_{\mu}[\tilde{\varrho} \tilde{v}] \leq V .
$$

By Lemma 4.2, there exists a weak solution $(u, v)$ of (1.32) which satisfies (1.37).

## 5. General nonlinearities

### 5.1. Absorption case

In this section we treat system (1.38) with $\epsilon=-1$. We recall that $\Lambda_{g}$ and $\Lambda_{\tilde{g}}$ are defined in (1.39).

Proof of Theorem G. Step 1: We claim that

$$
\begin{equation*}
\int_{\Omega} g\left(\mathbb{K}_{\mu}[|\tilde{v}|]+\mathbb{G}_{\mu}[|\tilde{\sigma}|]\right) \delta^{\alpha} d x+\int_{\Omega} \tilde{g}\left(\mathbb{K}_{\mu}[|v|]+\mathbb{G}_{\mu}[|\tau|]\right) \delta^{\alpha} d x<\infty \tag{5.1}
\end{equation*}
$$

For $\lambda>0$, set $\tilde{A}_{\lambda}:=\left\{x \in \Omega: \mathbb{K}_{\mu}[|\tilde{v}|]+\mathbb{G}_{\mu}[|\tilde{v}|]>\lambda\right\}$ and $a(\lambda):=\int_{\tilde{A}_{\lambda}} \delta^{\alpha} d x$. We write

$$
\begin{align*}
\left\|g\left(\mathbb{K}_{\mu}[|\tilde{v}|]+\mathbb{G}_{\mu}[|\tilde{\tau}|]\right)\right\|_{L^{1}\left(\Omega ; \delta^{\alpha}\right)}= & \int_{\tilde{A}_{1}} g\left(\mathbb{K}_{\mu}[|\tilde{v}|]+\mathbb{G}_{\mu}[|\tilde{\tau}|]\right) \delta^{\alpha} d x \\
& +\int_{\tilde{A}_{1}^{c}} g\left(\mathbb{K}_{\mu}[|\tilde{v}|]+\mathbb{G}_{\mu}[|\tilde{\tau}|]\right) \delta^{\alpha} d x  \tag{5.2}\\
\leq & \int_{\tilde{A}_{1}} g\left(\mathbb{K}_{\mu}[|\tilde{v}|]+\mathbb{G}_{\mu}[|\tilde{\tau}|]\right) \delta^{\alpha} d x+g(1) \int_{\Omega} \delta^{\alpha} d x .
\end{align*}
$$

We have

$$
\int_{\tilde{A}_{1}} g\left(\mathbb{K}_{\mu}[|\tilde{v}|]+\mathbb{G}_{\mu}[|\tilde{\tau}|]\right) \delta^{\alpha} d x=a(1) g(1)+\int_{1}^{\infty} a(s) d g(s) .
$$

On the other hand, by (2.2) and Proposition 2.4 one gets, for every $s>0$,

$$
\begin{equation*}
a(s) \leq C\left(\left\|\mathbb{K}_{\mu}[|\tilde{v}|]\right\|_{L_{w}^{p_{\mu}}\left(\Omega ; \delta^{\alpha}\right)}^{p_{\mu}}+\left\|\mathbb{G}_{\mu}[|\tilde{\tau}|]\right\|_{L_{w}^{p_{\mu}}\left(\Omega ; \delta^{\alpha}\right)}^{p_{\mu}}\right) s^{-p_{\mu}} \leq C s^{-p_{\mu}} \tag{5.3}
\end{equation*}
$$

where $C=C\left(N, \mu, \Omega, \gamma,\|\tilde{\nu}\|_{\mathfrak{M}(\partial \Omega)},\|\tilde{\tau}\|_{\mathfrak{M}\left(\Omega ; \delta^{\alpha}\right)}\right)$. Thus

$$
\begin{equation*}
a(1) g(1)+\int_{1}^{\infty} a(s) d g(s) \leq C+C \int_{1}^{\infty} s^{-1-p_{\mu}} g(s) d s \leq C p_{\mu} \Lambda_{g} . \tag{5.4}
\end{equation*}
$$

By combining the above estimates we obtain

$$
\left\|g\left(\mathbb{K}_{\mu}[|\tilde{v}|]+\mathbb{G}_{\mu}[|\tilde{\tau}|]\right)\right\|_{L^{1}\left(\Omega ; \delta^{\alpha}\right)} \leq C p_{\mu} \Lambda_{g}+g(1) \int_{\Omega} \delta^{\alpha} d x \leq C .
$$

Similarly,

$$
\left\|\tilde{g}\left(\mathbb{K}_{\mu}[|\nu|]+\mathbb{G}_{\mu}[|\tau|]\right)\right\|_{L^{1}\left(\Omega ; \delta^{\alpha}\right)} \leq \tilde{C} p_{\mu} \Lambda_{\tilde{g}}+\tilde{g}(1) \int_{\Omega} \delta^{\alpha} d x \leq \tilde{C}
$$

Thus (5.1) follows directly.

## Step 2: Existence.

Put $u_{0}:=\mathbb{K}_{\mu}[\nu]+\mathbb{G}_{\mu}[\tau]$. Let $v_{0}$ be the unique weak solution of the following problem

$$
\left\{\begin{aligned}
-L_{\mu} v_{0}+\tilde{g}\left(u_{0}\right) & =\tilde{\tau} \quad \text { in } \Omega, \\
\operatorname{tr}\left(v_{0}\right) & =\tilde{v} .
\end{aligned}\right.
$$

For any $k \geq 1$, since $g, \tilde{g}$ satisfy (5.1) there exist functions $u_{k}$ and $v_{k}$ satisfying

$$
\begin{cases}-L_{\mu} u_{k}+g\left(v_{k-1}\right)=\tau & \text { in } \Omega  \tag{5.5}\\ -L_{\mu} v_{k}+\tilde{g}\left(u_{k}\right)=\tilde{\tau} & \text { in } \Omega \\ \operatorname{tr}\left(u_{k}\right)=v, \quad \operatorname{tr}\left(v_{k}\right)=\tilde{v} & \end{cases}
$$

Moreover

$$
\begin{align*}
& u_{k}+\mathbb{G}_{\mu}\left[g\left(v_{k-1}\right)\right]=\mathbb{G}_{\mu}[\tau]+\mathbb{K}_{\mu}[\nu],  \tag{5.6}\\
& v_{k}+\mathbb{G}_{\mu}\left[\tilde{g}\left(u_{k}\right)\right]=\mathbb{G}_{\mu}[\tilde{\tau}]+\mathbb{K}_{\mu}[\tilde{v}] .
\end{align*}
$$

Since $g, \tilde{g} \geq 0$, it follows that, for every $k \geq 1$,

$$
\mathbb{K}_{\mu}[\nu]+\mathbb{G}_{\mu}[\tau]-\mathbb{G}_{\mu}\left[g\left(\mathbb{K}_{\mu}[\tilde{\nu}]+\mathbb{G}_{\mu}[\tilde{\tau}]\right)\right] \leq u_{k} \leq \mathbb{K}_{\mu}[\nu]+\mathbb{G}_{\mu}[\tau]=u_{0}
$$

and

$$
\mathbb{K}_{\mu}[\tilde{\nu}]+\mathbb{G}_{\mu}[\tilde{\tau}]-\mathbb{G}_{\mu}\left[\tilde{g}\left(\mathbb{K}_{\mu}[\nu]+\mathbb{G}_{\mu}[\tau]\right)\right] \leq v_{k} \leq \mathbb{K}_{\mu}[\tilde{v}]+\mathbb{G}_{\mu}[\tilde{\tau}]
$$

in $\Omega$. Now, suppose that for some $k \geq 1, u_{k} \leq u_{k-1}$. Since $g$ and $\tilde{g}$ are nondecreasing, we deduce that

$$
\begin{align*}
& v_{k}=\mathbb{K}_{\mu}[\tilde{v}]+\mathbb{G}_{\mu}[\tilde{\tau}]-\mathbb{G}_{\mu}\left[\tilde{g}\left(u_{k}\right)\right] \geq \mathbb{K}_{\mu}[\tilde{v}]+\mathbb{G}_{\mu}[\tilde{\tau}]-\mathbb{G}_{\mu}\left[\tilde{g}\left(u_{k-1}\right)\right]=v_{k-1}, \\
& u_{k+1}=\mathbb{K}_{\mu}[\nu]+\mathbb{G}_{\mu}[\tau]-\mathbb{G}_{\mu}\left[g\left(v_{k}\right)\right] \leq \mathbb{K}_{\mu}[\nu]+\mathbb{G}_{\mu}[\tau]-\mathbb{G}_{\mu}\left[g\left(v_{k-1}\right)\right]=u_{k} . \tag{5.7}
\end{align*}
$$

This means that $\left\{v_{k}\right\}$ is nondecreasing and $\left\{u_{k}\right\}$ is nonincreasing. Hence, there exist $u$ and $v$ such that $u_{k} \downarrow u$ and $v_{k} \uparrow v$ in $\Omega$ and

$$
\begin{aligned}
& \mathbb{K}_{\mu}[\nu]+\mathbb{G}_{\mu}[\tau]-\mathbb{G}_{\mu}\left[g\left(\mathbb{K}_{\mu}[\tilde{v}]+\mathbb{G}_{\mu}[\tilde{\tau}]\right)\right] \leq u \leq \mathbb{K}_{\mu}[\nu]+\mathbb{G}_{\mu}[\tau], \\
& \mathbb{K}_{\mu}[\tilde{\nu}]+\mathbb{G}_{\mu}[\tilde{\tau}]-\mathbb{G}_{\mu}\left[\tilde{g}\left(\mathbb{K}_{\mu}[\nu]+\mathbb{G}_{\mu}[\tau]\right)\right] \leq v \leq \mathbb{K}_{\mu}[\tilde{\nu}]+\mathbb{G}_{\mu}[\tilde{\tau}] .
\end{aligned}
$$

Since $g$ and $\tilde{g}$ are continuous and nondecreasing, we infer from monotone convergence theorem and (5.1) that $g\left(v_{k}\right) \rightarrow g(v)$ in $L^{1}\left(\Omega ; \delta^{\alpha}\right)$ and $\tilde{g}\left(u_{k}\right) \rightarrow \tilde{g}(u)$ in $L^{1}\left(\Omega ; \delta^{\alpha}\right)$. As a consequence,

$$
\begin{array}{ll}
\mathbb{G}_{\mu}\left[\tilde{g}\left(u_{k}\right)\right] \rightarrow \mathbb{G}_{\mu}[\tilde{g}(u)] & \text { a.e. in } \Omega, \\
\mathbb{G}_{\mu}\left[g\left(v_{k}\right)\right] \rightarrow \mathbb{G}_{\mu}[g(v)] & \text { a.e. in } \Omega .
\end{array}
$$

By letting $k \rightarrow \infty$ in (5.6), we obtain the desired result.

### 5.2. Source case: subcriticality

In this section for simplicity we consider system (1.38) with $\epsilon=1$. Assume that $g(0)=$ $\tilde{g}(0)=0$. In preparation for proving Theorem H, we establish the following lemma:

Lemma 5.1. Assume $\epsilon=1, g$ and $\tilde{g}$ are bounded, nondecreasing and continuous functions in $\mathbb{R}$. Let $\tau, \tilde{\tau} \in \mathfrak{M}\left(\Omega ; \delta^{\alpha}\right)$ and $\nu, \tilde{v} \in \mathfrak{M}(\partial \Omega)$. Assume there exist $a_{1}>0, b_{1}>0$ and $q_{1}>1$ such that (1.40) and (1.41) are satisfied. Then there exist $\lambda_{*}, \tilde{\lambda}_{*}, b_{*}>0$ and $\varrho_{*}>0$ depending on $N, \mu, \Omega$ $\gamma, \tilde{\gamma}, \Lambda_{g}, \Lambda_{\tilde{g}}, a_{1}, q_{1}$ such that the following holds. For every $b_{1} \in\left(0, b_{*}\right)$ and $\sigma, \tilde{\sigma}, \tilde{\varrho}, \varrho \in\left(0, \varrho_{*}\right)$ the system

$$
\begin{cases}-L_{\mu} u=g\left(v+\tilde{\varrho} \mathbb{K}_{\mu}[\tilde{v}]+\tilde{\sigma} \mathbb{G}_{\mu}[\tilde{\tau}]\right) & \text { in } \Omega,  \tag{5.8}\\ -L_{\mu} v=\tilde{g}\left(u+\varrho \mathbb{K}_{\mu}[\nu]+\sigma \mathbb{G}_{\mu}[\tau]\right) & \text { in } \Omega, \\ \operatorname{tr}(u)=\operatorname{tr}(v)=0 & \end{cases}
$$

admits a weak solution $(u, v)$ satisfying

$$
\begin{align*}
& \|u\|_{L_{w}^{p \mu}\left(\Omega ; \delta^{\alpha}\right)}+\|u\|_{L^{q_{1}\left(\Omega ; \delta^{\alpha-1}\right)}} \leq \lambda_{*}, \\
& \|v\|_{L_{w}^{p \mu}\left(\Omega ; \delta^{\alpha}\right)}+\|v\|_{L^{q_{1}}\left(\Omega ; \delta^{\alpha-1}\right)} \leq \tilde{\lambda}_{*} . \tag{5.9}
\end{align*}
$$

Proof. Without loss of generality, we assume that $\|\tau\|_{\mathfrak{M}\left(\Omega ; \delta^{\alpha}\right)}=\|\tilde{\tau}\|_{\mathfrak{M}\left(\Omega ; \delta^{\alpha}\right)}=\|\nu\|_{\mathfrak{M}(\partial \Omega)}=$ $\|\tilde{v}\|_{\mathfrak{M}(\partial \Omega)}=1$. We shall use Schauder fixed point theorem to show the existence of positive weak solutions of (5.8). Define

$$
\begin{align*}
& \mathbb{S}(w):=\mathbb{G}_{\mu}\left[g\left(w+\tilde{\varrho} \mathbb{K}_{\mu}[\tilde{v}]+\tilde{\sigma} \mathbb{G}_{\mu}[\tilde{\tau}]\right)\right], \\
& \tilde{\mathbb{S}}(w):=\mathbb{G}_{\mu}\left[\tilde{g}\left(w+\varrho \mathbb{K}_{\mu}[\nu]+\sigma \mathbb{G}_{\mu}[\tau]\right)\right], \quad \forall w \in L^{1}(\Omega) . \tag{5.10}
\end{align*}
$$

Set

$$
\begin{aligned}
& \mathbf{M}_{1}(w):=\|w\|_{L_{w}^{p_{\mu}}\left(\Omega ; \delta^{\alpha}\right)}, \quad \forall w \in L_{w}^{p_{\mu}}\left(\Omega ; \delta^{\alpha}\right), \\
& \tilde{\mathbf{M}}_{1}(w):=\|w\|_{L_{w}^{p_{\mu}}\left(\Omega ; \delta^{\alpha}\right)}, \quad \forall w \in L_{w}^{p_{\mu}}\left(\Omega ; \delta^{\alpha}\right), \\
& \mathbf{M}_{2}(w):=\|w\|_{L^{q_{1}}\left(\Omega ; \delta^{\alpha-1}\right)}, \quad \forall w \in L^{q_{1}}\left(\Omega ; \delta^{\alpha-1}\right), \\
& \mathbf{M}(w):=\mathbf{M}_{1}(w)+\mathbf{M}_{2}(w), \quad \forall w \in L_{w}^{p_{\mu}}\left(\Omega ; \delta^{\alpha}\right) \cap L^{q_{1}}\left(\Omega ; \delta^{\alpha-1}\right), \\
& \tilde{\mathbf{M}}(w):=\tilde{\mathbf{M}}_{1}(w)+\mathbf{M}_{2}(w), \quad \forall w \in L_{w}^{p_{\mu}}\left(\Omega ; \delta^{\alpha}\right) \cap L^{q_{1}}\left(\Omega ; \delta^{\alpha-1}\right) .
\end{aligned}
$$

Step 1: Upper bound for $g\left(w+\tilde{\varrho} \mathbb{K}_{\mu}[\tilde{v}]+\tilde{\sigma} \mathbb{G}_{\mu}[\tilde{\tau}]\right)$ in $L^{1}\left(\Omega ; \delta^{\alpha}\right)$ with $w \in L_{w}^{p_{\mu}}\left(\Omega ; \delta^{\alpha}\right) \cap$ $L^{q_{1}}\left(\Omega ; \delta^{\alpha-1}\right)$.

For $\lambda>0$, set $\tilde{B}_{\lambda}:=\left\{x \in \Omega:|w|+\tilde{\varrho} \mathbb{K}_{\mu}[|\tilde{\nu}|]+\tilde{\sigma} \mathbb{G}_{\mu}[|\tilde{\tau}|]>\lambda\right\}$ and $b(\lambda):=\int_{\tilde{B}_{\lambda}} \delta^{\alpha} d x$. We write

$$
\begin{align*}
\left\|g\left(w+\tilde{\varrho} \mathbb{K}_{\mu}[\tilde{v}]+\tilde{\sigma} \mathbb{G}_{\mu}[\tilde{\tau}]\right)\right\|_{L^{1}\left(\Omega ; \delta^{\alpha}\right)} & \leq \int_{\tilde{B}_{1}} g\left(|w|+\tilde{\varrho} \mathbb{K}_{\mu}[|\tilde{v}|]+\tilde{\sigma} \mathbb{G}_{\mu}[|\tilde{\tau}|]\right) \delta^{\alpha} d x \\
& +\int_{\tilde{B}_{1}^{c}} g\left(|w|+\tilde{\varrho} \mathbb{K}_{\mu}[|\tilde{v}|]+\tilde{\sigma} \mathbb{G}_{\mu}[|\tilde{\tau}|]\right) \delta^{\alpha} d x \\
& -\int_{\tilde{B}_{1}} g\left(-|w|-\tilde{\varrho} \mathbb{K}_{\mu}[|\tilde{v}|]-\tilde{\sigma} \mathbb{G}_{\mu}[|\tilde{\tau}|]\right) \delta^{\alpha} d x  \tag{5.11}\\
& -\int_{\tilde{B}_{1}^{c}} g\left(-|w|-\tilde{\varrho} \mathbb{K}_{\mu}[|\tilde{v}|]-\tilde{\sigma} \mathbb{G}_{\mu}[|\tilde{\tau}|]\right) \delta^{\alpha} d x \\
& =: I+I I+I I I+I V .
\end{align*}
$$

We first estimate $I$. Since $g \in C\left(\mathbb{R}_{+}\right)$is nondecreasing, one gets

$$
I=b(1) g(1)+\int_{1}^{\infty} b(s) d g(s)
$$

Since $g$ is bounded, there exists an increasing sequence of real positive number $\left\{\ell_{j}\right\}$ such that

$$
\begin{equation*}
\lim _{j \rightarrow \infty} \ell_{j}=\infty \quad \text { and } \quad \lim _{j \rightarrow \infty} \ell_{j}^{-p_{\mu}} g\left(\ell_{j}\right)=0 \tag{5.12}
\end{equation*}
$$

Observe that

$$
\int_{1}^{\infty} b(s) d g(s)=\lim _{j \rightarrow \infty} \int_{\lambda}^{\ell_{j}} b(s) d g(s)
$$

On the other hand, by (2.2) one gets, for every $s>0$,

$$
\begin{equation*}
a(s) \leq\left\||w|+\tilde{\varrho} \mathbb{K}_{\mu}[|\tilde{\nu}|]+\tilde{\sigma} \mathbb{G}_{\mu}[|\tilde{\tau}|]\right\|_{L_{w}^{p \mu}\left(\Omega ; \delta^{\alpha}\right)}^{p_{\mu}} s^{-p_{\mu}} \leq C\left(\mathbf{M}_{1}(w)+\tilde{\varrho}+\tilde{\sigma}\right)^{p_{\mu}} s^{-p_{\mu}} \tag{5.13}
\end{equation*}
$$

where $C=C(N, \mu, \Omega)$. Using (5.13), we obtain

$$
\begin{aligned}
b(1) g(1) & +\int_{1}^{\ell_{j}} b(s) d g(s) \\
& \leq C\left(\mathbf{M}_{1}(w)+\tilde{\varrho}+\tilde{\sigma}\right)^{p_{\mu}} g(1)+C\left(\mathbf{M}_{1}(w)+\tilde{\varrho}+\tilde{\sigma}\right)^{p_{\mu}} \int_{1}^{\ell_{j}} s^{-p_{\mu}} d g(s)
\end{aligned}
$$

$$
\leq C\left(\mathbf{M}_{1}(w)+\tilde{\varrho}+\tilde{\sigma}\right)^{p_{\mu}} \ell_{j}^{-p_{\mu}} g\left(\ell_{j}\right)+C p_{\mu}\left(\mathbf{M}_{1}(w)+\tilde{\varrho}+\tilde{\sigma}\right)^{p_{\mu}} \int_{1}^{\ell_{j}} s^{-1-p_{\mu}} g(s) d s
$$

By virtue of (5.12), letting $j \rightarrow \infty$ yields

$$
\begin{equation*}
I \leq C p_{\mu}\left(\mathbf{M}_{1}(w)+\tilde{\varrho}+\tilde{\sigma}\right)^{p_{\mu}} \int_{1}^{\infty} s^{-1-p_{\mu}} g(s) d s \tag{5.14}
\end{equation*}
$$

Similarly we have

$$
I I I \leq-C p_{\mu}\left(\mathbf{M}_{1}(w)+\tilde{\varrho}+\tilde{\sigma}\right)^{p_{\mu}} \int_{1}^{\infty} s^{-1-p_{\mu}} g(-s) d s
$$

To handle the remaining terms $I I, I I I$, without lost of generality, we assume $q_{1} \in$ (1, $\frac{N+\alpha-1}{N+\alpha-2}$ ). Since $g$ satisfies condition (1.40), it follows that

$$
\begin{align*}
\max \{I I, I V\} & \leq a_{1} \int_{\tilde{B}_{1}^{c}}\left(|w|+\tilde{\varrho} \mathbb{K}_{\mu}[|\tilde{v}|]+\tilde{\sigma} \mathbb{K}_{\mu}[|\tilde{\tau}|]\right)^{q_{1}} \delta^{\alpha} d x+b_{1} \int_{\tilde{B}_{1}^{c}} \delta^{\alpha} d x \\
& \leq a_{1} C \int_{\Omega}|w|^{q_{1}} \delta^{\alpha} d x+a_{1} c_{34}\left(\tilde{\varrho}^{q_{1}}+\tilde{\sigma}^{q_{1}}\right)+b_{1} C  \tag{5.15}\\
& \leq a_{1} C \mathbf{M}_{2}(w)^{q_{1}}+a_{1} C\left(\tilde{\varrho}^{q_{1}}+\tilde{\sigma}^{q_{1}}\right)+b_{1} C
\end{align*}
$$

where $C=C(N, \mu, \Omega)$.
Combining (5.11), (5.14) and (5.15) yields

$$
\begin{equation*}
\left\|g\left(w+\tilde{\varrho} \mathbb{K}_{\mu}[\tilde{v}]+\tilde{\sigma} \mathbb{G}_{\mu}[\tilde{\tau}]\right)\right\|_{L^{1}\left(\Omega ; \delta^{\alpha}\right)} \leq C \Lambda_{g} \mathbf{M}_{1}(w)^{p_{\mu}}+a_{1} C \mathbf{M}_{2}(w)^{q_{1}}+b_{1} C+d_{\tilde{Q}, \tilde{\sigma}} \tag{5.16}
\end{equation*}
$$

where $d_{\tilde{\varrho}, \tilde{\sigma}}=C \Lambda_{g}\left(\tilde{\varrho}^{p_{\mu}}+\tilde{\sigma}^{p_{\mu}}\right)+a_{1} C\left(\tilde{\varrho}^{q_{1}}+\tilde{\sigma}^{q_{1}}\right)$.
Step 2: Estimates on $\mathbf{M}_{1}, \mathbf{M}_{2}$ and $\mathbf{M}$.
From (2.13), we have

$$
\begin{align*}
\tilde{\mathbf{M}}_{1}(\mathbb{S}(w)) & =\| \mathbb{G}_{\mu}\left[g\left(w+\tilde{\varrho} \mathbb{K}_{\mu}[\tilde{v}]+\tilde{\sigma} \mathbb{G}_{\mu}[\tilde{\tau}]\right) \|_{L_{w}^{p_{\mu}}\left(\Omega ; \delta^{\alpha}\right)}\right.  \tag{5.17}\\
& \leq C\left\|g\left(w+\tilde{\varrho} \mathbb{K}_{\mu}[\tilde{\nu}]+\tilde{\sigma} \mathbb{G}_{\mu}[\tilde{\tau}]\right)\right\|_{L^{1}\left(\Omega ; \delta^{\alpha}\right)} .
\end{align*}
$$

It follows that

$$
\begin{equation*}
\tilde{\mathbf{M}}_{1}(\mathbb{S}(w)) \leq C \Lambda_{g} \mathbf{M}_{1}(w)^{p_{\mu}}+a_{1} C \mathbf{M}_{2}(w)^{q_{1}}+b_{1} C+C d_{\tilde{\varrho}, \tilde{\sigma}} \tag{5.18}
\end{equation*}
$$

Applying (2.13), we get

$$
\begin{aligned}
\mathbf{M}_{2}(\mathbb{S}(w)) & =\| \mathbb{G}_{\mu}\left[g\left(w+\tilde{\varrho} \mathbb{K}_{\mu}[\tilde{v}]+\tilde{\sigma} \mathbb{G}_{\mu}[\tilde{\tau}]\right) \|_{\left.L^{q_{1}\left(\Omega ; \delta^{\alpha-1}\right.}\right)}\right. \\
& \leq C\left\|g\left(w+\tilde{\varrho} \mathbb{K}_{\mu}[\tilde{v}]+\tilde{\sigma} \mathbb{G}_{\mu}[\tilde{\tau}]\right)\right\|_{L^{1}\left(\Omega ; \delta^{\alpha}\right)},
\end{aligned}
$$

which implies

$$
\begin{equation*}
\mathbf{M}_{2}(\mathbb{S}(w)) \leq C \Lambda_{g} \mathbf{M}_{1}(w)^{p_{\mu}}+a_{1} C \mathbf{M}_{2}(w)^{q_{1}}+b_{1} C+C d_{\tilde{\varrho}, \tilde{\sigma}} . \tag{5.19}
\end{equation*}
$$

Consequently,

$$
\begin{equation*}
\tilde{\mathbf{M}}(\mathbb{S}(w)) \leq C \Lambda_{g} \mathbf{M}_{1}(w)^{p_{\mu}}+a_{1} C \mathbf{M}_{2}(w)^{q_{1}}+b_{1} C+C d_{\tilde{Q}, \tilde{\sigma}} . \tag{5.20}
\end{equation*}
$$

Similarly, we can show that

$$
\begin{equation*}
\mathbf{M}(\tilde{\mathbb{S}}(w)) \leq \tilde{C} \Lambda_{\tilde{g}} \tilde{\mathbf{M}}_{1}(w)^{p_{\mu}}+a_{1} \tilde{C} \mathbf{M}_{2}(w)^{q_{1}}+b_{1} \tilde{C}+\tilde{C} d_{\varrho, \sigma} \tag{5.21}
\end{equation*}
$$

where $\tilde{C}$ is a positive constant. Define the functions $\eta$ and $\tilde{\eta}$ as follows

$$
\begin{aligned}
& \eta(\lambda):=\max \left\{C \Lambda_{g}, \tilde{C} \Lambda_{\tilde{g}}\right\} \lambda^{p_{\mu}}+\max \{C, \tilde{C}\} a_{1} \lambda^{q_{1}}+\max \{C, \tilde{C}\} b_{1}+\max \left\{C d_{\tilde{\varrho}, \tilde{\sigma}}, \tilde{C} d_{\varrho, \sigma}\right\} \\
& \tilde{\eta}(\lambda):=\max \left\{C \Lambda_{g}, \tilde{C} \Lambda_{\tilde{g}}\right\} \lambda^{p_{\mu}}+\max \{C, \tilde{C}\} a_{1} \lambda^{q_{1}}+\max \{C, \tilde{C}\} b_{1}+\max \left\{C d_{\tilde{\varrho}, \tilde{\sigma}}, \tilde{C} d_{\varrho, \sigma}\right\}
\end{aligned}
$$

where $C$ and $\tilde{C}$ are the constants in (5.20) and (5.21) respectively. By (5.20) and (5.21), we deduce

$$
\tilde{\mathbf{M}}(\mathbb{S}(w)) \leq \eta(\mathbf{M}(w)) \quad \text { and } \quad \mathbf{M}(\tilde{\mathbb{S}}(w)) \leq \tilde{\eta}(\tilde{\mathbf{M}}(w))
$$

Since $p_{\mu}>1$ and $q_{1}>1$, there exist $\varrho_{*}>0$ and $b_{*}>0$ depending on $N, \mu, \Omega, \Lambda_{g}, \Lambda_{\tilde{g}}, a_{1}, q_{1}$ such that for any $\varrho, \tilde{\varrho} \in\left(0, \varrho_{*}\right)$ and $b_{1} \in\left(0, b_{*}\right)$ there exist $\lambda_{*}>0$ and $\tilde{\lambda}_{*}>0$ such that

$$
\eta\left(\lambda_{*}\right)=\tilde{\lambda}_{*} \quad \text { and } \quad \tilde{\eta}\left(\tilde{\lambda}_{*}\right)=\lambda_{*} .
$$

Here $\lambda_{*}$ and $\tilde{\lambda}_{*}$ depend on $N, \mu, \Omega, \Lambda_{g}, \Lambda_{\tilde{g}}, a_{1}, q_{1}$. Therefore,

$$
\begin{align*}
& \mathbf{M}(w) \leq \lambda_{*}  \tag{5.22}\\
& \tilde{\mathbf{M}}(w) \leq \tilde{\lambda_{*}}(\mathbb{S}(w)) \leq \tilde{\lambda}_{*} \\
& \Longrightarrow \mathbf{M}(\tilde{\mathbb{S}}(w)) \leq \lambda_{*} .
\end{align*}
$$

Step 3: To apply Schauder fixed point theorem.
For $w_{1}, w_{2} \in L^{1}(\Omega)$, put

$$
\begin{gather*}
\mathbb{T}\left(w_{1}, w_{2}\right):=\left(\mathbb{S}\left(w_{2}\right), \tilde{\mathbb{S}}\left(w_{1}\right)\right),  \tag{5.23}\\
\mathcal{D}:=\left\{(\varphi, \tilde{\varphi}) \in L_{+}^{1}(\Omega) \times L_{+}^{1}(\Omega): \mathbf{M}(\varphi) \leq \lambda_{*} \text { and } \tilde{\mathbf{M}}(\tilde{\varphi}) \leq \tilde{\lambda}_{*}\right\} .
\end{gather*}
$$

Clearly, $\mathcal{D}$ is a convex subset of $L^{1}(\Omega) \times L^{1}(\Omega)$. We shall show that $\mathcal{D}$ is a closed subset of $\left(L^{1}(\Omega)\right)^{2}$. Indeed, let $\left\{\left(\varphi_{m}, \tilde{\varphi}_{m}\right)\right\}$ be a sequence in $\mathcal{D}$ converging to $(\varphi, \tilde{\varphi})$ in $\left(L^{1}(\Omega)\right)^{2}$. Obviously, $\varphi \geq 0$ and $\tilde{\varphi} \geq 0$. We can extract a subsequence, still denoted by the same notation, such that $\left(\varphi_{m}, \tilde{\varphi}_{m}\right) \rightarrow(\varphi, \tilde{\varphi})$ a.e. in $\Omega$. Consequently, by Fatou's lemma,

$$
\mathbf{M}_{i}(\varphi) \leq \liminf _{m \rightarrow \infty} \mathbf{M}_{i}\left(\varphi_{m}\right), \quad \mathbf{M}_{i}(\tilde{\varphi}) \leq \liminf _{m \rightarrow \infty} \mathbf{M}_{i}\left(\tilde{\varphi}_{m}\right)
$$

for $i=1,2$. It follows that $\mathbf{M}(\varphi) \leq \lambda_{*}$ and $\mathbf{M}(\tilde{\varphi}) \leq \tilde{\lambda}_{*}$. So $(\varphi, \tilde{\varphi}) \in \mathcal{D}$ and therefore $\mathcal{D}$ is a closed subset of $L^{1}(\Omega) \times L^{1}(\Omega)$.

Clearly, $\mathbb{T}$ is well defined in $\mathcal{D}$. For $(w, \tilde{w}) \in \mathcal{D}$, we get $\mathbf{M}(w) \leq \lambda_{*}$ and $\mathbf{M}(\tilde{w}) \leq \tilde{\lambda}_{*}$, hence $\tilde{\mathbf{M}}(\mathbb{S}(w)) \leq \tilde{\lambda}_{*}$ and $\mathbf{M}(\mathbb{S}(\tilde{w})) \leq \lambda_{*}$. It follows that $\mathbb{T}(\mathcal{D}) \subset \mathcal{D}$.

We observe that $\mathbb{T}$ is continuous. Indeed, if $w_{m} \rightarrow w$ and $\tilde{w}_{m} \rightarrow \tilde{w}$ as $m \rightarrow \infty$ in $L^{1}(\Omega)$ then since $g, \tilde{g} \in C(\mathbb{R}) \cap L^{\infty}(\mathbb{R})$, it follows that

$$
g\left(\tilde{w}_{m}+\tilde{\varrho} \mathbb{K}_{\mu}[\nu]+\tilde{\sigma} \mathbb{G}_{\mu}[\tilde{\tau}]\right) \rightarrow g\left(\tilde{w}+\tilde{\varrho} \mathbb{K}_{\mu}[\nu]+\tilde{\sigma} \mathbb{G}_{\mu}[\tilde{\tau}]\right) \quad \text { in } L^{1}\left(\Omega ; \delta^{\alpha}\right)
$$

and

$$
\tilde{g}\left(w_{m}+\varrho \mathbb{K}_{\mu}[\nu]+\sigma \mathbb{G}_{\mu}[\tau]\right) \rightarrow \tilde{g}\left(w+\varrho \mathbb{K}_{\mu}[\nu]+\sigma \mathbb{G}_{\mu}[\tau]\right) \quad \text { in } L^{1}\left(\Omega ; \delta^{\alpha}\right)
$$

as $m \rightarrow \infty$. By (2.13), $\mathbb{S}\left(\tilde{w}_{m}\right) \rightarrow \mathbb{S}(\tilde{w})$ and $\tilde{\mathbb{S}}\left(w_{m}\right) \rightarrow \tilde{\mathbb{S}}(w)$ as $m \rightarrow \infty$ in $L^{1}(\Omega)$. Thus $\mathbb{T}\left(w_{m}, \tilde{w}_{m}\right) \rightarrow \mathbb{T}(w, \tilde{w})$ in $L^{1}(\Omega) \times L^{1}(\Omega)$.

We next show that $\mathbb{T}$ is a compact operator. Let $\left\{\left(w_{m}, \tilde{w}_{n}\right)\right\} \subset \mathcal{D}$ and for each $m \geq 1$, put $\psi_{m}=$ $\mathbb{S}\left(\tilde{w}_{m}\right)$ and $\tilde{\psi}_{m}=\tilde{\mathbb{S}}\left(w_{m}\right)$. Hence $\left\{\Delta \psi_{m}\right\}$ and $\left\{\Delta \tilde{\psi}_{m}\right\}$ are uniformly bounded in $L^{p}(G)$ for every subset $G \Subset \Omega$. Therefore $\left\{\psi_{m}\right\}$ is uniformly bounded in $W^{1, p}(G)$. Consequently, there exists a subsequence, still denoted by the same notation, and functions $\psi, \tilde{\psi}$ such that $\left(\psi_{m}, \tilde{\psi}_{m}\right) \rightarrow$ $(\psi, \tilde{\psi})$ a.e. in $\Omega$. By dominated convergence theorem, $\left(\psi_{m}, \tilde{\psi}_{m}\right) \rightarrow(\psi, \tilde{\psi})$ in $L^{1}(\Omega) \times L^{1}(\Omega)$. Thus $\mathbb{T}$ is compact.

By Schauder fixed point theorem there is $(u, v) \in \mathcal{D}$ such that $\mathbb{T}(u, v)=(u, v)$.
Proof of Theorem H.I. Let $\left\{g_{n}\right\}$ and $\left\{\tilde{g}_{n}\right\}$ be the sequences of continuous, nondecreasing functions defined on $\mathbb{R}$ such that

$$
\begin{align*}
& g_{n}(0)=g(0),\left|g_{n}\right| \leq\left|g_{n+1}\right| \leq|g|, \sup _{\mathbb{R}}\left|g_{n}\right|=n \text { and } \lim _{n \rightarrow \infty}\left\|g_{n}-g\right\|_{L_{\mathrm{loc}}^{\infty}(\mathbb{R})}=0 \\
& \tilde{g}_{n}(0)=\tilde{g}(0),\left|\tilde{g}_{n}\right| \leq\left|\tilde{g}_{n+1}\right| \leq|\tilde{g}|, \sup _{\mathbb{R}}\left|\tilde{g}_{n}\right|=n \text { and } \lim _{n \rightarrow \infty}\left\|\tilde{g}_{n}-\tilde{g}\right\|_{L_{\text {loc }}^{\infty}(\mathbb{R})}=0 . \tag{5.24}
\end{align*}
$$

Due to Lemma 5.1, there exist $\lambda_{*}, \tilde{\lambda}_{*}, b_{*}>0$ and $\varrho_{*}>0$ depending on $N, \mu, \Omega, \Lambda_{g}, \Lambda_{\tilde{g}}, a_{1}, q_{1}$ such that for every $b_{1} \in\left(0, b_{*}\right), \tilde{\varrho}, \varrho \in\left(0, \varrho_{*}\right)$ and $n \geq 1$ there exists a solution $\left(w_{n}, \tilde{w}_{n}\right) \in \mathcal{D}$ of

$$
\begin{cases}-L_{\mu} w_{n}=g_{n}\left(\tilde{w}_{n}+\tilde{\varrho} \mathbb{K}_{\mu}[\tilde{v}]+\tilde{\sigma} \mathbb{G}_{\mu}[\tilde{\tau}]\right) & \text { in } \Omega  \tag{5.25}\\ -L_{\mu} \tilde{w}_{n}=\tilde{g}_{n}\left(w_{n}+\varrho \mathbb{K}_{\mu}[\nu]+\sigma \mathbb{G}_{\mu}[\tau]\right) & \text { in } \Omega \\ \operatorname{tr}\left(w_{n}\right)=\operatorname{tr}\left(\tilde{w}_{n}\right)=0 & \end{cases}
$$

For each $n$, set $u_{n}=w_{n}+\varrho \mathbb{K}_{\mu}[\nu]+\sigma \mathbb{G}_{\mu}[\tau]$ and $v_{n}=\tilde{w}_{n}+\tilde{\varrho} \mathbb{K}_{\mu}[\tilde{v}]+\tilde{\sigma} \mathbb{G}_{\mu}[\tilde{\tau}]$. Then

$$
\begin{array}{ll}
-\int_{\Omega} u_{n} L_{\mu} \phi d x=\int_{\Omega} g_{n}\left(v_{n}\right) \phi d x+\sigma \int_{\Omega} \phi d \tau-\varrho \int_{\Omega} \mathbb{K}_{\mu}[\nu] L_{\mu} \phi d x & \forall \phi \in \mathbf{X}_{\mu}(\Omega) \\
-\int_{\Omega} v_{n} L_{\mu} \phi d x=\int_{\Omega} \tilde{g}_{n}\left(u_{n}\right) \phi d x+\tilde{\sigma} \int_{\Omega} \phi d \tilde{\tau}-\tilde{\varrho} \int_{\Omega} \mathbb{K}_{\mu}[\tilde{v}] L_{\mu} \phi d x \quad \forall \phi \in \mathbf{X}_{\mu}(\Omega) \tag{5.27}
\end{array}
$$

Since $\left\{\left(w_{n}, \tilde{w}_{n}\right)\right\} \subset \mathcal{D}$ and the fact that $\Lambda_{g_{n}} \leq \Lambda_{g}$, we obtain from (5.16) that

$$
\begin{equation*}
\left\|g_{n}\left(v_{n}\right)\right\|_{L^{1}\left(\Omega ; \delta^{\alpha}\right)} \leq C \Lambda_{g} \lambda_{*}^{p_{\mu}}+a_{1} C \lambda_{*}^{q_{1}}+b_{*} C+d_{Q_{*}} \tag{5.28}
\end{equation*}
$$

Hence the sequence $\left\{g\left(v_{n}\right)\right\}$ is uniformly bounded in $L^{1}\left(\Omega ; \delta^{\alpha}\right)$. Since $\left\{\left(w_{n}, \tilde{w}_{n}\right)\right\} \subset \mathcal{D}$, the sequence $\left\{\frac{\mu}{\delta^{2}} w_{n}\right\}$ and $\left\{\frac{\mu}{\delta^{2}} \tilde{w}_{n}\right\}$ are uniformly bounded in $L^{q_{1}}(G)$ for every subset $G \Subset \Omega$. As a consequence, $\left\{\Delta w_{n}\right\}$ and $\left\{\Delta \tilde{w}_{n}\right\}$ are uniformly bounded in $L^{1}(G)$ for every subset $G \Subset \Omega$. By regularity results for elliptic equations, there exist subsequences, still denoted by the same notations, and functions $w$ and $\tilde{w}$ such that $\left(w_{n}, \tilde{w}_{n}\right) \rightarrow(w, \tilde{w})$ a.e. in $\Omega$. Therefore $\left(u_{n}, v_{n}\right) \rightarrow$ $(u, v)$ a.e. in $\Omega$ with $u=w+\varrho \mathbb{K}_{\mu}[\nu]+\sigma \mathbb{G}_{\mu}[\tau]$ and $u=\tilde{w}+\tilde{\varrho} \mathbb{K}_{\mu}[\tilde{v}]+\tilde{\sigma} \mathbb{G}_{\mu}[\tilde{\tau}]$. Moreover $\left(\tilde{g}_{n}\left(u_{n}\right), g_{n}\left(v_{n}\right)\right) \rightarrow(\tilde{g}(u), g(v))$ a.e. in $\Omega$.

We show that $u_{n} \rightarrow u$ in $L^{1}\left(\Omega ; \delta^{\alpha}\right)$. Since $\left\{w_{n}\right\}$ is uniformly bounded in $L^{q_{1}}\left(\Omega ; \delta^{\alpha-1}\right)$, by (2.14), we derive that $\left\{u_{n}\right\}$ is uniformly bounded in $L^{q_{1}}\left(\Omega ; \delta^{\alpha}\right)$. Due to Holder inequality, $\left\{u_{n}\right\}$ is uniformly integrable with respect to $\delta^{\alpha} d x$. We invoke Vitali convergence theorem to derive that $u_{n} \rightarrow u$ in $L^{1}\left(\Omega ; \delta^{\alpha}\right)$. Similarly, one can prove that $v_{n} \rightarrow v$ in $L^{1}\left(\Omega ; \delta^{\alpha}\right)$.

We next prove that $g_{n}\left(v_{n}\right) \rightarrow g(v)$ in $L^{1}\left(\Omega ; \delta^{\alpha}\right)$. For $\lambda>0$ and $n \in \mathbb{N}$ set $B_{n, \lambda}:=\{x \in \Omega$ : $\left.\left|v_{n}\right|>\lambda\right\}$ and $b_{n}(\lambda):=\int_{B_{n, \lambda}} \delta^{\alpha} d x$. For any Borel set $E \subset \Omega$,

$$
\begin{align*}
\int_{E} g_{n}\left(v_{n}\right) \delta^{\alpha} d x & =\int_{E \cap B_{n, \lambda}} g_{n}\left(v_{n}\right) \delta^{\alpha} d x+\int_{E \cap B_{n, \lambda}^{c}} g_{n}\left(v_{n}\right) \delta^{\alpha} d x \\
& \leq \int_{B_{n, \lambda}} g_{n}\left(v_{n}\right) \delta^{\alpha} d x+m_{g, \lambda} \int_{E} \delta^{\alpha} d x  \tag{5.29}\\
& \leq b_{n}(\lambda) g_{n}(\lambda)+\int_{\lambda}^{\infty} b_{n}(s) d g_{n}(s)+m_{g, \lambda} \int_{E} \delta^{\alpha} d x
\end{align*}
$$

where $m_{g, \lambda}:=\sup _{[0, \lambda]} g$. By proceeding as in the proof of Lemma 5.1 in order to get (5.14), we deduce

$$
\begin{equation*}
b_{n}(\lambda) g_{n}(\lambda)+\int_{\lambda}^{\infty} b_{n}(s) d g_{n}(s) \leq C \int_{\lambda}^{\infty} s^{-1-p_{\mu}} g_{n}(s) d s \leq C \int_{\lambda}^{\infty} s^{-1-p_{\mu}} g(s) d s \tag{5.30}
\end{equation*}
$$

where $C$ depends on $N, \mu, \Lambda_{g}, \Lambda_{\tilde{g}}, a_{1}, q_{1}$. Note that the term on the right hand-side of (5.30) tends to 0 as $\lambda \rightarrow \infty$. Take arbitrarily $\varepsilon>0$, there exists $\lambda>0$ such that the right hand-side of (5.30) is smaller than $\frac{\varepsilon}{2}$. Fix such $\lambda$ and put $\eta=\frac{\varepsilon}{2 m_{g, \lambda}}$. Then, by (5.29),

$$
\int_{E} \delta(x)^{\alpha} d x \leq \eta \Longrightarrow \int_{E} g_{n}\left(v_{n}\right) \delta(x)^{\alpha} d x<\varepsilon
$$

Therefore the sequence $\left\{g_{n}\left(v_{n}\right)\right\}$ is uniformly integrable with respect to $\delta^{\alpha} d x$. Due to Vitali convergence theorem, we deduce that $g_{n}\left(v_{n}\right) \rightarrow g(v)$ in $L^{1}\left(\Omega ; \delta^{\alpha}\right)$.

By sending $n \rightarrow \infty$ in each term of (5.26) we obtain

$$
\begin{equation*}
-\int_{\Omega} u L_{\mu} \phi d x=\int_{\Omega} g(v) \phi d x+\sigma \int_{\Omega} \phi d \tau-\varrho \int_{\Omega} \mathbb{K}_{\mu}[v] L_{\mu} \phi d x, \quad \forall \phi \in \mathbf{X}_{\mu}(\Omega) \tag{5.31}
\end{equation*}
$$

Similarly, one can show that $\tilde{g}_{n}\left(u_{n}\right) \rightarrow \tilde{g}(u)$ in $L^{1}\left(\Omega ; \delta^{\alpha}\right)$. By letting $n \rightarrow \infty$ in (5.27), we get

$$
\begin{equation*}
-\int_{\Omega} v L_{\mu} \phi d x=\int_{\Omega} \tilde{g}(u) \phi d x+\tilde{\sigma} \int_{\Omega} \phi d \tilde{\tau}-\tilde{\varrho} \int_{\Omega} \mathbb{K}_{\mu}[\tilde{v}] L_{\mu} \phi d x, \quad \forall \phi \in \mathbf{X}_{\mu}(\Omega) \tag{5.32}
\end{equation*}
$$

Thus $(u, v)$ is a solution of (1.27).

### 5.3. Source case: sublinearity

We next deal with the case where $g$ and $\tilde{g}$ are sublinear.
Proof of Theorem H.II. The proof is similar to that of Lemma 5.1, also based on Schauder fixed point theorem. So we point out only the main modifications. Let $\mathbb{S}$ and $\tilde{\mathbb{S}}$ be the operators defined in (5.10). Put

$$
\begin{aligned}
\mathbf{N}_{1}(w):=\|w\|_{L^{q_{1}}\left(\Omega ; \delta^{\alpha-1}\right)}, & \forall w \in L^{q_{1}}\left(\Omega ; \delta^{\alpha-1}\right) \\
\mathbf{N}_{2}(w):=\|w\|_{L^{1}\left(\Omega ; \delta^{\alpha-1}\right)}, & \forall w \in L^{1}\left(\Omega ; \delta^{\alpha-1}\right)
\end{aligned}
$$

Combining (2.13), (2.14) and (1.42) leads to

$$
\mathbf{N}_{2}(\mathbb{S}(w)) \leq a_{2} C \mathbf{N}_{1}(w)^{q_{1}}+C\left(\tilde{\varrho}^{q_{1}}+\tilde{\sigma}^{q_{1}}+b_{2}\right)
$$

On the other hand

$$
\mathbf{N}_{1}(\tilde{\mathbb{S}}(w)) \leq a_{2} C \mathbf{N}_{2}(w)^{q_{2}}+C\left(\varrho^{q_{2}}+\sigma^{q_{2}}+b_{2}\right)
$$

Define

$$
\begin{aligned}
& \xi_{1}(\lambda):=a_{2} C \lambda^{q_{1}}+C\left(\tilde{\varrho}^{q_{1}}+\tilde{\sigma}^{q_{1}}+b_{2}\right) \\
& \xi_{2}(\lambda):=a_{2} C \lambda^{q_{2}}+C\left(\varrho^{q_{2}}+\sigma^{q_{2}}+b_{2}\right)
\end{aligned}
$$

Then

$$
\mathbf{N}_{2}(\mathbb{S}(w)) \leq \xi_{1}\left(\mathbf{N}_{1}(w)\right) \quad \text { and } \quad \mathbf{N}_{1}(\tilde{\mathbb{S}}(w)) \leq \xi_{2}\left(\mathbf{N}_{2}(w)\right)
$$

If $q_{1} q_{2}<1$ then we can find $\lambda_{1}$ and $\lambda_{2}$ such that $\xi_{1}\left(\lambda_{1}\right)=\lambda_{2}$ and $\xi_{2}\left(\lambda_{2}\right)=\lambda_{1}$. Thus if $\mathbf{N}_{1}(w)<\lambda_{1}$ then $\mathbf{N}_{2}(\mathbb{S}(w))<\lambda_{2}$ and if $\mathbf{N}_{2}(w)<\lambda_{2}$ then $\mathbf{N}_{1}(\tilde{\mathbb{S}}(w))<\lambda_{1}$.

If $q_{1} q_{2}=1$ and $a_{2}$ small enough we can find, $\lambda_{1}$ and $\lambda_{2}$ such that $\xi_{1}\left(\lambda_{1}\right)=\lambda_{2}$ and $\xi_{2}\left(\lambda_{2}\right)=\lambda_{1}$.
The rest of the proof can be proceeded as in the proof of Lemma 5.1 and the proof of Theorem H.I. and we omit it.

### 5.4. Source case: subcriticality and sublinearity

Proof of Theorem H.III. Set

$$
\mathbf{N}(w):=\|w\|_{L^{q_{1}}\left(\Omega ; \delta^{\alpha-1}\right)}, \quad \forall w \in L^{q_{1}}\left(\Omega ; \delta^{\alpha-1}\right)
$$

By an argument similar to the proof of Lemma 5.1 and Theorem H.II, we get

$$
\mathbf{N}(\mathbb{S}(w)) \leq C \Lambda_{g} \mathbf{M}_{1}(w)^{p_{\mu}}+a_{1} C \mathbf{M}_{2}(w)^{q_{1}}+b_{1} C+d_{\tilde{\varrho}, \tilde{\sigma}}
$$

On the other hand

$$
\mathbf{M}(\tilde{\mathbb{S}}(w)) \leq a_{2} C \mathbf{N}(w)^{q_{2}}+C\left(\varrho^{q_{2}}+\sigma^{q_{2}}+b_{2}\right) .
$$

Set

$$
\begin{gathered}
\hat{\xi}_{1}(\lambda):=C \Lambda_{g} \lambda^{p_{\mu}}+a_{1} C \lambda^{q_{1}}+b_{1} C+d_{\tilde{\varrho}, \tilde{\sigma}}, \\
\hat{\xi}_{2}(\lambda):=a_{2} C \lambda^{q_{2}}+C\left(\varrho^{q_{2}}+\sigma^{q_{2}}+b_{2}\right) .
\end{gathered}
$$

Then

$$
\mathbf{N}(\mathbb{S}(w)) \leq \hat{\xi}_{1}(\mathbf{M}(w)) \quad \text { and } \quad \mathbf{M}(\tilde{\mathbb{S}}(w)) \leq \hat{\xi}_{2}(\mathbf{N}(w)) .
$$

We consider there cases.
Case 1: $q_{1} q_{2}>1$. Since $p_{\mu}>q_{1}$, it follows that $p_{\mu} q_{2}>1$. Therefore there exist $b_{*}>0$ and $\varrho_{*}>0$ such that for $b_{1}, b_{2} \in\left(0, b_{*}\right)$ and $\varrho \in\left(0, \varrho_{*}\right)$ one can find $\lambda_{1}>0$ and $\lambda_{2}>0$ satisfying

$$
\begin{equation*}
\hat{\xi}_{1}\left(\lambda_{1}\right)=\lambda_{2} \quad \text { and } \quad \hat{\xi}_{2}\left(\lambda_{2}\right)=\lambda_{1} . \tag{5.33}
\end{equation*}
$$

Case 2: $p_{\mu} q_{2}=1$. In this case, there exist $a_{*}>0$ such that if $a_{2} \in\left(0, a_{*}\right)$ then for every $\varrho>0$ and $\tilde{\varrho}>0$ one can find $\lambda_{1}>0$ and $\lambda_{2}>0$ satisfying (5.33).

Case 3: $p_{\mu} q_{2}<1$. In this case for every $\varrho>0$ and $\tilde{\varrho}>0$ one can find $\lambda_{1}>0$ and $\lambda_{2}>0$ such that (5.33) holds.

Hence, in any case,

$$
\begin{aligned}
& \mathbf{M}(w) \leq \lambda_{1} \Longrightarrow \mathbf{N}(\mathbb{S}(w)) \leq \hat{\xi}_{1}\left(\lambda_{1}\right)=\lambda_{2} \\
& \mathbf{N}(w) \leq \lambda_{2} \Longrightarrow \mathbf{M}(\tilde{\mathbb{S}}(w)) \leq \hat{\xi}_{2}\left(\lambda_{2}\right)=\lambda_{1} .
\end{aligned}
$$

The rest of the proof can be proceeded as in the proof of Lemma 5.1 and the proof of Theorem H.II. and we omit it.
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## CHAPTER 5

## Elliptic equations with a Hardy potential and a gradient-dependent nonlinearity

An investigation on semilinear equations with a Hardy potential and a gradient-dependent nonlinear term is presented in this chapter, which is based on a joint work with Gkikas [80]. We establish sharp existence and uniqueness results and obtain a complete description of isolated singularities in subcritical range. We also show that singularities are removable in the supercritical range.
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#### Abstract

Let $\Omega \subset \mathbb{R}^{N}(N \geq 3)$ be a $C^{2}$ bounded domain, and let $\delta$ be the distance to $\partial \Omega$. We study equations $\left(E_{ \pm}\right),-L_{\mu} u \pm g(u,|\nabla u|)=0$ in $\Omega$, where $L_{\mu}=\Delta+\frac{\mu}{\delta^{2}}, \mu \in\left(0, \frac{1}{4}\right]$ and $g: \mathbb{R} \times \mathbb{R}_{+} \rightarrow \mathbb{R}_{+}$is nondecreasing and locally Lipschitz in its two variables with $g(0,0)=0$. We prove that, under some subcritical growth assumption on $g$, equation $\left(E_{+}\right)$with boundary condition $u=v$ admits a solution for any nonnegative bounded measure on $\partial \Omega$, while equation $\left(E_{-}\right)$with boundary condition $u=v$ admits a solution provided that the total mass of $v$ is small. Then we analyze the model case $g(s, t)=|s|^{p} t^{q}$ and obtain a uniqueness result, which is even new with $\mu=0$. We also describe isolated singularities of positive solutions to ( $E_{+}$) and establish a removability result in terms of Bessel capacities. Various existence results are obtained for ( $E_{-}$). Finally, we discuss existence, uniqueness and removability results for $\left(E_{ \pm}\right)$in the case $g(s, t)=|s|^{p}+t^{q}$.
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## 1 Introduction and Main Results

Let $\Omega$ be a $C^{2}$ bounded domain in $\mathbb{R}^{N}(N \geq 3), \mu \in\left(0, \frac{1}{4}\right]$ and $\delta(x)=\delta_{\Omega}(x):=\operatorname{dist}(x, \partial \Omega)$. In this paper, we investigate the boundary value problem with measure data for equation

$$
-L_{\mu} u \pm g(u,|\nabla u|)=0 \quad \text { in } \Omega,
$$

where $L_{\mu}=L_{\mu}^{\Omega}:=\Delta+\frac{\mu}{\delta^{2}}$ and $g: \mathbb{R} \times \mathbb{R}_{+} \rightarrow \mathbb{R}_{+}$is nondecreasing and locally Lipschitz in its two variables with $g(0,0)=0$. The term $\frac{\mu}{\delta^{2}}$ is called Hardy potential since it is related to the Hardy inequality. The nonlinearity $g(u,|\nabla u|)$ is called absorption (resp. source) if the "plus sign" (resp. "minus sign") appears in $\left(E_{ \pm}\right)$. One prototype model to keep in mind is $g(u,|\nabla u|)=|u|^{p}|\nabla u|^{q}$.

### 1.1 Background and Main Contributions

The boundary value problem for $\left(E_{ \pm}\right)$without Hardy potential, i.e. $\mu=0$, has received substantial attention over the last decades, starting from the pioneering work of Brezis [10]. In particular, Brezis proved that, for
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Czech Republic, e-mail: ptnguyen@math.muni.cz
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every prescribed $L^{1}$ boundary datum, the semilinear equation with absorption term

$$
\begin{equation*}
-\Delta u+g(u)=0 \quad \text { in } \Omega \tag{1.1}
\end{equation*}
$$

admits a unique solution. Afterwards, equation (1.1) in measure framework was first considered by Gmira and Véron in [18] where they showed that boundary value problem for (1.1) is not always solvable for every measure boundary datum. Because of its applications in many areas, equation (1.1) with $g(u,|\nabla u|)=|u|^{p-1} u$ has been intensively studied in many works, among them is the celebrated series of papers of Marcus and Véron [26-28]. These results were then extended to the equation with gradient-dependent absorption term

$$
-\Delta u+g(u,|\nabla u|)=0 \quad \text { in } \Omega
$$

We refer to [32] for the case when $g$ depends only on $\nabla u$ and to [24,30] for the case when $g$ depends on both $u$ and $\nabla u$.

Equation $\left(E_{-}\right)$with $\mu=0$, i.e.

$$
\begin{equation*}
-\Delta u-g(u,|\nabla u|)=0 \quad \text { in } \Omega, \tag{1.2}
\end{equation*}
$$

has been studied in various directions. Necessary and sufficient criteria in terms of capacities for the existence of a solution with measure boundary data were obtained in [9]. Singular solutions of (1.2) with $g(u,|\nabla u|)=|\nabla u|^{q}$ in a perturbation of the ball was studied in [2]. Recently, Bidaut-Véron, GarciaHuidobro and Véron have established a priori estimates for solutions of (1.2) with $g(u,|\nabla u|)=|u|^{p}|\nabla u|^{q}$ or $g(u,|\nabla u|)=|u|^{p}+M|\nabla u|^{q}$ (see $[7,8]$ ).

The case with Hardy potential has been intensively studied over the last decade. See e.g. Bandle, Moroz and Reichel [5], Bandle, Marcus and Moroz [4], Marcus and Nguyen [25], Gkikas and Véron [17], Marcus and Moroz [23], Nguyen [31], Gkikas and Nguyen [16]. In the aforementioned papers, the best constant in the Hardy inequality

$$
\begin{equation*}
C_{H}(\Omega):=\inf _{\varphi \in H_{0}^{1}(\Omega) \backslash\{0\}} \frac{\int_{\Omega}|\nabla \varphi|^{2} d x}{\int_{\Omega}(\varphi / \delta)^{2} d x} \tag{1.3}
\end{equation*}
$$

is deeply involved in the analysis. It is well known that $C_{H}(\Omega) \in\left(0, \frac{1}{4}\right.$ ] and $C_{H}(\Omega)=\frac{1}{4}$ if $\Omega$ is convex (see [22, Theorem 11]) or if $-\Delta \delta \geq 0$ in the sense of distributions (see [6, Theorem A]). Moreover, the infimum in (1.3) is achieved if and only if $C_{H}(\Omega)<\frac{1}{4}$.

Moreover, Brezis and Marcus [11, Remark 3.2] proved that, for any $\mu<\frac{1}{4}$, the eigenvalue problem

$$
\begin{equation*}
\lambda_{\mu}:=\inf _{\varphi \in H_{0}^{1}(\Omega) \backslash\{0\}} \frac{\int_{\Omega}\left(|\nabla \varphi|^{2}-\frac{\mu}{\delta^{2}} \varphi^{2}\right) d x}{\int_{\Omega} \varphi^{2} d x} \tag{1.4}
\end{equation*}
$$

admits a minimizer $\varphi_{\mu}$ in $H_{0}^{1}(\Omega)$, and hence $\lambda_{\mu}$ is the first eigenvalue of $-L_{\mu}$ in $H_{0}^{1}(\Omega)$. Moreover, $-L_{\mu} \varphi_{\mu}=\lambda_{\mu} \varphi_{\mu}$ in $\Omega$. When $\mu=\frac{1}{4}$, there is no minimizer of (1.4) in $H_{0}^{1}(\Omega)$, but there exists a nonnegative function $\varphi_{\frac{1}{4}} \in H_{\mathrm{loc}}^{1}(\Omega)$ such that $-L_{\frac{1}{4}} \varphi_{\frac{1}{4}}=\lambda_{\frac{1}{4}} \varphi_{\frac{1}{4}}$ in $\Omega$ in the sense of distributions.

We see from (1.3) and (1.4) that $\lambda_{\mu}>0$ if $\mu<C_{H}(\Omega), \lambda_{\mu}=0$ if $\mu=C_{H}(\Omega)<\frac{1}{4}$, while $\lambda_{\mu}<0$ when $\mu>C_{H}(\Omega)$. It is not known if $\lambda_{\mu}>0$ when $\mu=C_{H}(\Omega)=\frac{1}{4}$. However, if $\Omega$ is convex or if $-\Delta \delta \geq 0$ in the sense of distributions (in these cases $C_{H}(\Omega)=\frac{1}{4}$ ), then $\lambda_{\frac{1}{4}}>0$ (see [11, Theorem II] and [6, Theorem A] with $k=1$ and $p=2$ ).

Throughout the present paper, we assume that

$$
\begin{equation*}
\mu \in\left(0, \frac{1}{4}\right] \quad \text { and } \quad \lambda_{\mu}>0 \tag{1.5}
\end{equation*}
$$

This assumption implies the validity of the representation theorem which states that every positive $L_{\mu^{-}}$ harmonic function $u$ in $\Omega$ (i.e. $u$ is a solution of $L_{\mu} u=0$ in $\Omega$ in the sense of distributions) can be uniquely represented in the form $u=\mathbb{K}_{\mu}[v]$ for some positive measure $v \in \mathfrak{M}^{+}(\partial \Omega)$ (the space of positive bounded measure on $\partial \Omega$ ), where $\mathbb{K}_{\mu}$ denotes the Martin operator (see Subsection 2.2 for more details). The representation theorem is derived from Ancona [3] (see also [25, page 70]) in the case $\mu<C_{H}(\Omega)$ and was proved by Gkikas and Véron [17, Theorem 2.33] in the case $\mu=\frac{1}{4}$ and $\lambda_{\frac{1}{4}}>0$.

In order to investigate the boundary behavior of $L_{\mu}$-harmonic functions, Gkikas and Véron [17] introduced a notion of boundary trace in a dynamic way which is recalled below.

Let $D \Subset \Omega$ and $x_{0} \in D$. If $h \in C(\partial D)$, then the problem

$$
\left\{\begin{aligned}
-L_{\mu} u=0 & \text { in } D, \\
u=h & \text { on } \partial D
\end{aligned}\right.
$$

admits a unique solution which allows to define the $L_{\mu}$-harmonic measure $\omega_{D}^{x_{0}}$ on $\partial D$ by

$$
u\left(x_{0}\right)=\int_{\partial D} h(y) d \omega_{D}^{x_{0}}(y)
$$

A sequence of domains $\left\{\Omega_{n}\right\}$ is called a smooth exhaustion of $\Omega$ if $\partial \Omega_{n} \in C^{2}, \overline{\Omega_{n}} \subset \Omega_{n+1}, \bigcup_{n} \Omega_{n}=\Omega$ and $\mathcal{H}^{N-1}\left(\partial \Omega_{n}\right) \rightarrow \mathcal{H}^{N-1}(\partial \Omega)$. For each $n$, let $\omega_{\Omega_{n}}^{\chi_{0}}$ be the $L_{\mu}^{\Omega_{n}}$-harmonic measure on $\partial \Omega_{n}$.
Definition 1.1. Let $\mu \in\left(0, \frac{1}{4}\right]$. We say that a function $u$ possesses a boundary trace if there exists a measure $v \in \mathfrak{M}(\partial \Omega)$ (the space of bounded measure on $\partial \Omega$ ) such that, for any smooth exhaustion $\left\{\Omega_{n}\right\}$ of $\Omega$, it holds

$$
\lim _{n \rightarrow \infty} \int_{\partial \Omega_{n}} \phi u d \omega_{\Omega_{n}}^{x_{0}}=\int_{\partial \Omega} \phi d v \quad \text { for all } \phi \in C(\bar{\Omega})
$$

The boundary trace of $u$ is denoted by $\operatorname{tr}(u)$, and we write $\operatorname{tr}(u)=v$.
In [17, Proposition 2.34], Gkikas and Véron proved that if $\operatorname{tr}\left(\mathbb{K}_{\mu}[v]\right)=v$ for every $v \in \mathfrak{M}(\partial \Omega)$. This fact and the representation theorem allow to characterize $L_{\mu}$-harmonic functions in terms of their boundary behavior. It was shown in [15] that, when $\mu \in\left(0, C_{H}(\Omega)\right)$, the notion of boundary trace in Definition 1.1 coincides with the notion of normalized boundary trace introduced by Marcus and Nguyen in [25, Definition 1.2]. This notion was employed to formulate the boundary value problem

$$
\left\{\begin{align*}
-L_{\mu} u \pm|u|^{p-1} u & =0 \quad \text { in } \Omega,  \tag{1.6}\\
\operatorname{tr}(u) & =v .
\end{align*}\right.
$$

A complete description of the structure of positive solutions to (1.6) with "plus sign" was established in [17, 25], and various existence results for (1.6) with "minus sign" were given in [15, 31] in connection to the critical exponent

$$
\begin{equation*}
p_{\mu}:=\frac{N+\alpha}{N+\alpha-2} \quad \text { with } \alpha:=\frac{1}{2}+\sqrt{\frac{1}{4}-\mu} \tag{1.7}
\end{equation*}
$$

In particular, it was proved that, when $1<p<p_{\mu}$, equation (1.6) with "plus sign" admits a unique solution for every finite measure $v \in \mathfrak{M}^{+}(\partial \Omega)$, while the existence phenomenon occurs for (1.6) with "minus sign" only with boundary measure of small total mass. When $p \geq p_{\mu}$, the nonexistence phenomenon happens, i.e. equations $\left(E_{ \pm}\right)$do not admit any solution with an isolated singularity. Related results were obtained in [ $4,5,23$ ] and references therein.

Very recently, a thorough study of the boundary value problem

$$
\left\{\begin{align*}
-L_{\mu} u+|\nabla u|^{q} & =0 \quad \text { in } \Omega  \tag{1.8}\\
\operatorname{tr}(u) & =v
\end{align*}\right.
$$

was carried out in [16], revealing that the value

$$
q_{\mu}:=\frac{N+\alpha}{N+\alpha-1}
$$

is a critical exponent for the solvability of (1.8). This means that if $1<q<q_{\mu}$, then, for every $v \in \mathfrak{M}^{+}(\partial \Omega)$, there is a unique solution of (1.8); otherwise, if $q_{\mu} \leq q<2$, singularities are removable.

Motivated by the aforementioned works, in the present paper, we aim to investigate related issues for $\left(E_{ \pm}\right)$. Main features of a boundary value problem for $\left(E_{ \pm}\right)$with measure are

- the presence of the Hardy potential which blowups strongly at the boundary,
- the dependence of the nonlinearity on both solution and its gradient,
- rough data which cause the invalidity of some classical results.

The interplay between the features leads to new essential difficulties, hence complicates drastically the anal-
ysis and produces interestingly new phenomena.
Our contributions are the following.

- We establish the existence of weak solutions of $\left(E_{ \pm}\right)$with prescribed boundary trace $v$ under sharp assumption on $g$. In particular, by using the standard approximation method, combined with the estimates of the Green kernel and the Martin kernel as well as their gradient [15], the sub-and supersolutions theorem and the Vitali convergence theorem, we show that, for every measure $v \in \mathfrak{M}^{+}(\partial \Omega)$, equation $\left(E_{+}\right)$admits a solution. Unlike the absorption case, thanks to the Schauder fixed point theorem, we can construct a solution to $\left(E_{ \pm}\right)$under the smallness assumption on the total mass of the boundary datum.
- We prove the comparison principle for $\left(E_{+}\right)$, which in turn implies the uniqueness. This result, which is obtained by developing the method in $[16,24]$ and the theory of linear equations $[15,17,25]$, is new, even in the case without Hardy potential.
- We show sharp a priori estimates for singular solutions of $\left(E_{ \pm}\right)$. This allows to study solutions with an isolated singularity. As a matter of fact, we show that there are two types of solutions with an isolated singularity of $\left(E_{+}\right)$: weakly singular ones and strongly singular one. Moreover, the strongly singular solution can be obtained as the limit of the weakly singular solutions. It is interesting that this phenomenon does not occur for $\left(E_{-}\right)$. The interaction of $u^{p}$ and $|\nabla u|^{q}$ is a source of difficulties, which requires a delicate analysis and heavy computations.
- We demonstrate removability results of singularities in terms of capacities. The absorption case and source case are treated differently using different types of capacities (see [9, 16]).
Our results cover and refine most of the aforementioned works in the literature and provide a full understanding of equations with Hardy potential and gradient-dependent nonlinearity.


### 1.2 Main Results

First we are concerned with a boundary value problem for equations with absorption term of the form

$$
\left\{\begin{align*}
-L_{\mu} u+g(u,|\nabla u|) & =0 \quad \text { in } \Omega,  \tag{+}\\
\operatorname{tr}(u) & =v .
\end{align*}\right.
$$

Before stating the main results, let us give the definition of weak solutions of $\left(P_{+}^{\nu}\right)$.
Definition 1.2. Let $v \in \mathfrak{M}(\partial \Omega)$. A function $u$ is called a weak solution of $\left(P_{+}^{v}\right)$ if

$$
u \in L^{1}\left(\Omega, \delta^{\alpha}\right), \quad g(u,|\nabla u|) \in L^{1}\left(\Omega, \delta^{\alpha}\right)
$$

and

$$
-\int_{\Omega} u L_{\mu} \zeta d x+\int_{\Omega} g(u,|\nabla u|) \zeta d x=-\int_{\Omega} \mathbb{K}_{\mu}[v] L_{\mu} \zeta d x \quad \text { for all } \zeta \in \mathbf{X}_{\mu}(\Omega)
$$

where the space of test function $\mathbf{X}_{\mu}(\Omega)$ is defined by

$$
\begin{equation*}
\mathbf{X}_{\mu}(\Omega):=\left\{\zeta \in H_{\mathrm{loc}}^{1}(\Omega): \delta^{-\alpha} \zeta \in H^{1}\left(\Omega, \delta^{2 \alpha}\right), \delta^{-\alpha} L_{\mu} \zeta \in L^{\infty}(\Omega)\right\} \tag{1.9}
\end{equation*}
$$

We notice that this definition is inspired by the definition in [17, Section 3.2]. For more properties of the space of test functions $\mathbf{X}_{\mu}(\Omega)$, we refer to [17].

Our first result is the existence of a weak solution of $\left(P_{+}^{v}\right)$ under an integral condition on $g$.
Theorem 1.3 (Existence). Assume g satisfies

$$
\begin{equation*}
\Lambda_{g}:=\int_{1}^{\infty} g\left(s, s^{\frac{p_{\mu}}{q_{\mu}}}\right) s^{-1-p_{\mu}} d s<\infty \tag{1.10}
\end{equation*}
$$

Then, for any $v \in \mathfrak{M}^{+}(\partial \Omega),\left(P_{+}^{v}\right)$ admits a positive weak solution $0 \leq u \leq \mathbb{K}_{\mu}[v]$ in $\Omega$.

Remark 1.4. We remark the following.
(i) If $g(s, t)=|s|^{p} t^{q}$ for $s \in \mathbb{R}, t \in \mathbb{R}_{+}, p, q \geq 0, p+q>1$, then $g$ satisfies (1.10) if

$$
\begin{equation*}
(N+\alpha-2) p+(N+\alpha-1) q<N+\alpha . \tag{1.11}
\end{equation*}
$$

(ii) If $g(s, t)=|s|^{p}+t^{q}$ for $s \in \mathbb{R}, t \in \mathbb{R}_{+}, p>1, q>1$, then $g$ satisfies (1.10) if

$$
\begin{equation*}
1<p<p_{\mu} \quad \text { and } \quad 1<q<q_{\mu} \tag{1.12}
\end{equation*}
$$

It is worth noticing that this theorem is established by developing the sub- and supersolutions method in [16], in combination with the Schauder fixed point theorem and the Vitali convergence theorem.

It seems infeasible to obtain the uniqueness in case of general nonlinearity; however, when

$$
g(u,|\nabla u|)=|u|^{p}|\nabla u|^{q},
$$

we are able to prove the comparison principle, which in turn implies the uniqueness. The method is delicate, relying on a regularity result (see Proposition 4.1), maximum principle (see Lemma 4.2), estimates on the gradient of subsolutions of a nonhomogeneous linear equation (see Lemma 4.4). We emphasize that this result is new even in the case without Hardy potential, i.e. $\mu=0$.

Theorem 1.5 (Comparison Principle). Assume $g(u,|\nabla u|)=|u|^{p}|\nabla u|^{q}$ with $q \geq 1$ and $p$ and $q$ satisfying (1.11). Let $v_{i} \in \mathfrak{M}^{+}(\partial \Omega), i=1,2$, and let $u_{i}$ be a nonnegative solution of $\left(P_{+}^{v}\right)$ with $v=v_{i}$. If $v_{1} \leq v_{2}$, then $u_{1} \leq u_{2}$ in $\Omega$.

Assume $0 \in \partial \Omega$, and denote by $\delta_{0}$ the Dirac measure concentrated at 0 . A complete picture of isolated singularities concentrated at 0 is depicted in the next theorem.

Theorem 1.6. Assume $g(u,|\nabla u|)=|u|^{p}|\nabla u|^{q}$ with $q \geq 1$ and $p$ and $q$ satisfying (1.11).
(I) Weak singularity. For any $k>0$, let $u_{0, k}^{\Omega}$ be the solution of

$$
\left\{\begin{align*}
-L_{\mu} u+g(u,|\nabla u|) & =0 \quad \text { in } \Omega  \tag{1.13}\\
\operatorname{tr}(u) & =k \delta_{0} .
\end{align*}\right.
$$

Then there exists a constant $c=c(N, \mu, \Omega)>0$ such that $u_{0, k}^{\Omega}(x) \leq c k \delta(x)^{\alpha}|x|^{2-N-2 \alpha}$ for every $x \in \Omega$ and

$$
\left|\nabla u_{0, k}^{\Omega}(x)\right| \leq c k \delta(x)^{\alpha-1}|x|^{2-N-2 \alpha} \quad \text { for all } x \in \Omega
$$

Moreover,

$$
\begin{equation*}
\lim _{\Omega \ni x \rightarrow y} \frac{u_{0, k}^{\Omega}(x)}{K_{\mu}^{\Omega}(x, 0)}=k \tag{1.14}
\end{equation*}
$$

Furthermore, the mapping $k \mapsto u_{0, k}^{\Omega}$ is increasing.
(II) Strong singularity. Put $u_{0, \infty}^{\Omega}:=\lim _{k \rightarrow \infty} u_{0, k}^{\Omega}$. Then $u_{0, \infty}^{\Omega}$ is a solution of

$$
\left\{\begin{align*}
&-L_{\mu} u+g(u,|\nabla u|)=0  \tag{1.15}\\
& \text { in } \Omega, \\
& u=0 \\
& \text { on } \partial \Omega \backslash\{0\} .
\end{align*}\right.
$$

There exists a constant $c=c(N, \mu, p, q, \Omega)>0$ such that

$$
\begin{aligned}
c^{-1} \delta(x)^{\alpha}|x|^{-\frac{2-q}{p+q-1}-\alpha} \leq u_{0, \infty}^{\Omega}(x) \leq c \delta(x)^{\alpha}|x|^{-\frac{2-q}{p+q-1}-\alpha} & \text { for all } x \in \Omega \\
\left|\nabla u_{0, \infty}^{\Omega}(x)\right| \leq c \delta(x)^{\alpha-1}|x|^{-\frac{2-q}{p+q-1}-\alpha} & \text { for all } x \in \Omega
\end{aligned}
$$

Moreover,

$$
\begin{equation*}
\lim _{\substack{\Omega \ni x \rightarrow 0 \\ \frac{\chi}{|x|}=\sigma \in S_{+}^{N-1}}}|x|^{\frac{2-q}{p+q-1}} u_{0, \infty}^{\Omega}(x)=\omega(\sigma), \tag{1.16}
\end{equation*}
$$

locally uniformly on the upper hemisphere $S_{+}^{N-1}=\mathbb{R}_{+}^{N} \cap S^{N-1}$, where $\omega$ is the unique solution of problem (4.35). Here $\mathbb{R}_{+}^{N}=\left\{x=\left(x_{1}, \ldots, x_{N}\right)=\left(x^{\prime}, x_{N}\right): x_{N}>0\right\}$, and $S^{N-1}$ is the unit sphere in $\mathbb{R}^{N}$.

Let us discuss briefly the proof of Theorem 1.6. The main ingredients in the proof of convergence (1.14) are the estimates on the Green kernel (2.1) and the Martin kernel (2.2) and condition (1.11). From the monotonicity of the sequence $\left\{u_{0, k}^{\Omega}\right\}$, universal estimate (4.15) and a standard argument, we deduce that $u_{0, \infty}^{\Omega}$ is a solution of (1.15). The proof of convergence (1.16) relies strongly on the similarity transformation $T_{\ell}$ (see (4.19)) and the study of problem (4.35) in the upper hemisphere $S_{+}^{N-1}$. The existence and uniqueness result for (4.35) is provided in Section 4.4.

When $g(u,|\nabla u|)=|u|^{p}|\nabla u|^{q}$ with $q \geq 1$, in order to deal with a wider range of $p$ and $q$ (i.e. $p$ and $q$ may not satisfy (1.11)), we make use of Bessel capacities (see Section 5). A necessary condition for the existence of a solution to $\left(P_{+}^{v}\right)$ and a removability result are stated in the following theorems.

Theorem 1.7 (Absolute Continuity). Assume $g(u,|\nabla u|)=|u|^{p}|\nabla u|^{q}$ with

$$
p \geq 0, \quad 1 \leq q<2, \quad p+q>1 \quad \text { and } \quad(N+\alpha-2) p+(N+\alpha-1) q \geq N+\alpha .
$$

Let $v \in \mathfrak{M}^{+}(\partial \Omega)$ and assume that problem $\left(P_{+}^{v}\right)$ has a nonnegative solution $u \in C^{2}(\Omega)$.
(i) If $q \neq \alpha+1$, then $v$ is absolutely continuous with respect to $C_{1-\alpha+\frac{\alpha+1-q}{p+q},(p+q)^{\prime}}^{\mathbb{R}^{N-1}}, i . e . v(K)=0$ for any Borel set $K \subset \partial \Omega$ such that $C_{1-\alpha+\frac{\alpha+1-q}{p+q},(p+q)^{\mathbb{R}^{N}}}(K)=0$. Here $(p+q)^{\prime}$ denotes the conjugate exponent of $p+q$.
(ii) If $q=\alpha+1$, then, for any $\varepsilon \in\left(0, \min \left\{\alpha+1, \frac{(N-1) \alpha}{\alpha+1}-(1-\alpha)\right\}\right), v$ is absolutely continuous with respect to $C_{1-\alpha+\frac{\mathbb{R}^{N-1}}{p+\alpha+1}}^{\mathbb{R}^{2}},(p+\alpha+1)^{\prime}$. Here the capacity $C_{s, \kappa}^{\mathbb{R}^{N-1}}$ is defined in Section 5.
Put

$$
W(x):= \begin{cases}\delta(x)^{1-\alpha} & \text { if } \mu<\frac{1}{4}  \tag{1.17}\\ \delta(x)^{\frac{1}{2}}|\ln \delta(x)| & \text { if } \mu=\frac{1}{4} .\end{cases}
$$

We note that, by [17, Propositions 2.17, 2.18], for any $h \in C(\partial \Omega)$, there exists a unique $L_{\mu}$-harmonic function $u_{h} \in C(\bar{\Omega}) \cap L^{1}\left(\Omega, \delta^{\alpha}\right)$ such that

$$
\begin{equation*}
\lim _{x \in \Omega, x \rightarrow \xi} \frac{u_{h}(x)}{W(x)}=h(\xi) \quad \text { for all } \xi \in \partial \Omega \tag{1.18}
\end{equation*}
$$

In addition, $\operatorname{tr}\left(u_{h}\right)=h \omega^{x_{0}}$, where $x_{0} \in \Omega$ is a fixed reference point and $\omega^{x_{0}}$ is the $L_{\mu}$-harmonic measure in $\Omega$ (see [17, Subsection 2.3] for further details). It is worth mentioning that (1.18) can be viewed as the boundary condition in the case with Hardy potential. If $\mu=0$, then $\alpha=1$ and $W(x) \equiv 1$, in which case (1.18) becomes the boundary condition in the classical sense.

The following result provides a removability result for solutions with "zero boundary condition" on $\partial \Omega \backslash K$ (see (1.20)).

Theorem 1.8 (Removability). Assume $p \geq 0,1 \leq q<2, p+q>1$ and $(N+\alpha-2) p+(N+\alpha-1) q \geq N+\alpha$. Let
$K \subset \partial \Omega$ be compact such that
(i) $C_{1-\alpha+\frac{\alpha+1-q}{\mathbb{R}^{N-1}},(p+q)^{\prime}}(K)=0$ if $q \neq \alpha+1$ or
(ii) $C_{1-\alpha+\frac{1}{\mathbb{R}^{-\alpha}}+\frac{\alpha+q}{p+\alpha+1},(p+\alpha+1)^{\prime}}(K)=0$ for some $\varepsilon \in\left(0, \min \left\{\alpha+1, \frac{(N-1) \alpha}{\alpha+1}-(1-\alpha)\right\}\right)$ if $q=\alpha+1$.

Then any nonnegative solution $u \in C^{2}(\Omega) \cap C(\bar{\Omega} \backslash K)$ of

$$
\begin{equation*}
-L_{\mu} u+|u|^{p}|\nabla u|^{q}=0 \quad \text { in } \Omega \tag{1.19}
\end{equation*}
$$

such that

$$
\begin{equation*}
\lim _{x \in \Omega, x \rightarrow \xi} \frac{u(x)}{W(x)}=0 \quad \text { for all } \xi \in \partial \Omega \backslash K \tag{1.20}
\end{equation*}
$$

is identically zero.
Next we deal with the boundary value problem for equations with source term of the form

$$
\left\{\begin{align*}
-L_{\mu} u-g(u,|\nabla u|) & =0 \quad \text { in } \Omega,  \tag{-}\\
\operatorname{tr}(u) & =v .
\end{align*}\right.
$$

Weak solutions of $\left(P_{-}^{v}\right)$ are defined similarly to Definition 1.2.

Phenomena occurring in this case are different from those in the case of absorption nonlinearity. This is reflected in Theorem 1.9 which ensures the existence of a weak solution under a smallness assumption on the total mass of the boundary data.

In order to make the statement clear and lucid, we rewrite equation $\left(P_{-}^{v}\right)$ as

$$
\left\{\begin{align*}
-L_{\mu} u-g(u,|\nabla u|) & =0 \quad \text { in } \Omega  \tag{-}\\
\operatorname{tr}(u) & =\varrho v
\end{align*}\right.
$$

where $\varrho$ is a positive parameter and $v \in \mathfrak{M}^{+}(\partial \Omega)$ with $\|v\|_{\mathfrak{M}(\partial \Omega)}=1$.
Theorem 1.9 (Existence Result for ( $P_{-}^{\varrho}{ }^{v}$ ) in Subcritical Case). Let $v \in \mathfrak{M}^{+}(\partial \Omega)$ with $\|v\|_{\mathfrak{M}(\partial \Omega)}=1$. Assume $g$ satisfies (1.10) and

$$
\begin{equation*}
g(a s, b t) \leq \tilde{k}\left(a^{\tilde{p}}+b^{\tilde{q}}\right) g(s, t) \quad \text { for all }(a, b, s, t) \in \mathbb{R}_{+}^{4} \tag{1.21}
\end{equation*}
$$

for some $\tilde{p}>1, \tilde{q}>1, \tilde{k}>0$. Then there exists $\varrho_{0}>0$ depending on $N, \mu, \Omega, \Lambda_{g}, \tilde{k}, \tilde{p}, \tilde{q}$ such that, for any $\varrho \in\left(0, \varrho_{0}\right)$, problem ( $P_{-}^{\varrho v}$ ) admits a positive weak solution $u \geq \varrho \mathbb{K}_{\mu}[v]$ in $\Omega$.
This result is established by combining an idea in [34] and the Schauder fixed point theorem.
Remark 1.10. It is easy to see that if $g(s, t)=|s|^{p} t^{q}$ or $g(s, t)=|s|^{p}+t^{q}$, then (1.21) holds.
The next result provides sufficient conditions for the existence of a solution to ( $P_{-}^{\varrho \nu}$ ) with $g(u,|\nabla u|)=|u|^{p}|\nabla u|^{q}$ in terms of capacities. See the definition of the capacities Cap ${ }^{\partial \Omega}$ and $\mathbb{N}_{2 \alpha-1,1}$ in Section 7.
Theorem 1.11 (Existence Result for ( $\left.P_{-}^{\varrho v}\right)$ ). Assume that $g(u,|\nabla u|)=|u|^{p}|\nabla u|^{q}$ with $p \geq 0, q \geq 0, p+q>1$ and $q<\frac{1+\alpha+(1-\alpha) p}{\alpha}$. Assume one of the following conditions holds.
(i) There exists a constant $C>0$ such that

$$
v(E) \leq C \operatorname{Cap}_{1-\alpha+\frac{\alpha+1-q}{p+q},(p+q)^{\prime}}^{\partial \Omega}(E) \quad \text { for every Borel set } E \subset \partial \Omega .
$$

Here $(p+q)^{\prime}$ denotes the conjugate exponent of $p+q$.
(ii) There exists a positive constant $C>0$ such that

$$
\begin{equation*}
\mathbb{N}_{2 \alpha-1,1}\left[\delta^{\alpha p+(\alpha-1) q+\alpha} \mathbb{N}_{2 \alpha-1,1}[v]^{p+q}\right] \leq C \mathbb{N}_{2 \alpha-1,1}[v]<\infty \quad \text { a.e. in } \Omega . \tag{1.22}
\end{equation*}
$$

Then there exists $\varrho_{0}=\varrho_{0}(N, \mu, p, q, C, \Omega)>0$ such that, for any $\varrho \in\left(0, \varrho_{0}\right)$, problem ( $\left.P_{-}^{\varrho v}\right)$ admits a weak solution u satisfying

$$
\begin{equation*}
|u| \leq C^{\prime} \delta^{\alpha} \mathbb{N}_{2 \alpha-1,1}[\varrho v], \quad|\nabla u| \leq C^{\prime} \delta^{\alpha-1} \mathbb{N}_{2 \alpha-1,1}[\varrho v] \quad \text { in } \Omega, \tag{1.23}
\end{equation*}
$$

where $C^{\prime}=C^{\prime}(N, \mu, \Omega)$ is a positive constant.
Organization of the paper. In Section 2, we recall main properties of the first eigenvalue and the corresponding eigenfunction of $-L_{\mu}$ in $\Omega$ and collect estimates on the Green kernel and the Martin kernel, as well as their gradient. In Section 3, we prove Theorem 1.3, and in Section 4, we demonstrate Theorem 1.5 and Theorem 1.6. In Section 5, we give the proof of Theorem 1.7 and Theorem 1.8. Section 6 is devoted to the proof of Theorem 1.9, and in Section 7, the proof of Theorem 1.11 is provided. In Appendix A, we construct a barrier in the case $g(u,|\nabla u|)=|u|^{p}|\nabla u|^{q}$. Finally, in Appendix B, we discuss the case $g(u,|\nabla u|)=|u|^{p}+|\nabla u|^{q}$ and state main results without proofs since the arguments are similar to those in the case $g(u,|\nabla u|)=u^{p}|\nabla u|^{q}$.

### 1.3 Notations

We list below some notations that we use frequently in the present paper.

- For $\phi \geq 0$, denote by $L^{\kappa}(\Omega, \phi)(\kappa>1)$ the space of functions $v$ satisfying $\int_{\Omega}|v|^{\kappa} \phi d x<\infty$. We denote by $H^{1}(\Omega, \phi)$ the space of functions $v$ such that $v \in L^{2}(\Omega, \phi)$ and $\nabla v \in L^{2}(\Omega, \phi)$. Let $\mathfrak{M}(\Omega, \phi)$ be the space of Radon measures $\tau$ on $\Omega$ satisfying $\int_{\Omega} \phi d|\tau|<\infty$, and let $\mathfrak{M}^{+}(\Omega, \phi)$ be the positive cone of $\mathfrak{M}(\Omega, \phi)$. Denote by $\mathfrak{M}(\partial \Omega)$ the space of bounded Radon measures on $\partial \Omega$ and by $\mathfrak{M}^{+}(\partial \Omega)$ the positive cone of $\mathfrak{M}(\partial \Omega)$.
- Denote $L_{w}^{\kappa}(\Omega, \tau), 1 \leq \kappa<\infty, \tau \in \mathfrak{M}^{+}(\Omega)$, the weak $L^{\kappa}$ space (or Marcinkiewicz space) with weight $\tau$. The subscript $w$ is an abbreviation of "weak". See Subsection 2.2 for more details.
- We denote by $\lambda_{\mu}$ the first eigenvalue of $-L_{\mu}$ and by $\varphi_{\mu}$ the corresponding eigenfunction (see Subsection 1.4).
- For $\kappa>1$, we denote by $\kappa^{\prime}$ the conjugate exponent.
- Throughout the paper, $c, c_{1}, c_{2}, C, C_{1}, C^{\prime}$ denote positive constants which may vary from line to line. We write $C=C(a, b)$ to emphasize the dependence of $C$ on the data $a, b$.
- The notation $f \approx h$ means that there exist positive constants $c_{1}, c_{2}$ such that $c_{1} h<f<c_{2} h$.
- Denote by $\chi_{E}$ the indicator function of a set $E$.
- For $z \in \partial \Omega$, denote by $\mathbf{n}_{z}$ the outer unit normal vector at $z$.


## 2 Preliminaries

We recall that, throughout the paper, we assume that $\mu \in\left(0, \frac{1}{4}\right]$ and $\lambda_{\mu}>0$.

### 2.1 Eigenvalue and Eigenfunction

We recall important facts of the eigenvalue $\lambda_{\mu}$ of $-L_{\mu}$ and the associated eigenfunction $\varphi_{\mu}$ which can be found in $[13,14]$. If $0<\mu<\frac{1}{4}$, then the minimizer $\varphi_{\mu} \in H_{0}^{1}(\Omega)$ of (1.4) exists and satisfies $\varphi_{\mu} \approx \delta^{\alpha}$, where $\alpha$ is defined in (1.7). If $\mu=\frac{1}{4}$, there is no minimizer of (1.4) in $H_{0}^{1}(\Omega)$, but there exists a nonnegative function $\varphi_{\frac{1}{4}} \in H_{\mathrm{loc}}^{1}(\Omega)$ such that $\varphi_{\frac{1}{4}} \approx \delta^{\frac{1}{2}}$ and it satisfies $-L_{\frac{1}{4}} \varphi_{\frac{1}{4}}=\lambda_{\mu} \varphi_{\frac{1}{4}}$ in $\Omega$ in the sense of distributions. In addition, we have $\delta^{-\frac{1}{2}} \varphi_{\frac{1}{4}} \in H_{0}^{1}(\Omega, \delta)$.

### 2.2 Green Kernel and Martin Kernel

Denote by $G_{\mu}^{\Omega}$ and $K_{\mu}^{\Omega}$ the Green kernel and the Martin kernel of $-L_{\mu}$ in $\Omega$ respectively (see [17, 25]). The Green operator and the Martin operator are defined as follows:

$$
\begin{array}{ll}
\mathbb{G}_{\mu}^{\Omega}[\tau](x):=\int_{\Omega} G_{\mu}^{\Omega}(x, y) d \tau(y) & \text { for every } \tau \in \mathfrak{M}\left(\Omega, \delta^{\alpha}\right), \\
\mathbb{K}_{\mu}^{\Omega}[v](x):=\int_{\partial \Omega} K_{\mu}^{\Omega}(x, z) d v(z) & \text { for every } v \in \mathfrak{M}(\partial \Omega)
\end{array}
$$

When there is no ambiguity, we will drop the superscript $\Omega$, i.e. we write $G_{\mu}, K_{\mu}, \mathbb{G}_{\mu}, \mathbb{K}_{\mu}$ instead of $G_{\mu}^{\Omega}, K_{\mu}^{\Omega}$, $\mathbb{G}_{\mu}^{\Omega}, \mathbb{K}_{\mu}^{\Omega}$.

By [14, Theorem 4.11], it holds

$$
\begin{equation*}
G_{\mu}(x, y) \approx \min \left\{|x-y|^{2-N}, \delta(x)^{\alpha} \delta(y)^{\alpha}|x-y|^{2-N-2 \alpha}\right\} \quad \text { for every } x, y \in \Omega, x \neq y \tag{2.1}
\end{equation*}
$$

Since (1.5) holds, by [3] and [17, Proposition 2.29], the Martin kernel $K_{\mu}$ exists. Moreover, it holds (see [25, (2.7), page 76] for $\mu<C_{H}(\Omega)$ and [17, Theorem 2.30] for $\mu=\frac{1}{4}$ )

$$
\begin{equation*}
K_{\mu}(x, y) \approx \delta(x)^{\alpha}|x-y|^{2-N-2 \alpha} \quad \text { for every } x \in \Omega, y \in \partial \Omega \tag{2.2}
\end{equation*}
$$

For estimates on the Green kernel and the Martin kernel of a more general Schrödinger operator, we refer to [21].

Next we recall estimates of Green kernel and Martin kernel in weak $L^{\kappa}$ spaces. Let $\tau \in \mathfrak{M}^{+}(\Omega)$. For $\kappa>1$, $\kappa^{\prime}=\frac{\kappa}{\kappa-1}$ and $u \in L_{\text {loc }}^{1}(\Omega, \tau)$, we set

$$
\|u\|_{L_{w}^{\alpha}(\Omega, \tau)}:=\inf \left\{c \in[0, \infty]: \int_{E}|u| d \tau \leq c\left(\int_{E} d \tau\right)^{\frac{1}{k^{\prime}}} \text { for any Borel set } E \subset \Omega\right\}
$$

and

$$
L_{w}^{K}(\Omega, \tau):=\left\{u \in L_{\mathrm{loc}}^{1}(\Omega, \tau):\|u\|_{L_{w}^{K}(\Omega, \tau)}<\infty\right\} .
$$

$L_{w}^{K}(\Omega, \tau)$ is called weak $L^{\kappa}$ space (or Marcinkiewicz space with exponent $\kappa$ ) with quasi-norm $\|\cdot\|_{L_{w}^{\kappa}(\Omega, \tau)}$. See [29] for more details. Notice that, for every $s>-1$,

$$
\begin{equation*}
L_{w}^{K}\left(\Omega, \delta^{s}\right) \subset L^{r}\left(\Omega, \delta^{s}\right) \quad \text { for every } r \in[1, \kappa) \tag{2.3}
\end{equation*}
$$

Moreover, for any $u \in L_{w}^{\kappa}\left(\Omega, \delta^{s}\right)(s>-1)$,

$$
\begin{equation*}
\int_{\{|u| \geq \lambda\}} \delta^{s} d x \leq \lambda^{-\kappa}\|u\|_{L_{w}^{\kappa}\left(\Omega, \delta^{s}\right)}^{K} \quad \text { for all } \lambda>0 \tag{2.4}
\end{equation*}
$$

Proposition 2.1 ([15, Proposition 2.4]). The following statements hold.
(i) Let $\gamma \in\left(-\frac{\alpha N}{N+2 \alpha-2}, \frac{\alpha N}{N-2}\right)$. There exists a constant $c=c(N, \mu, \gamma, \Omega)$ such that

$$
\begin{equation*}
\left\|\mathbb{G}_{\mu}[\tau]\right\|_{L_{w}^{N+\alpha-2}}^{\frac{N+\gamma}{N, ~}\left(\delta^{\gamma}\right)} \leq c\|\tau\|_{\mathfrak{M}\left(\Omega, \delta^{\alpha}\right)} \quad \text { for all } \tau \in \mathfrak{M}\left(\Omega, \delta^{\alpha}\right) . \tag{2.5}
\end{equation*}
$$

(ii) Let $\gamma>-1$. Then there exists a constant $c=c(N, \mu, \gamma, \Omega)$ such that

$$
\begin{equation*}
\left\|\mathbb{K}_{\mu}[v]\right\|_{L_{w}^{N+\alpha-2}}\left(\Omega, \delta^{\nu}\right) \leq c\|v\|_{\mathfrak{M}(\partial \Omega)} \quad \text { for all } v \in \mathfrak{M}(\partial \Omega) \tag{2.6}
\end{equation*}
$$

Proposition 2.2 ([16, Proposition A]). The following statements hold.
(i) Let $\theta \in[0, \alpha]$ and $y \in\left[0, \frac{\theta N}{N-1}\right)$. Then there exists a positive constant $c=c(N, \mu, \theta, \gamma, \Omega)$ such that

$$
\begin{equation*}
\left\|\nabla \mathbb{G}_{\mu}[|\tau|]\right\|_{L_{w}^{N+\theta-1}}^{\frac{N+\gamma}{N+1}}\left(\Omega, \delta^{\gamma}\right) \leq c\|\tau\|_{\mathfrak{M}\left(\Omega, \delta^{\theta}\right)} \quad \text { for all } \tau \in \mathfrak{M}\left(\Omega, \delta^{\theta}\right) \tag{2.7}
\end{equation*}
$$

where $\nabla \mathbb{G}_{\mu}[\tau](x)=\int_{\Omega} \nabla_{x} G_{\mu}(x, y) d \tau(y)$.
(ii) Let $\gamma \geq 0$. Then there exists a positive constant $c=c(N, \mu, \gamma, \Omega)$ such that

$$
\left\|\nabla \mathbb{K}_{\mu}[|v|]\right\|_{L_{w}^{N+\alpha-1}}^{\frac{N+\gamma}{N,-1}}\left(\Omega, \delta^{\gamma}\right) \leq c\|v\|_{\mathfrak{M}(\partial \Omega)} \quad \text { for all } v \in \mathfrak{M}(\partial \Omega)
$$

where $\nabla \mathbb{K}_{\mu}[v](x)=\int_{\partial \Omega} \nabla_{\chi} K_{\mu}(x, z) d v(z)$.

### 2.3 Linear Equations

The Green kernel and the Martin kernel play an important role in the study of the boundary value problem for the linear equation

$$
\left\{\begin{align*}
-L_{\mu} u & =\tau \quad \text { in } \Omega  \tag{2.8}\\
\operatorname{tr}(u) & =v .
\end{align*}\right.
$$

Definition 2.3. Assume $(\tau, v) \in \mathfrak{M}\left(\Omega, \delta^{\alpha}\right) \times \mathfrak{M}(\partial \Omega)$. We say that $u$ is a weak solution of (2.8) if $u \in L^{1}\left(\Omega, \delta^{\alpha}\right)$ and

$$
-\int_{\Omega} u L_{\mu} \zeta d x=\int_{\Omega} \zeta d \tau-\int_{\Omega} \mathbb{K}_{\mu}[v] L_{\mu} \zeta d x \quad \text { for all } \zeta \in \mathbf{X}_{\mu}(\Omega)
$$

where $\mathbf{X}_{\mu}(\Omega)$ is defined in (1.9).
Proposition 2.4 ([15, Proposition 2.11]). Assume that $(\tau, v) \in \mathfrak{M}\left(\Omega, \delta^{\alpha}\right) \times \mathfrak{M}(\partial \Omega)$. Then $u$ is a weak solution of (2.8) if and only if $u=\mathbb{G}_{\mu}[\tau]+\mathbb{K}_{\mu}[v]$ in $\Omega$. Moreover, there exists a constant $C=C(N, \mu, \Omega)>0$ such that $\|u\|_{L^{1}\left(\Omega, \delta^{a}\right)} \leq C\left(\|\tau\|_{\mathfrak{M}\left(\Omega, \delta^{a}\right)}+\|v\|_{\mathfrak{M}(\partial \Omega)}\right)$.
For $D \Subset \Omega$, denote by $G_{\mu}^{D}$ and $K_{\mu}^{D}$ the Green kernel and the Poisson kernel of $-L_{\mu}$ in $D$. Consider the problem

$$
\left\{\begin{align*}
-L_{\mu} u=\varphi & \text { in } D,  \tag{2.9}\\
u=\eta & \text { on } \partial D .
\end{align*}\right.
$$

A similar result has been established for (2.9).

Proposition $2.5([17])$. For any $(\varphi, \eta) \in \mathfrak{M}\left(D, \delta_{D}\right) \times \mathfrak{M}(\partial D)\left(\right.$ where $\delta_{D}=\operatorname{dist}(\cdot, D)$ ), there exists a unique weak solution $u=u_{\varphi, \eta} \in L^{1}\left(D, \delta_{D}\right)$ of (2.9), i.e.

$$
-\int_{D} u L_{\mu} \zeta d x=\int_{D} \zeta d \varphi-\int_{D} \mathbb{K}_{\mu}^{D}[\eta] L_{\mu} \zeta d x \quad \text { for all } \zeta \in \mathbf{X}_{0}(D)
$$

where $\mathbf{X}_{0}(D)$ is defined similarly to $\mathbf{X}_{\mu}(\Omega)$ with $\mu=0$ and $\Omega=D$. It holds

$$
\begin{equation*}
u=\mathbb{G}_{\mu}^{D}[\varphi]+\mathbb{K}_{\mu}^{D}[\eta], \tag{2.10}
\end{equation*}
$$

and there exists a constant $c=c(N, \mu, D)>0$ such that $\|u\|_{L^{1}\left(D, \delta_{D}\right)} \leq c\left(\|\varphi\|_{\mathfrak{M}\left(\Omega, \delta_{D}\right)}+\|\eta\|_{\mathfrak{M}(\partial D)}\right)$.
Finally, we will need the following classical properties of $C^{2}$ domains.
Proposition 2.6 ([29]). There exists a positive constant $\beta_{0}$ such that $\delta \in C^{2}\left(\bar{\Omega}_{4 \beta_{0}}\right)$. Moreover, for any $x \in \Omega_{4 \beta_{0}}$, there exists a unique $\xi_{x} \in \partial \Omega$ such that
(a) $\delta(x)=\left|x-\xi_{x}\right|$ and $\mathbf{n}_{\xi_{x}}=-\nabla \delta(x)=-\frac{x-\xi_{x}}{\left|x-\xi_{x}\right|}$, where $\mathbf{n}_{\xi_{x}}$ denotes the outer unit normal vector at $\xi_{x} \in \partial \Omega$,
(b) $x(s):=x+s \nabla \delta(x) \in \Omega_{\beta_{0}}$ and $\delta(x(s))=\left|x(s)-\xi_{x}\right|=\delta(x)+s$ for any $0<s<4 \beta_{0}-\delta(x)$.

## 3 Nonlinear Equations with Subcritical Absorption

In this section, we establish the existence of a positive solution of $\left(P_{+}^{\nu}\right)$. The approach is based on a combination of the idea in [20], estimates on the Green kernel, the Martin kernel, their gradient and the Vitali convergence theorem.

Proof of Theorem 1.3. We divide the proof into three steps.
Step 1. In this step, we assume that

$$
\begin{equation*}
M:=\sup _{s \in \mathbb{R}, t \in \mathbb{R}_{+}}|g(s, t)|<+\infty \tag{3.1}
\end{equation*}
$$

Let $D \subset \subset \Omega$ be a smooth open domain, and consider the equation

$$
\begin{equation*}
-L_{\mu} v+g\left(v+\mathbb{K}_{\mu}[v],\left|\nabla\left(v+\mathbb{K}_{\mu}[v]\right)\right|\right)=0 \quad \text { in } D \tag{3.2}
\end{equation*}
$$

First we note that $u_{1}=0$ is a supersolution of (3.2) and $u_{2}=-\mathbb{K}_{\mu}[v]$ is a solution of (3.2). Let

$$
\mathcal{T}(u):= \begin{cases}0 & \text { if } 0 \leq u  \tag{3.3}\\ u & \text { if } u_{2} \leq u \leq 0 \\ u_{2} & \text { if } u \leq u_{2}\end{cases}
$$

In this step, we use the idea in [20] in order to construct a solution $v \in W^{1, \infty}(D)$ of the problem

$$
\left\{\begin{align*}
-L_{\mu} v+g\left(v+\mathbb{K}_{\mu}[v],\left|\nabla\left(v+\mathbb{K}_{\mu}[v]\right)\right|\right) & =0 & & \text { in } D,  \tag{3.4}\\
v & =0 & & \text { on } \partial D,
\end{align*}\right.
$$

which satisfies

$$
\begin{equation*}
-\mathbb{K}_{\mu}[v] \leq v \leq 0 \quad \text { for all } x \in D \tag{3.5}
\end{equation*}
$$

Let $d_{D, \Omega}:=\operatorname{dist}(\partial D, \partial \Omega)$ and $u \in W^{1,1}(D)$. By the standard elliptic theory, there exists a unique solution of the problem

$$
\left\{\begin{align*}
-\Delta w+\left(d_{D, \Omega}^{-2}-\mu \delta^{-2}\right) w & =-g\left(v+\mathbb{K}_{\mu}[v],\left|\nabla\left(v+\mathbb{K}_{\mu}[v]\right)\right|\right)+d_{D, \Omega}^{-2} \mathcal{T}(v) & & \text { in } D,  \tag{3.6}\\
w & =0 & & \text { on } \partial D .
\end{align*}\right.
$$

Recall that $\delta=\operatorname{dist}(\cdot, \partial \Omega)$.

We define an operator $\mathbb{A}$ as follows: to each $u \in W^{1,1}(D)$, we associate the unique solution $\mathbb{A}[u]$ of (3.6). Furthermore, since

$$
d_{D, \Omega}^{-2}-\mu \delta(x)^{-2} \geq(1-\mu) \delta(x)^{-2} \quad \text { for all } x \in D
$$

by standard elliptic estimates, there exists a constant $C_{1}=C_{1}\left(N, \mu, d_{D, \Omega}, D\right)>0$ such that

$$
\sup _{x \in D}|\mathbb{A}[u](x)| \leq C_{1}\left(M+\|v\|_{\mathfrak{M}(\partial \Omega)}\right)=: A_{1} .
$$

Also, by (3.3) and standard elliptic estimates, there exists a positive constant $C_{2}=C_{2}\left(N, \mu, d_{D, \Omega}, D\right)$ such that

$$
\sup _{x \in D}|\nabla \mathbb{A}[u](x)| \leq C_{2}\left(M+\|v\|_{\mathfrak{M}(\partial \Omega)}\right)=: A_{2}
$$

By using an argument similar to the proof of [16, Theorem B, Step 1], we can show that

$$
\mathbb{A}: W^{1,1}(D) \rightarrow W^{1,1}(D)
$$

is continuous and compact. Now set $\mathcal{K}:=\left\{\xi \in W^{1,1}(D):\|\xi\|_{W^{1, \infty}(D)} \leq A_{1}+A_{2}\right\}$. Then $\mathcal{K}$ is a closed, convex subset of $W^{1,1}(D)$ and $\mathbb{A}(\mathcal{K}) \subset \mathcal{K}$. Thus we can apply the Schauder fixed point theorem to obtain the existence of a function $v \in \mathcal{K}$ such that $\mathbb{A}[v]=v$. This means $v$ is a weak solution of (3.6). By the standard elliptic theory, we can easily deduce that $v, u_{2} \in C^{2}(D) \cap C(\bar{D})$. Moreover, it can be seen that $v \leq 0$.

Now we allege that $v \geq u_{2}$ in $D$ by employing an argument of contradiction. Suppose by contradiction that there exists $x_{0} \in D$ such that $\inf _{x \in D}\left(v(x)-u_{2}(x)\right)=v\left(x_{0}\right)-u_{2}\left(x_{0}\right)<0$. Then we have $\nabla v\left(x_{0}\right)=\nabla u_{2}\left(x_{0}\right)$, $-\Delta\left(v-u_{2}\right)\left(x_{0}\right) \leq 0, \mathcal{T}[v]\left(x_{0}\right)=\mathcal{T}\left[u_{2}\right]\left(x_{0}\right)=u_{2}\left(x_{0}\right)$. But

$$
\begin{aligned}
&-\Delta\left(v-u_{2}\right)\left(x_{0}\right)=-\left(d_{D, \Omega}^{-2}-\mu \delta\left(x_{0}\right)^{-2}\right)\left(v\left(x_{0}\right)-u_{2}\left(x_{0}\right)\right) \\
&-g\left(v\left(x_{0}\right)+\mathbb{K}_{\mu}[v]\left(x_{0}\right),\left|\nabla v\left(x_{0}\right)+\nabla \mathbb{K}_{\mu}[v]\left(x_{0}\right)\right|\right) \\
&+g\left(u_{2}\left(x_{0}\right)+\mathbb{K}_{\mu}[v]\left(x_{0}\right),\left|\nabla u_{2}\left(x_{0}\right)+\nabla \mathbb{K}_{\mu}[v]\left(x_{0}\right)\right|\right)>0
\end{aligned}
$$

which is clearly a contradiction. Therefore, $v \geq u_{2}$ in $D$.
As a consequence, $\mathcal{T}(v)=v$, and therefore $v$ is a solution of (3.4).
Step 2. In this step, we still assume that (3.1) holds. Let $\left\{\Omega_{n}\right\}$ be a smooth exhaustion of $\Omega$, and let $v_{n}$ be the solution of (3.4) in $D=\Omega_{n}$ (constructed in Step 1) satisfying (3.5). Then there exists a constant $C=C(N, \mu, \Omega)>0$ such that

$$
\left|v_{n}(x)\right| \leq \mathbb{G}_{\mu}\left[\chi_{\Omega_{n}} g\left(v_{n}+\mathbb{K}_{\mu}[v],\left|\nabla\left(v_{n}+\mathbb{K}_{\mu}[v]\right)\right|\right)\right](x) \leq C M \delta(x)^{\alpha} \quad \text { for all } x \in \Omega_{n}
$$

This implies that there exists a subsequence, still denoted by $\left\{v_{n}\right\}$, such that $v_{n} \rightarrow v$ in $W_{\text {loc }}^{1, p}(\Omega)$ and $v$ satisfies

$$
\left\{\begin{aligned}
-L_{\mu} v+g\left(v+\mathbb{K}_{\mu}[v],\left|\nabla\left(v+\mathbb{K}_{\mu}[v]\right)\right|\right) & =0 \quad \text { in } \Omega \\
\operatorname{tr}(v) & =0
\end{aligned}\right.
$$

Furthermore, $-\mathbb{K}_{\mu}[v] \leq v \leq 0$ for all $x \in \Omega$. Setting $u=v+\mathbb{K}_{\mu}[v]$, then $u$ is a solution of $\left(P_{+}^{v}\right)$ satisfying $0 \leq u \leq \mathbb{K}_{\mu}[v]$ in $\Omega$.

Step 3. In this step, we drop condition (3.1). Set $g_{n}:=\min (g, n)$, and let $u_{n}$ be a nonnegative solution (the existence of $u_{n}$ is guaranteed in Step 2) of

$$
\left\{\begin{aligned}
&-L_{\mu} u_{n}+g_{n}\left(u_{n},\left|\nabla u_{n}\right|\right)= 0 \quad \text { in } \Omega, \\
& \operatorname{tr}\left(u_{n}\right)=v
\end{aligned}\right.
$$

satisfying

$$
\begin{equation*}
0 \leq u_{n} \leq \mathbb{K}_{\mu}[v] \quad \text { in } \Omega \tag{3.7}
\end{equation*}
$$

Then $u_{n}$ satisfies

$$
\begin{gather*}
-\int_{\Omega} u_{n} L_{\mu} \zeta d x+\int_{\Omega} g_{n}\left(u_{n},\left|\nabla u_{n}\right|\right) \zeta d x=-\int_{\Omega} \mathbb{K}_{\mu}[v] L_{\mu} \zeta d x \quad \text { for all } \zeta \in \mathbf{X}_{\mu}(\Omega)  \tag{3.8}\\
u_{n}+\mathbb{G}_{\mu}\left[g_{n}\left(u_{n},\left|\nabla u_{n}\right|\right)\right]=\mathbb{K}_{\mu}[v] \tag{3.9}
\end{gather*}
$$

Choosing $\zeta=\varphi_{\mu}$, where $\varphi_{\mu}$ is an eigenfunction associated to the first eigenvalue of $-L_{\mu}$, by (3.8), we have

$$
\begin{equation*}
\lambda_{\mu} \int_{\Omega}\left|u_{n}\right| \varphi_{\mu} d x+\int_{\Omega} g_{n}\left(u_{n},\left|\nabla u_{n}\right|\right) \varphi_{\mu} d x \leq \lambda_{\mu} \int_{\Omega} \mathbb{K}_{\mu}[|v|] \varphi_{\mu} d x \tag{3.10}
\end{equation*}
$$

Now, by (3.9) and Proposition 2.2, we obtain

$$
\left\|\nabla u_{n}\right\|_{L_{w}^{q_{\mu}}\left(\Omega, \delta^{\alpha}\right)} \leq c(N, \mu, \Omega)\left(\left\|g_{n}\left(u_{n},\left|\nabla u_{n}\right|\right)\right\|_{L^{1}\left(\Omega, \delta^{\alpha}\right)}+\|v\|_{\mathfrak{M}(\partial \Omega)}\right) .
$$

This, together with (3.10) and (2.6), implies

$$
\left\|\nabla u_{n}\right\|_{L_{w}^{q_{w}}\left(\Omega, \delta^{a}\right)} \leq c(N, \mu, \Omega)\|v\|_{\mathfrak{M}(\partial \Omega)} .
$$

Similarly, we can show that

$$
\left\|u_{n}\right\|_{L_{w}^{p_{\mu}}\left(\Omega, \delta^{a}\right)} \leq c(N, \mu, \Omega)\|v\|_{\mathfrak{M}(\partial \Omega)} .
$$

## Next we prove that

$$
\begin{equation*}
g_{n}\left(u_{n},\left|\nabla u_{n}\right|\right) \rightarrow g(u,|\nabla u|) \quad \text { in } L^{1}\left(\Omega, \delta^{\alpha}\right) \tag{3.11}
\end{equation*}
$$

For $\lambda>0$ and any function $w$, set

$$
\begin{array}{ll}
\mathbf{A}_{\lambda}^{w}:=\{x \in \Omega:|w(x)|>\lambda\}, & \mathbf{a}^{w}(\lambda):=\int_{\mathbf{A}_{\lambda}^{w}} \delta^{\alpha} d x, \\
\mathbf{B}_{\lambda}^{w}:=\left\{x \in \Omega:|\nabla w(x)|>\lambda^{\frac{p_{\mu}}{q_{\mu}}}\right\}, & \mathbf{b}^{w}(\lambda):=\int_{\mathbf{B}_{\lambda}^{w}} \delta^{\alpha} d x,  \tag{3.12}\\
\mathbf{C}_{\lambda}^{w}:=\mathbf{A}_{\lambda}^{w} \cap \mathbf{B}_{\lambda}^{w}, & \mathbf{c}^{w}(\lambda):=\int_{\mathbf{C}_{\lambda}^{w}} \delta^{\alpha} d x .
\end{array}
$$

Then, for $\lambda>0$ and $n \in \mathbb{N}$, put

$$
\begin{array}{ll}
\mathbf{A}_{n, \lambda}=\mathbf{A}_{\lambda}^{u_{n}}, & \mathbf{a}_{n}(\lambda)=\mathbf{a}^{u_{n}}(\lambda), \\
\mathbf{B}_{n, \lambda}=\mathbf{B}_{\lambda}^{u_{n}}, & \mathbf{b}_{n}(\lambda)=\mathbf{b}^{u_{n}}(\lambda), \\
\mathbf{C}_{n, \lambda}=\mathbf{C}_{\lambda}^{u_{n}}, & \mathbf{c}_{n}(\lambda)=\mathbf{c}^{u_{n}}(\lambda) .
\end{array}
$$

For any Borel set $E \subset \Omega$,

$$
\begin{array}{rl}
\int_{E} g_{n}\left(u_{n},\left|\nabla u_{n}\right|\right) \delta^{\alpha} d x= & \int_{E \cap \mathbf{C}_{n, \lambda}} g_{n}\left(u_{n},\left|\nabla u_{n}\right|\right) \delta^{\alpha} d x+\int_{E \cap \mathbf{A}_{n, \lambda}^{c} \cap \mathbf{B}_{n, \lambda}} g_{n}\left(u_{n},\left|\nabla u_{n}\right|\right) \delta^{\alpha} d x \\
& +\int_{E \cap \mathbf{A}_{n, \lambda} \cap \mathbf{B}_{n, \lambda}^{c}} g_{n}\left(u_{n},\left|\nabla u_{n}\right|\right) \delta^{\alpha} d x+\int_{E \cap \mathbf{A}_{n, \lambda}^{c} \cap \mathbf{B}_{n, \lambda}^{c}} g_{n}\left(u_{n},\left|\nabla u_{n}\right|\right) \delta^{\alpha} d x \\
\leq C & C \int_{\lambda}^{\infty} g\left(s, s^{\frac{p_{\mu}}{q_{\mu}}}\right) s^{-1-p_{\mu}} d s+g\left(\lambda, \lambda^{\frac{p_{\mu}}{q_{\mu}}}\right) \int_{E} \delta^{\alpha} d x . \tag{3.13}
\end{array}
$$

Note that the first term on the right-hand side of (3.13) tends to 0 as $\lambda \rightarrow \infty$. Therefore, for any $\varepsilon>0$, there exists $\lambda>0$ such that the first term on the right-hand side of (3.13) is smaller than $\frac{\varepsilon}{2}$. Fix such $\lambda$, and put

$$
\eta=\frac{\varepsilon}{2 \max \left\{g\left(\lambda, \lambda^{\frac{p_{\mu}}{q \mu}}\right), 1\right\}}
$$

Then, by (3.13),

$$
\int_{E} \delta^{\alpha} d x \leq \eta \Longrightarrow \int_{E} g_{n}\left(u_{n},\left|\nabla u_{n}\right|\right) \delta^{\alpha} d x<\varepsilon
$$

Therefore, the sequence $\left\{g_{n}\left(u_{n},\left|\nabla u_{n}\right|\right)\right\}$ is equi-integrable in $L^{1}\left(\Omega, \delta^{\alpha}\right)$. Thus, by invoking the Vitali convergence theorem, we derive (3.11).

From (3.7), we deduce that $0 \leq u_{n} \rightarrow u$ in $L^{1}\left(\Omega, \delta^{\alpha}\right)$. Therefore, letting $n \rightarrow \infty$ in (3.8), we deduce that $u$ is a weak solution of $\left(P_{+}^{\nu}\right)$.

## 4 Absorption $g(u,|\nabla u|)=|u|^{p}|\nabla u|^{q}$ : Subcritical Case

In this section, we assume $g(u,|\nabla u|)=|u|^{p}|\nabla u|^{q}$ with $p \geq 0, q>0, p+q>1$. We recall that (see Remark 1.4) $g$ satisfies (1.10) if and only if (1.11) holds. Moreover, $g$ satisfies (1.21). Therefore, by Theorem 1.3, for any $v \in \mathfrak{M}^{+}(\partial \Omega)$, the problem

$$
\left\{\begin{align*}
-L_{\mu} u+|u|^{p}|\nabla u|^{q} & =0 \quad \text { in } \Omega,  \tag{4.1}\\
\operatorname{tr}(v) & =v
\end{align*}\right.
$$

admits a positive weak solution.
Next we prove the following regularity result.
Proposition 4.1. Assume $p \geq 0$ and $0<q<\frac{N}{N-1}$. If $u$ is a nonnegative solution of

$$
\begin{equation*}
-L_{\mu} u+|u|^{p}|\nabla u|^{q}=0 \quad \text { in } \Omega, \tag{4.2}
\end{equation*}
$$

then $u \in C^{2}(\Omega)$.
Proof. Let $D \subset \subset \Omega$ be a smooth open domain. Since $u$ is a nonnegative solution of (4.1), by (2.10), we can easily obtain $0 \leq u(x) \leq \mathbb{K}_{\mu}[v](x) \leq C_{D}$ for all $x \in D$. Consequently, $|u|^{p}|\nabla u|^{q} \leq C_{D}^{p}|\nabla u|^{q}$ in $D$. Hence, by invoking [16, Lemma 4.2], we can derive the desired result.

### 4.1 Comparison Principle

Lemma 4.2. Let $u \in C^{2}(\Omega)$ be a nonnegative solution of (4.2). If there exists $x_{0} \in \Omega$ such that $u\left(x_{0}\right)=0$, then $u \equiv 0$.

Proof. By Young's inequality, $|u|^{p}|\nabla u|^{q} \leq|u|^{p+q}+|\nabla u|^{p+q}$ in $\Omega$. As a consequence, $u$ satisfies

$$
\begin{equation*}
-L_{\mu} u+|u|^{p+q}+|\nabla u|^{p+q} \geq 0 \quad \text { in } \Omega . \tag{4.3}
\end{equation*}
$$

Now set $\mathbf{a}(x):=|\nabla u(x)|^{p+q-2} \nabla u(x)$ and $b(x):=|u(x)|^{p+q-1}$. Let $\beta \in\left(0, \beta_{0}\right)$ be small enough such that $x_{0} \in D_{\beta}$. Since $u \in C^{2}(\Omega)$, there exists a constant $C_{\beta}$ such that $\sup _{x \in D_{\beta}}|\mathbf{a}(x)|+\sup _{x \in D_{\beta}} b(x) \leq C_{\beta}$. From (4.3), we deduce $-\Delta u+\mathbf{a} \cdot \nabla u+b u \geq \frac{\mu}{\delta^{2}} u \geq 0$ in $D_{\beta}$. Since $b(x) \geq 0$, by the maximum principle, $u$ cannot achieve a nonpositive minimum in $D_{\beta}$. Thus the result follows straightforward.

Next we state the comparison principle for (4.2).
Lemma 4.3. Let $p \geq 0, q \geq 1$ and $D \subset \Omega$. We assume that $u_{1}, u_{2} \in C^{2}(D)$ are respectively nonnegative subsolution and positive supersolution of (4.2) in $D$ such that

$$
\begin{equation*}
\limsup _{x \rightarrow \partial D} \frac{u_{1}(x)}{u_{2}(x)}<1 \tag{4.4}
\end{equation*}
$$

Then $u_{1} \leq u_{2}$ in $D$.
Proof. Suppose by contradiction that

$$
m:=\sup _{x \in D} \frac{u_{1}(x)}{u_{2}(x)}>1
$$

By (4.4), we deduce that there exists $x_{0} \in D$ such that

$$
\frac{u_{1}\left(x_{0}\right)}{u_{2}\left(x_{0}\right)}=\sup _{x \in D} \frac{u_{1}(x)}{u_{2}(x)}=m .
$$

Let $r>0$ be such that $B\left(x_{0}, r\right) \subset D$. Then we see that

$$
\begin{equation*}
-\Delta\left(m^{-1} u_{1}-u_{2}\right)+\left(m^{-1} u_{1}\right)^{p}\left|m^{-1} \nabla u_{1}\right|^{q}-u_{2}^{p}\left|\nabla u_{2}\right|^{q} \leq \frac{\mu}{\delta^{2}}\left(m^{-1} u_{1}-u_{2}\right) \leq 0 \quad \text { in } B\left(x_{0}, \frac{r}{2}\right) . \tag{4.5}
\end{equation*}
$$

Now note that

$$
\begin{align*}
\left(m^{-1} u_{1}\right)^{p}\left|m^{-1} \nabla u_{1}\right|^{q}-u_{2}^{p}\left|\nabla u_{2}\right|^{q}= & \left(m^{-1} u_{1}\right)^{p}\left|m^{-1} \nabla u_{1}\right|^{q}-\left(m^{-1} u_{1}\right)^{p}\left|\nabla u_{2}\right|^{q} \\
& +\left(m^{-1} u_{1}\right)^{p}\left|\nabla u_{2}\right|^{q}-u_{2}^{p}\left|\nabla u_{2}\right|^{q} \\
& =\tilde{\mathbf{a}}(x)\left(m^{-1} \nabla u_{1}-\nabla u_{2}\right)+\tilde{b}(x)\left(m^{-1} u_{1}-u_{2}\right) \tag{4.6}
\end{align*}
$$

where

$$
\tilde{\mathbf{a}}(x)=\left(m^{-1} u_{1}\right)^{p} \frac{\left|m^{-1} \nabla u_{1}\right|^{q}-\left|\nabla u_{2}\right|^{q}}{\left|m^{-1} \nabla u_{1}-\nabla u_{2}\right|^{2}}\left(m^{-1} \nabla u_{1}-\nabla u_{2}\right)
$$

and

$$
\tilde{b}(x):=\left|\nabla u_{2}\right|^{q}\left(\frac{\left(m^{-1} u_{1}\right)^{p}-u_{2}^{p}}{m^{-1} u_{1}-u_{2}}\right) \geq 0
$$

Since $u_{1}, u_{2} \in C^{2}(D), u_{2}(x)>0$ for any $x \in D$ and $q \geq 1$, there exists a positive constant $C>0$ such that

$$
\sup _{x \in B\left(x_{0}, \frac{r}{2}\right)}|\tilde{\mathbf{a}}(x)|+\sup _{x \in B\left(x_{0}, \frac{r}{2}\right)} \tilde{b}(x)<C .
$$

Combining (4.5) and (4.6), we have

$$
-\Delta\left(m^{-1} u_{1}-u_{2}\right)+\tilde{\mathbf{a}} \cdot \nabla\left(m^{-1} u_{1}-u_{2}\right)+\tilde{b}\left(m^{-1} u_{1}-u_{2}\right) \leq 0 \quad \text { in } B\left(x_{0}, \frac{r}{2}\right)
$$

Hence, by the maximum principle, $m^{-1} u_{1}-u_{2}$ cannot achieve a nonnegative maximum in $B\left(x_{0}, \frac{r}{2}\right)$. This is a contradiction. Thus $u_{1} \leq u_{2}$ in $D$.

In order to prove the comparison principle for (4.1), we need the following result.
Lemma 4.4. [16, Lemma 4.5] Let $\tau \in \mathfrak{M}\left(\Omega, \delta^{\alpha}\right)$, and $v \geq 0$ satisfies

$$
\left\{\begin{aligned}
-L_{\mu} v & \leq \tau \quad \text { in } \Omega, \\
\operatorname{tr}(v) & =0 .
\end{aligned}\right.
$$

Then, for any $1<\kappa<q_{\mu}$, there exists a constant $c=c(N, \Omega, \mu)$ such that $\|\nabla v\|_{L^{\alpha}\left(\Omega, \delta^{a}\right)} \leq c\|\tau\|_{\mathfrak{M}\left(\Omega, \delta^{\alpha}\right)}$.
Proof of Theorem 1.5. Since $u_{i}$ is a nonnegative solution of (4.1), $\left|u_{i}\right|^{p}\left|\nabla u_{i}\right|^{q} \in L^{1}\left(\Omega, \delta^{\alpha}\right), i=1$, 2. Moreover, from Propositions 2.1 and 2.2, we deduce that

$$
\left\|u_{i}\right\|_{L^{p_{1}}\left(\Omega, \delta^{\alpha}\right)}+\left\|\nabla u_{i}\right\|_{L^{q_{1}}\left(\Omega, \delta^{\alpha}\right)} \leq c_{1}\left(\left\|\left|u_{i}\right|^{p}\left|\nabla u_{i}\right|^{q}\right\|_{L^{1}\left(\Omega, \delta^{\alpha}\right)}+\left\|v_{i}\right\|_{\mathfrak{M}(\partial \Omega)}\right)
$$

for any $1<p_{1}<p_{\mu}, 1<q_{1}<q_{\mu}$ and $i=1,2$.
Without loss of generality, we assume that $v_{2} \neq 0$; thus, by Lemma 4.2, $u_{2}>0$ in $\Omega$. In addition, by Proposition 4.1, $u_{i} \in C^{2}(\Omega)$ for $i=1$, 2. Finally, by the representation formula, we have

$$
u_{i}+\mathbb{G}_{\mu}\left[\left|u_{i}\right|^{p}\left|\nabla u_{i}\right|^{q}\right]=\mathbb{K}_{\mu}\left[v_{i}\right], \quad i=1,2 .
$$

Let $0<\varepsilon \leq 1$. Then

$$
\left(\varepsilon u_{1}-u_{2}\right)_{+} \leq\left(\mathbb{G}_{\mu}\left[\left.\left|u_{2}\right|^{p} \nabla u_{2}\right|^{q}\right]-\varepsilon \mathbb{G}_{\mu}\left[\left|u_{1}\right|^{p}\left|\nabla u_{1}\right|^{q}\right]\right)_{+} \leq \mathbb{G}_{\mu}\left[\left.| | u_{2}\right|^{p}\left|\nabla u_{2}\right|^{q}-\left|\varepsilon u_{1}\right|^{p}\left|\nabla u_{1}\right|^{q} \mid\right]=: v,
$$

which implies $\operatorname{tr}\left(\left(\varepsilon u_{1}-u_{2}\right)_{+}\right) \leq \operatorname{tr}(v)=0$. Hence $\operatorname{tr}\left(\left(\varepsilon u_{1}-u_{2}\right)_{+}\right)=0$.
Note that $\varepsilon u_{1}$ is a subsolution of (4.2). Also, since $u_{i} \in C^{2}(\Omega)$ and $u_{2}>0$ in $\Omega$, it follows that, for small enough $\beta>0$,

$$
C_{\beta}:=\sup _{x \in D_{\beta}} \frac{u_{1}}{u_{2}}<\infty
$$

Without loss of generality, we assume that $C_{\beta}>1$. Set $\varepsilon_{\beta}=\frac{1}{C_{\beta}}<1$. Then $\varepsilon_{\beta} u_{1}-u_{2} \leq 0$ in $D_{\beta}$. Moreover, in view of the proof of Lemma 4.3, we derive that

$$
\begin{equation*}
\varepsilon_{\beta} u_{1}-u_{2}<0 \quad \text { in } D_{\beta} \tag{4.7}
\end{equation*}
$$

Put $E_{\beta}:=\left\{x \in \Omega: \varepsilon_{\beta} u_{1}-u_{2}>0\right\}$. Due to Kato's inequality [29], we get

$$
\begin{equation*}
-L_{\mu}\left(\varepsilon_{\beta} u_{1}-u_{2}\right)_{+} \leq\left(u_{2}^{p}\left|\nabla u_{2}\right|^{q}-\left(\varepsilon u_{1}\right)^{p}\left|\varepsilon \nabla u_{1}\right|^{q}\right) \chi_{E_{\beta}} \leq\left(\left(\varepsilon u_{1}\right)^{p}\left(\left|\nabla u_{2}\right|^{q}-\left|\varepsilon \nabla u_{1}\right|^{q}\right)\right) \chi_{E_{\beta}} \tag{4.8}
\end{equation*}
$$

By (4.7), we derive that $E_{\beta} \subset \Omega_{\beta}$.

$$
\text { Let } \kappa>1 \text { and }
$$

$$
\max \left\{1, \frac{N+\alpha}{N+\alpha-p(N+\alpha-2)}\right\}<\kappa<\frac{N+\alpha}{q(N+\alpha-1)} .
$$

Note that, for this choice of $\kappa$, we have

$$
\frac{\kappa}{\kappa-1} p<p_{\mu} \quad \text { and } \quad \kappa q<q_{\mu}
$$

Using (4.8), Lemma 4.4 and Hölder's inequality, we get

$$
\begin{align*}
& \int_{\Omega}\left|\nabla\left(\varepsilon_{\beta} u_{1}-u_{2}\right)_{+}\right|^{\kappa q} \delta^{\alpha} d x \\
& \quad \leq c\left(\left.\int_{\Omega}\left(\varepsilon_{\beta} u_{1}\right)^{p}| | \nabla u_{2}\right|^{q}-\left|\varepsilon_{\beta} \nabla u_{1}\right|^{q} \mid \chi_{E_{\beta}} \delta^{\alpha} d x\right)^{\kappa q} \\
& \quad \leq c\left(\int_{E_{\beta}}\left(\varepsilon_{\beta} u_{1}\right)^{p}\left(\varepsilon_{\beta}^{q-1}\left|\nabla u_{1}\right|^{q-1}+\left|\nabla u_{2}\right|^{q-1}\right)\left|\nabla\left(\varepsilon_{\beta} u_{1}-u_{2}\right)\right| \delta^{\alpha} d x\right)^{\kappa q} \\
& \quad \leq c\left(\int_{E_{\beta}}\left(\varepsilon_{\beta} u_{1}\right)^{\frac{\kappa}{\kappa-1} p} \delta^{\alpha} d x\right)^{q(\kappa-1)}\left(\int_{E_{\beta}}\left(\left(\varepsilon_{\beta}^{q-1}\left|\nabla u_{1}\right|^{q-1}+\left|\nabla u_{2}\right|^{q-1}\right)\left|\nabla\left(\varepsilon_{\beta} u_{1}-u_{2}\right)\right|\right)^{\kappa} \delta^{\alpha} d x\right)^{q} \\
& \quad \leq c\left(\int_{E_{\beta}}\left(\varepsilon_{\beta} u_{1}\right)^{\frac{\kappa}{\kappa-1} p} \delta^{\alpha} d x\right)^{q(\kappa-1)}\left(\int_{E_{\beta}}\left(\left|\nabla u_{1}\right|^{\kappa q}+\left|\nabla u_{2}\right|^{\kappa q}\right) \delta^{\alpha} d x\right)^{q-1}\left(\int_{E_{\beta}}\left(\left|\nabla\left(\varepsilon_{\beta} u_{1}-u_{2}\right)\right|\right)^{\kappa q} \delta^{\alpha} d x\right) . \tag{4.9}
\end{align*}
$$

Since $E_{\beta} \subset \Omega_{\beta}, u_{1} \in L^{\frac{\kappa}{\kappa-1}} p\left(\Omega, \delta^{\alpha}\right)$ and $\left|\nabla u_{i}\right| \in L^{\kappa q}\left(\Omega, \delta^{\alpha}\right)$, we can choose $\beta_{*}$ small enough such that

$$
c\left(\int_{E_{\beta_{*}}}\left(\varepsilon_{\beta *} u_{1}\right)^{\frac{\kappa}{k-1} p} \delta^{\alpha} d x\right)^{q(\kappa-1)}\left(\int_{E_{\beta_{*}}}\left(\left|\nabla u_{1}\right|^{\kappa q}+\left|\nabla u_{2}\right|^{\kappa q}\right) \delta^{\alpha} d x\right)^{q-1}<\frac{1}{4}
$$

By the above inequality and (4.9), we obtain

$$
\nabla\left(\varepsilon_{\beta_{*}} u_{1}-u_{2}\right)_{+}=0 \Longrightarrow\left(\varepsilon_{\beta_{*}} u_{1}-u_{2}\right)_{+}=c_{*}
$$

for some constant $c_{*} \geq 0$, and since $\left(\varepsilon_{\beta_{*}} u_{1}-u_{2}\right)_{+}=0$ on $\bar{D}_{\beta_{*}}$, we have $c_{*}=0$, namely $\varepsilon_{\beta_{*}} u_{1} \leq u_{2}$ in $\Omega$. As a consequence,

$$
\begin{equation*}
\sup _{x \in \Omega} \frac{u_{1}(x)}{u_{2}(x)}=\sup _{x \in D_{\beta_{*}}} \frac{u_{1}(x)}{u_{2}(x)}=\sup _{x \in \partial D_{\beta_{*}}} \frac{u_{1}(x)}{u_{2}(x)}=\varepsilon_{\beta_{*}}^{-1}>1 \tag{4.10}
\end{equation*}
$$

This implies the existence of $x_{*} \in \partial D_{\beta_{*}}$ such that

$$
\begin{equation*}
\left(\varepsilon_{\beta_{*}} u_{1}-u_{2}\right)\left(x_{*}\right)=0 \tag{4.11}
\end{equation*}
$$

Next we take $\beta<\beta_{*}$; then $\varepsilon_{\beta} \leq \varepsilon_{\beta_{*}}$. On the other hand, we infer from (4.10) that $\varepsilon_{\beta} \geq \varepsilon_{\beta_{*}}$ and hence $\varepsilon_{\beta}=\varepsilon_{\beta_{*}}$. Therefore, (4.11) contradicts (4.7). The proof is complete.
Lemma 4.5. Let $p \geq 0,1<q<\frac{N}{N-1}$ and $p+q>1$. If $u$ is a nonnegative solution of (4.2), then

$$
\begin{align*}
u(x) \leq C \delta(x)^{-\frac{2-q}{q+p-1}}+M_{\beta_{0}} & \text { for all } x \in \Omega,  \tag{4.12}\\
|\nabla u(x)| \leq C^{\prime} \delta(x)^{-\frac{1+p}{p+q-1}} & \text { for all } x \in \Omega, \tag{4.13}
\end{align*}
$$

where $M_{\beta_{0}}:=\sup _{\bar{D}_{\beta_{0}}} u, C=C\left(N, \mu, q, p, \beta_{0}, M_{\beta_{0}}\right)$ and $C^{\prime}=C^{\prime}\left(N, \mu, q, p, \beta_{0}, M_{\beta_{0}}\right)$.
Proof. The proof is similar to that of [16, Lemma 4.6], and hence we omit it.

### 4.2 Isolated Singularities

In this section, we assume the origin $0 \in \partial \Omega$ and study the behavior near 0 of solutions of (4.2) which vanish on $\partial \Omega \backslash\{0\}$. We first establish pointwise a priori estimates for solutions with an isolated singularity at 0 , as well as their gradient.

Proposition 4.6. Assume $0 \in \partial \Omega, p \geq 0, q \geq 1, p+q>1$ and $p$ and $q$ satisfy (1.11). Let $u$ be a positive solution of (4.2) in $\Omega$ such that

$$
\begin{equation*}
\lim _{x \in \Omega, x \rightarrow \xi} \frac{u(x)}{W(x)}=0 \quad \text { for all } \xi \in \partial \Omega \backslash\{0\} \tag{4.14}
\end{equation*}
$$

locally uniformly in $\partial \Omega \backslash\{0\}$. Here $W$ is defined in (1.17). Then there exists a constant $C=C(N, \mu, q, p, \Omega)>0$ such that

$$
\begin{array}{cc}
u(x) \leq C \delta(x)^{\alpha}|x|^{-\frac{2-q}{p+q-1}-\alpha} & \text { for all } x \in \Omega,  \tag{4.15}\\
|\nabla u(x)| \leq C \delta(x)^{\alpha-1}|x|^{-\frac{2-q}{p+q-1}-\alpha} & \text { for all } x \in \Omega .
\end{array}
$$

Proof. We split the proof into two steps.
Step 1. Let $\beta_{0}$ be the constant in Proposition 2.6. Let $x_{i} \in \partial \Omega$ be such that $\left|x_{i}\right| \geq \frac{\beta_{0}}{16}$,

$$
\partial \Omega \subset B\left(0, \frac{\beta_{0}}{4}\right) \cup \bigcup_{i=1}^{n} B\left(x_{i}, \frac{\beta_{0}}{32}\right)=: \mathcal{A} \quad \text { for some } n \in \mathbb{N}
$$

Notice that there exists a constant $\varepsilon_{0}=\varepsilon_{0}\left(\beta_{0}\right)>0$ such that $\operatorname{dist}(\partial \mathcal{A}, \partial \Omega)>\varepsilon_{0}$.
Let $w_{i}$ be the function constructed in Proposition A. 1 in $B\left(x_{i}, \frac{\beta_{0}}{16}\right)$ for $R=\frac{\beta_{0}}{16}, i=1, \ldots, n$. Then, by the maximum principle (see [17, Propositions 2.13 and 2.14]), we have

$$
u(x) \leq w_{i}(x) \quad \text { for all } x \in B\left(x_{i}, \frac{\beta_{0}}{16}\right), i=1, \ldots, n
$$

As a consequence, there is a constant $C_{0}=C_{0}\left(N, \mu, q, p, \Omega, \beta_{0}\right)>1$ such that

$$
u(x) \leq C_{0} \quad \text { for all } x \in \bigcup_{i=1}^{n} B\left(x_{i}, \frac{\beta_{0}}{32}\right)
$$

Set

$$
v(x):=C_{1}\left(|x|-\frac{\beta_{0}}{4}\right)^{-\frac{2-q}{p+q-1}}
$$

where $C_{1}>0$ will be chosen later. We will show that $v(x) \geq u(x)$ for every $x \in \Omega \backslash \mathcal{A}$. Indeed, by a direct computation, we can show that there is a constant $C_{1}>0$ such that, for all $x \in \Omega \backslash \overline{\mathcal{A}}$,

$$
\begin{align*}
-\Delta v & =\frac{2-q}{q+p-1}\left((N-1)|x|^{-1}\left(|x|-\frac{\beta_{0}}{4}\right)^{-1}-\frac{p+1}{p+q-1}\left(|x|-\frac{\beta_{0}}{4}\right)^{-2}\right) v \\
& \geq-C_{1} \frac{(2-q)(1+p)}{(p+q-1)^{2}}\left(|x|-\frac{\beta_{0}}{4}\right)^{-\frac{2 p+q}{p+q-1}},  \tag{4.16}\\
|\nabla v|^{q} & =C_{1}^{q}\left(\frac{2-q}{p+q-1}\right)^{q}\left(|x|-\frac{\beta_{0}}{4}\right)^{-\frac{q(1+p)}{p+q-1}},  \tag{4.17}\\
\mu \frac{v(x)}{\delta(x)^{2}} & \leq C_{1} \varepsilon_{0}^{-2}\left(\sup _{x \in \Omega}|x|\right)^{2}\left(|x|-\frac{\beta_{0}}{4}\right)^{-\frac{2 p+q}{p+q-1}} \tag{4.18}
\end{align*}
$$

Gathering estimates (4.16)-(4.18) leads to, for $C_{1}=C_{1}\left(N, \mu, p, q, \beta_{0}, \Omega\right)>0$ large enough,

$$
\begin{aligned}
-L_{\mu} v+v^{p}|\nabla v|^{q} & \geq\left(|x|-\frac{\beta_{0}}{4}\right)^{-\frac{2 p+q}{p+q-1}}\left[-C_{1} \frac{(2-q)(1+p)}{(p+q-1)^{2}}-C_{1} \varepsilon_{0}^{-2}\left(\sup _{x \in \Omega}|x|\right)^{2}+C_{1}^{p+q}\left(\frac{2-q}{p+q-1}\right)^{q}\right] \\
& \geq 0 \quad \text { for all } x \in \Omega \backslash \overline{\mathcal{A}}
\end{aligned}
$$

Moreover, we can choose $C_{1}=C_{1}\left(C_{0}, N, \mu, q, p, \Omega, \beta_{0}\right)$ large enough such that $\lim \sup _{x \rightarrow \partial(\Omega \backslash \overline{\mathcal{A}})}(u-v)<0$. By Lemma 4.3, we deduce that $u \leq v$ in $\Omega \backslash \overline{\mathcal{A}}$, which implies that $u \leq C_{2}$ in $D_{\beta_{0}}$ for some positive constant $C_{2}=C_{2}\left(N, \mu, q, p, \Omega, \beta_{0}\right)$. Thus, by Lemma 4.5, there exists $C_{3}=C_{3}\left(\Omega, N, \mu, q, p, \beta_{0}\right)>0$ such that

$$
u(x) \leq C_{3} \delta(x)^{-\frac{2-q}{p+q-1}} \quad \text { for all } x \in \Omega
$$
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Step 2. For $\ell>0$, put

$$
\begin{equation*}
T_{\ell}[u](x):=\ell^{\frac{2-q}{p+q-1}} u(\ell x), \quad x \in \Omega^{\ell}:=\ell^{-1} \Omega \tag{4.19}
\end{equation*}
$$

Let $\xi \in \partial \Omega \backslash\{0\}$, and put $d=d(\xi):=\frac{1}{2}|\xi|$. We assume that $d \leq 1$. Denote $u_{d}:=T_{d}[u]$. Then $u_{d}$ is a solution of (4.2) in $\Omega^{d}=\frac{1}{d} \Omega$. Let $R_{0}=\frac{\beta_{0}}{16}$, where $\beta_{0}$ is the constant in Proposition 2.6. Then the solution $w_{\xi, 3 R_{0}}$ mentioned in Proposition A. 1 satisfies $u_{d}(y) \leq w_{\xi, \frac{3 R_{0}}{4}}(y)$ for all $y \in B \frac{3 R_{0}}{4}(\xi) \cap \Omega^{d}$. Thus $u_{d}$ is bounded above in $B \frac{3 R_{0}}{5}(\xi) \cap \Omega^{d}$ by a constant $C>0$ depending only on $N, \mu, p, q$ and the $C^{2}$ characteristic of $\Omega^{d}$ (see [29] for the definition of the $C^{2}$ characteristic of $\Omega$ ). As $d \leq 1$, a $C^{2}$ characteristic of $\Omega$ is also a $C^{2}$ characteristic of $\Omega^{d}$; therefore, the constant $C$ can be taken to be independent of $\xi$. We note here that the constant $R_{0} \in(0,1)$ depends on the $C^{2}$ characteristic of $\Omega$. The rest of the proof can proceed similarly to the proof of $[16$, Proposition E], and we omit it.

### 4.3 Weak Singularities

Proof of Theorem 1.6. We use the same idea as in the proof of [16, Theorem F]. Let $u=u_{0, k}^{\Omega}$ be the positive solution of (1.13). By Theorem 1.3 and Lemma 4.2, $0<u \leq k K_{\mu}(\cdot, 0)$ in $\Omega$. Moreover,

$$
\begin{equation*}
u+\mathbb{G}_{\mu}\left[u^{p}|\nabla u|^{q}\right]=k K_{\mu}(\cdot, 0) \tag{4.20}
\end{equation*}
$$

This and (2.2) imply that

$$
\begin{equation*}
u(x) \leq k K_{\mu}(x, 0) \leq c k \delta(x)^{\alpha}|x|^{2-N-2 \alpha} \quad \text { for all } x \in \Omega \tag{4.21}
\end{equation*}
$$

By proceeding as in the proof of (4.13), we obtain

$$
\begin{equation*}
|\nabla u(x)| \leq c k \delta(x)^{\alpha-1}|x|^{2-N-2 \alpha} \quad \text { for all } x \in \Omega . \tag{4.22}
\end{equation*}
$$

It follows from (2.1), (4.21) and (4.22) that

$$
\begin{equation*}
\mathbb{G}_{\mu}\left[u^{p}|\nabla u|^{q}\right](x) \leq c k^{p+q} \int_{\Omega} \delta(y)^{\alpha p+(\alpha-1) q} G_{\mu}(x, y)|y|^{(2-N-2 \alpha)(p+q)} d y \tag{4.23}
\end{equation*}
$$

Case 1: $\alpha+\alpha p+(\alpha-1) q \geq 0$. By the assumption and (2.1), we have

$$
\begin{equation*}
\mathbb{G}_{\mu}\left[u^{p}|\nabla u|^{q}\right](x) \leq c k^{p+q} \delta(x)^{\alpha} \int_{\Omega}|x-y|^{2-N-2 \alpha}|y|^{\alpha-(N+\alpha-2) p-(N+\alpha-1) q} d y . \tag{4.24}
\end{equation*}
$$

Since $p$ and $q$ satisfy (1.11), it follows that

$$
\begin{equation*}
\int_{\Omega}|x-y|^{2-N-2 \alpha}|y|^{\alpha-(N+\alpha-2) p-(N+\alpha-1) q} d y \leq c|x|^{2-\alpha-(N+\alpha-2) p-(N-1+\alpha) q} . \tag{4.25}
\end{equation*}
$$

Combining (4.24), (4.25) and (2.2) yields

$$
\mathbb{G}_{\mu}\left[u^{p}|\nabla u|^{q}\right](x) \leq c k^{p+q}|x|^{N+\alpha-(N+\alpha-2) p-(N+\alpha-1) q} K_{\mu}(x, 0) .
$$

As a consequence,

$$
\begin{equation*}
\lim _{|x| \rightarrow 0} \frac{\mathbb{G}_{\mu}\left[u^{p}|\nabla u|^{q}\right](x)}{K_{\mu}(x, 0)}=0 \tag{4.26}
\end{equation*}
$$

Case 2: $-1+\alpha<\alpha+\alpha p+(\alpha-1) q<0$. By (4.23) and (2.1), we have

$$
\mathbb{G}_{\mu}\left[u^{p}|\nabla u|^{q}\right](x) \leq c k^{p+q} \int_{\Omega} \delta(y)^{\alpha p+(\alpha-1) q} F_{\mu}(x, y)|y|^{(2-N-2 \alpha)(p+q)} d y
$$

where

$$
\begin{equation*}
F_{\mu}(x, y):=|x-y|^{2-N} \min \left\{1, \delta(x)^{\alpha} \delta(y)^{\alpha}|x-y|^{-2 \alpha}\right\} \quad \text { for all } x, y \in \Omega, x \neq y \tag{4.27}
\end{equation*}
$$

Let $\beta \in\left(0, \beta_{0}\right)$ be such that $\delta \in C^{2}\left(\overline{\Omega_{\beta}}\right)$. We consider the cut-off function $\phi \in C^{\infty}\left(\overline{\Omega \frac{\beta}{2}}\right)$ such that $0 \leq \phi \leq 1$, $\phi=1$ in $\Omega \frac{\beta}{4}$ and $\phi=0$ in $\Omega \backslash \overline{\Omega \frac{\beta}{2}}$. Then

$$
\begin{align*}
& \int_{\Omega} \delta(y)^{\alpha p+(\alpha-1) q} F_{\mu}(x, y)|y|^{-(N+2 \alpha-2)(p+q)} d y \\
& \quad=\int_{\Omega} \delta(y)^{\alpha p+(\alpha-1) q} F_{\mu}(x, y)|y|^{-(N+2 \alpha-2)(p+q)} \phi(y) d y \\
& \quad \quad+\int_{\Omega} \delta(y)^{\alpha p+(\alpha-1) q} F_{\mu}(x, y)|y|^{-(N+2 \alpha-2)(p+q)}(1-\phi(y)) d y \tag{4.28}
\end{align*}
$$

We first deal with the first term on the right-hand side of (4.28). By the definition of $\phi$ and the inequality (which follows from (4.27))

$$
F_{\mu}(x, y) \leq \delta(x)^{\alpha}|x-y|^{2-N-\alpha},
$$

we deduce that there exists $C=C(N, \mu, p, q, \Omega, \beta)$ such that

$$
\begin{equation*}
\int_{\Omega} \delta(y)^{\alpha p+(\alpha-1) q} F_{\mu}(x, y)|y|^{-(N+2 \alpha-2)(p+q)}(1-\phi(y)) d y \leq C \delta(x)^{\alpha} . \tag{4.29}
\end{equation*}
$$

Now we deal with the second term on the right-hand side of (4.28). Let $\widetilde{\beta} \in\left(0, \frac{\beta}{4}\right)$ be such that $|x-y|>r_{0}>0$ for any $y \in \Omega_{\tilde{\beta}}$ and some $r_{0}>0$. Let $\varepsilon>0$ be such that

$$
(N+\alpha-2) p+(N+\alpha-1) q=N+\alpha-\varepsilon
$$

and let $\tilde{\varepsilon} \in(0, \varepsilon)$ be such that $\alpha p+(\alpha-1) q+1-\tilde{\varepsilon}>0$. Then, by (4.27), we have

$$
\int_{\Sigma_{\bar{\beta}}} \delta(y)^{\alpha p+(\alpha-1) q+1} F_{\mu}(x, y)|y|^{-(N+2 \alpha-2)(p+q)} d S(y) \leq \delta(x)^{\alpha} r_{0}^{2-N-2 \alpha} \int_{\Sigma_{\bar{\beta}}} \delta(y)^{\tilde{\varepsilon}}|y|^{-N+1+(\varepsilon-\tilde{\varepsilon})} d S(y)
$$

Note that, by the choice of $\tilde{\varepsilon}, N-2-N+1+(\varepsilon-\tilde{\varepsilon})>-1$, which implies

$$
\sup _{\tilde{\beta} \in\left(0, \frac{\beta}{4}\right)} \int_{\Sigma_{\bar{\beta}}}|y|^{-N+1+(\varepsilon-\bar{\varepsilon})} d S(y)<C
$$

Combining the above estimates, we deduce

$$
\begin{equation*}
\lim _{\bar{\beta} \rightarrow 0} \int_{\Sigma_{\bar{\beta}}} \delta(y)^{\alpha p+(\alpha-1) q+1} F_{\mu}(x, y)|y|^{-(N+2 \alpha-2)(p+q)} d S(y)=0 \tag{4.30}
\end{equation*}
$$

Now note that

$$
\begin{aligned}
& -\int_{\Omega_{\beta}} \nabla \delta(y) \nabla_{y} F_{\mu}(x, y) \delta(y)^{\alpha p+(\alpha-1) q+1}|y|^{-(N+2 \alpha-2)(p+q)} \phi(y) d y \\
& =(N-2) \int_{\Omega_{\beta}} \frac{\nabla \delta(y) \cdot(x-y)}{|x-y|^{N}} \min \left\{1, \frac{\delta(x)^{\alpha} \delta(y)^{\alpha}}{|x-y|^{2 \alpha}}\right\} \delta(y)^{\alpha p+(\alpha-1) q+1}|y|^{-(N+2 \alpha-2)(p+q)} \phi(y) d y \\
& \quad-\int_{\Omega_{\beta}} \nabla \delta(y) \nabla_{y}\left(\min \left\{1, \frac{\delta(x)^{\alpha} \delta(y)^{\alpha}}{|x-y|^{2 \alpha}}\right\}\right) \delta(y)^{\alpha p+(\alpha-1) q+1}|x-y|^{2-N}|y|^{-(N+2 \alpha-2)(p+q)} \phi(y) d y
\end{aligned}
$$

On the other hand,

$$
-\nabla \delta(y) \nabla_{y}\left(\min \left\{1, \delta(x)^{\alpha} \delta(y)^{\alpha}|x-y|^{-2 \alpha}\right\}\right) \leq 2 \alpha|x-y|^{-1} \min \left\{1, \delta(x)^{\alpha} \delta(y)^{\alpha}|x-y|^{-2 \alpha}\right\} \quad \text { a.e. in } \Omega .
$$

By collecting the above estimates, we obtain

$$
\begin{align*}
& -\int_{\Omega_{\beta}} \nabla \delta(y) \nabla F_{\mu}(x, y) \delta(y)^{\alpha p+(\alpha-1) q+1}|y|^{-(N+2 \alpha-2)(p+q)} \phi(y) d y  \tag{4.31}\\
& \leq C \delta(x)^{\alpha} \int_{\Omega}|x-y|^{-(N+\alpha-1)}|y|^{-(N+\alpha-2) p-(N+\alpha-1) q+1} d y
\end{align*}
$$

It follows from integration by parts, (4.30) and (4.31) that

$$
\begin{align*}
& \int_{\Omega_{\beta}} \delta(y)^{\alpha p+(\alpha-1) q} F_{\mu}(x, y)|y|^{-(N+2 \alpha-2)(p+q)} \phi(y) d y \\
& \quad=\frac{1}{\alpha p+(\alpha-1) q+1} \int_{\Omega_{\beta}} \nabla\left(\delta(y)^{\alpha p+(\alpha-1) q+1}\right) \nabla \delta(y) F_{\mu}(x, y)|y|^{-(N+2 \alpha-2)(p+q)} \phi(y) d y \\
& \quad \leq C \delta(x)^{\alpha} \int_{\Omega}|x-y|^{-(N+2 \alpha-2)}|y|^{-(N+\alpha-2) p-(N+\alpha-1) q+\alpha} d y \\
& \quad+C \delta(x)^{\alpha} \int_{\Omega}|x-y|^{-(N+\alpha-1)}|y|^{-(N+\alpha-2) p-(N+\alpha-1) q+1} d y \\
& \quad=: M(x)+N(x) . \tag{4.32}
\end{align*}
$$

Since $0<\alpha<1, N \geq 3$ and $p$ and $q$ satisfy (1.11), we infer from (2.2) that

$$
\begin{equation*}
\max \{M(x), N(x)\} \leq C|x|^{N+\alpha-(N+\alpha-2) p-(N+\alpha-1) q} K_{\mu}(x, 0) . \tag{4.33}
\end{equation*}
$$

Combining (4.23), (4.28), (4.29), (4.32) and (4.33) implies that there exists a positive constant

$$
C=C(N, \mu, p, q, \Omega)>0
$$

such that

$$
\begin{equation*}
\mathbb{G}_{\mu}\left[u^{p}|\nabla u|^{q}\right](x) \leq C k^{q}|x|^{N+\alpha-(N+\alpha-2) p-(N+\alpha-1) q} K_{\mu}(x, 0) \quad \text { for all } x \in \Omega . \tag{4.34}
\end{equation*}
$$

Since $p$ and $q$ satisfy (1.11), we deduce (4.26) from (4.34).
Thus, from (4.26) and (4.20), we obtain (1.14). Finally, the monotonicity comes from the comparison principle.

### 4.4 Strong Singularities

Let $S^{N-1}$ be the unit sphere in $\mathbb{R}^{N}$ and $\mathbb{R}_{+}^{N}=\left\{x=\left(x_{1}, \ldots, x_{N}\right)=\left(x^{\prime}, x_{N}\right): x_{N}>0\right\}$. We denote by

$$
x=(r, \sigma) \in \mathbb{R}_{+} \times S^{N-1} \quad \text { with } r=|x| \text { and } \sigma=r^{-1} x
$$

the spherical coordinates in $\mathbb{R}^{N}$, and we recall the representation

$$
\nabla u=u_{r} \mathbf{e}+\frac{1}{r} \nabla^{\prime} u, \quad \Delta u=u_{r r}+\frac{N-1}{r} u_{r}+\frac{1}{r^{2}} \Delta^{\prime} u
$$

where $\nabla^{\prime}$ denotes the covariant derivative on $S^{N-1}$ identified with the tangential derivative and $\Delta^{\prime}$ is the Laplace-Beltrami operator on $S^{N-1}$.

We look for a particular positive solution of

$$
\left\{\begin{aligned}
-L_{\mu} u+|u|^{p}|\nabla u|^{q} & =0 \\
& \text { in } \mathbb{R}_{+}^{N}, \\
u & =0
\end{aligned} \begin{array}{ll}
\text { on } \partial \mathbb{R}_{+}^{N} \backslash\{0\}=\mathbb{R}^{N-1} \backslash\{0\},
\end{array}\right.
$$

under the separable form

$$
u(x)=u(r, \sigma)=r^{-\frac{2-q}{p+q-1}} \omega(\sigma) \quad(r, \sigma) \in(0, \infty) \times S_{+}^{N-1}
$$

It follows from a straightforward computation that $\omega>0$ satisfies

$$
\left\{\begin{align*}
-\mathcal{L}_{\mu} \omega-\ell_{N, p, q} \omega+J\left(\omega, \nabla^{\prime} \omega\right)=0 & \text { in } S_{+}^{N-1}  \tag{4.35}\\
\omega=0 & \text { on } \partial S_{+}^{N-1}
\end{align*}\right.
$$

where

$$
\begin{gathered}
\mathcal{L}_{\mu} \omega:=\Delta^{\prime} \omega+\frac{\mu}{\left(\mathbf{e}_{N} \cdot \sigma\right)^{2}} w, \quad \ell_{N, p, q}:=\frac{2-q}{p+q-1}\left(\frac{2 p+q}{p+q-1}-N\right), \\
J(s, \xi):=s^{p}\left(\left(\frac{2-q}{p+q-1}\right)^{2} s^{2}+|\xi|^{2}\right)^{\frac{q}{2}}, \quad(s, \xi) \in \mathbb{R}_{+} \times \mathbb{R}^{N}
\end{gathered}
$$

Let $\kappa_{\mu}$ be the first eigenvalue of $-\mathcal{L}_{\mu}$ in $S_{+}^{N-1}$ and $\phi_{\mu}$ the corresponding eigenfunction $\phi_{\mu}(\sigma)=\left(\mathbf{e}_{N} \cdot \sigma\right)^{\alpha}$ for $\sigma \in S_{+}^{N-1}$, where $\mathbf{e}_{N}$ is the unit vector pointing toward the north pole.

Notice that the eigenvalue $\kappa_{\mu}$ is explicitly determined by

$$
\kappa_{\mu}=\alpha(N+\alpha-2),
$$

and the corresponding eigenfunction $\phi_{\mu}(\sigma)=\left(\left.\frac{\chi_{N}}{|x|}\right|_{S_{+}^{N-1}}\right)^{\alpha}=\left(\mathbf{e}_{N} \cdot \sigma\right)^{\alpha}$ solves

$$
\left\{\begin{align*}
-\mathcal{L}_{\mu} \phi_{\mu} & =\kappa_{\mu} \phi_{\mu} & & \text { in } S_{+}^{N-1}  \tag{4.36}\\
\phi_{\mu} & =0 & & \text { on } \partial S_{+}^{N-1} .
\end{align*}\right.
$$

Notice that equation (4.36) admits a unique positive solution with supremum 1 , and if $\mu=0$, then $\alpha=1$, which means that $\phi_{0}(\sigma)=\mathbf{e}_{N} \cdot \sigma$ is the first eigenfunction of $-\Delta^{\prime}$ in $H_{0}^{1}\left(S_{+}^{N-1}\right)$.

We could have defined the first eigenvalue $\kappa_{\mu}$ of the operator $\mathcal{L}_{\mu}$ by

$$
\kappa_{\mu}=\inf \left\{\frac{\int_{S_{+}^{N-1}}\left(\left|\nabla^{\prime} w\right|^{2}-\mu\left(\mathbf{e}_{N} \cdot \sigma\right)^{-2} w^{2}\right) d S}{\int_{S_{+}^{N-1}} w^{2} d S}: w \in H_{0}^{1}\left(S_{+}^{N-1}\right), w \neq 0\right\}
$$

By [12, Theorem 6.1], the infimum exists since $\phi_{0}(\sigma)=\mathbf{e}_{N} \cdot \sigma$ is the first eigenfunction of $-\Delta^{\prime}$ in $H_{0}^{1}\left(S_{+}^{N-1}\right)$. The minimizer $\phi_{\mu}$ belongs to $H_{0}^{1}\left(S_{+}^{N-1}\right)$ only if $1<\mu<\frac{1}{4}$.

By (4.36), the following expression holds:

$$
\begin{equation*}
\left|\nabla^{\prime} \phi_{0}(\sigma)\right|^{2}=1-\phi_{0}(\sigma)^{2} \quad \text { for all } \sigma \in S_{+}^{N-1} \tag{4.37}
\end{equation*}
$$

Indeed, since $\phi_{\frac{1}{4}}=\phi_{0}^{\frac{1}{2}}$, we have

$$
-\Delta^{\prime} \phi_{0}^{\frac{1}{2}}=\frac{1}{4} \phi_{0}^{-\frac{3}{2}}\left|\nabla^{\prime} \phi_{0}\right|^{2}+\frac{N-1}{2} \phi_{0}^{\frac{1}{2}}=\frac{1}{4} \phi_{0}^{-\frac{3}{2}}+\kappa_{\frac{1}{4}} \phi_{0}^{\frac{1}{2}}
$$

Taking into account that $\kappa_{\frac{1}{4}}-\frac{N-1}{2}=-\frac{1}{4}$, from the above equalities, we obtain (4.37).
Denote

$$
\mathbf{Y}_{\mu}\left(S_{+}^{N-1}\right):=\left\{\phi \in H_{\mathrm{loc}}^{1}\left(S^{N-1}\right): \phi_{0}^{-\alpha} \phi \in H^{1}\left(S_{+}^{N-1}, \phi_{0}^{2 \alpha}\right)\right\} .
$$

It is asserted below that condition (1.11) is sharp for the existence of a positive solution of (4.35).
Theorem 4.7. Assume $p \geq 0, q \geq 0$ and $p+q>1$.
(i) If (1.11) does not hold, then there exists no positive solution of (4.35).
(ii) If (1.11) holds and $q \geq 1$, then problem (4.35) admits a unique positive solution $\omega \in \mathbf{Y}_{\mu}\left(S_{+}^{N-1}\right)$. Moreover, there exists a positive constant $C=C(N, \mu, p, q)$ such that

$$
\begin{aligned}
\omega(\sigma) \leq\left(\frac{\ell_{N, p, q}-\kappa_{\mu}}{\alpha^{q}}\right)^{\frac{1}{p+q-1}} \phi_{\mu}(\sigma) & \text { for all } \sigma \in S_{+}^{N-1}, \\
\left|\nabla^{\prime} \omega(\sigma)\right| \leq C \phi_{\mu}(\sigma)^{\frac{\alpha-1}{\alpha}} & \text { for all } \sigma \in S_{+}^{N-1} .
\end{aligned}
$$

Proof. (i) By multiplying (4.35) by $\phi_{\mu}$, we obtain

$$
\begin{equation*}
\left.\left(\kappa_{\mu}-\ell_{N, p, q}\right) \int_{S_{+}^{N-1}} \omega \phi_{\mu} d \sigma+\int_{S_{+}^{N-1}} J\left(\omega, \nabla^{\prime} \omega\right)\right) \phi_{\mu} d \sigma=0 \tag{4.38}
\end{equation*}
$$

Note that the second term on the left-hand side of (4.38) is nonnegative. Thus, if (1.11) does not hold, or equivalently $\ell_{N, p, q} \leq \kappa_{\mu}$, then no positive solution of (4.35) exists.
(ii) The proof is split into two steps.

Step 1: Existence. Set

$$
\gamma_{1}:=\left(\frac{\ell_{N, p, q}-\kappa_{\mu}}{\alpha^{q}}\right)^{\frac{1}{p+q-1}}
$$

Then the function $\bar{\omega}=\gamma_{1} \phi_{\mu}$ is a supersolution of (4.35). Indeed, by (4.36) and (4.37),

$$
\begin{aligned}
-\mathcal{L}_{\mu} \bar{\omega}-\ell_{N, p, q} \bar{\omega}+J\left(\bar{\omega}, \nabla^{\prime} \bar{\omega}\right) & =\gamma_{1}\left(\kappa_{\mu}-\ell_{N, p, q}\right) \phi_{\mu}+\gamma_{1}^{p+q} \phi_{\mu}^{p}\left(\left(\frac{2-q}{p+q-1}\right)^{2} \phi_{\mu}^{2}+\left|\nabla^{\prime} \phi_{\mu}\right|^{2}\right)^{\frac{q}{2}} \\
& =\gamma_{1}\left(\kappa_{\mu}-\ell_{N, p, q}\right) \phi_{0}^{\alpha}+\gamma_{1}^{p+q} \phi_{0}^{\alpha p}\left(\left(\left(\frac{2-q}{p+q-1}\right)^{2}-\alpha^{2}\right) \phi_{0}^{2 \alpha}+\alpha^{2} \phi_{0}^{2(\alpha-1)}\right)^{\frac{q}{2}} \\
& \geq \gamma_{1}\left(\kappa_{\mu}-\ell_{N, p, q}\right) \phi_{0}^{\alpha}+\alpha^{q} \gamma_{1}^{p+q} \phi_{0}^{\alpha p+q(\alpha-1)} \\
& \geq\left[\gamma_{1}\left(\kappa_{\mu}-\ell_{N, p, q}\right)+\alpha^{q} y_{1}^{p+q}\right] \phi_{0}^{\alpha}=0 .
\end{aligned}
$$

In the above estimates, we note that (1.11) implies $\frac{2-q}{p+q-1}>\alpha$.
Let $\alpha_{0} \in(\alpha, 1)$ be such that

$$
q<\frac{N+\alpha_{0}}{N+\alpha_{0}-1}<q_{\mu} .
$$

We note that $\phi_{\mu_{0}}=\phi_{0}^{\alpha_{0}}$, where $\mu_{0}=\frac{1}{4}-\left(\alpha_{0}-\frac{1}{2}\right)^{2}<\mu$.
We allege that there exists a positive constant $\gamma_{2}=\gamma_{2}\left(N, q, \mu, \mu_{0}\right) \leq \gamma_{1}$ such that the function $\underline{\omega}=\gamma_{2} \phi_{\mu_{0}}$ is a subsolution of (4.35). Indeed, since $q \geq 1$, by (4.36) and (4.37), we have

$$
\begin{aligned}
-\mathcal{L}_{\mu} \underline{\omega} & -\ell_{N, p, q} \underline{\omega}+J\left(\underline{\omega}, \nabla^{\prime} \underline{\omega}\right) \\
& =\gamma_{2}\left(\mu_{0}-\mu\right) \frac{\phi_{\mu_{0}}}{\left(\mathbf{e}_{N} \cdot \sigma\right)^{2}}+\gamma_{2}\left(\kappa_{\mu_{0}}-\ell_{N, p, q}\right) \phi_{\mu_{0}}+\gamma_{2}^{p+q} \phi_{\mu_{0}}^{p}\left(\left(\frac{2-q}{p+q-1}\right)^{2} \phi_{\mu_{0}}^{2}+\left|\nabla^{\prime} \phi_{\mu_{0}}\right|^{2}\right)^{\frac{q}{2}} \\
& \leq\left(\gamma_{2}\left(\mu_{0}-\mu\right)+\gamma_{2}^{q+p} \alpha_{0}^{q}\right) \phi_{0}^{\alpha_{0}-2}+\left(\gamma_{2}\left(\kappa_{\mu_{0}}-\ell_{N, p, q}\right)+\gamma_{2}^{q+p}\left|\left(\frac{2-q}{p+q-1}\right)^{2}-\alpha_{0}^{2}\right|^{\frac{q}{2}}\right) \phi_{0}^{\alpha_{0}} \leq 0
\end{aligned}
$$

provided $\gamma_{2}$ is small enough. Notice that we can choose $\gamma_{2} \leq \gamma_{1}$.
For $t \in(0,1)$, set $S_{t}:=\left\{\sigma \in S_{+}^{N-1}: \phi_{0}(\sigma)<t\right\}, \widetilde{S}_{t}:=S_{+}^{N-1} \backslash S_{t}$. In view of the proof of [20, Theorem 6.5], there exists a solution $\omega_{t} \in W^{2, p}\left(\widetilde{S}_{t}\right)$ to (4.35) such that

$$
\begin{equation*}
\underline{\omega}(\sigma) \leq \omega_{t}(\sigma) \leq \bar{\omega}(\sigma) \quad \text { for all } \sigma \in \widetilde{S}_{t} . \tag{4.39}
\end{equation*}
$$

Therefore, by the standard elliptic theory, there exist a function $\widetilde{w}$ and a sequence $t_{n} \searrow 0$ such that $\omega_{t_{n}} \rightarrow \widetilde{\omega}$ locally uniformly in $C^{1}\left(S_{+}^{N-1}\right)$ and $\widetilde{\omega}$ satisfies $-\mathcal{L}_{\mu} \widetilde{\omega}-\ell_{N, p, q} \widetilde{\omega}+J\left(\widetilde{\omega}, \nabla^{\prime} \widetilde{\omega}\right)=0$ in $S_{+}^{N-1}$. Furthermore, by (4.39), we have $\underline{\omega}(\sigma) \leq \widetilde{\omega}(\sigma) \leq \bar{\omega}(\sigma)$ for all $\sigma \in S_{+}^{N-1}$.

Set $\overline{\tilde{u}}(x)=|x|^{-\frac{2-q}{p+q-1}} \widetilde{\omega}(\sigma)$. Then $\tilde{u}$ satisfies $-L_{\mu} \tilde{u}+\tilde{u}^{p}|\nabla \tilde{u}|^{q}=0$ in $\mathbb{R}_{+}^{N}$ and

$$
|\tilde{u}(x)| \leq\left(\frac{\ell_{N, p, q}-\kappa_{\mu}}{\alpha^{q}}\right)^{\frac{1}{p+q-1}} x_{N}^{\alpha}|x|^{-\frac{2-q}{p+q-1}-\alpha} \quad \text { for all } x \in \mathbb{R}_{+}^{N}
$$

Let $x_{0}=\left(x_{0}^{\prime}, 0\right)$ be such that $\left|x_{0}^{\prime}\right|=1$. Then, in view of the proof of (4.13), there exists a constant $C_{1}=C(N, \mu, q)$ such that $|\nabla \tilde{u}(x)| \leq C_{1} x_{N}^{\alpha-1}$ for all $x \in B\left(x_{0}, \frac{1}{2}\right)$. This implies

$$
\begin{equation*}
\left|\nabla^{\prime} \tilde{\omega}(\sigma)\right| \leq C \phi_{0}(\sigma)^{\alpha-1} \quad \text { for all } \sigma \in S_{+}^{N-1} \tag{4.40}
\end{equation*}
$$

Step 2: Uniqueness. Let $\omega_{i} \in \mathbf{Y}_{2-q}\left(S_{+}^{N-1}\right), i=1,2$, be two positive solutions of (4.35). Let $x_{0}=\left(x_{0}^{\prime}, 0\right)$ be such that $\left|x_{0}^{\prime}\right|=1$. Put $u_{i}(x)=|x|^{-\frac{2-q}{p+q-1}} \omega_{i}$. Then $u_{i} \in H^{1}\left(B\left(x_{0}, \frac{2}{3}\right), x_{N}^{2 \alpha}\right)$, and it satisfies $-L_{\mu} u_{i}+u_{i}^{p}\left|\nabla u_{i}\right|^{q}=0$ in $\mathbb{R}_{+}^{N}$, which implies $-L_{\mu} u_{i} \leq 0$ in $\mathbb{R}_{+}^{N}$.

Since $0<v_{i}:=x_{N}^{-\alpha} u_{i} \in H^{1}\left(B\left(x_{0}, \frac{1}{2}\right), x_{N}^{2 \alpha}\right)$, and it satisfies $-\operatorname{div}\left(x_{N}^{2 \alpha} \nabla v\right) \leq 0$ in $\mathbb{R}_{+}^{N}$, by [14, Theorem 2.12], there exists a positive constant $C_{i}>0$ such that $u_{i}(x) \leq C_{i} x_{N}^{\alpha}$ for all $x \in B\left(x_{0}, \frac{1}{2}\right)$. Therefore, in view of the proof of (4.40), there exists a positive constant $C_{0}$ such that

$$
\begin{align*}
w_{i}(\sigma) \leq C_{0} \phi_{0}(\sigma)^{\alpha} & \text { for all } \sigma \in S_{+}^{N-1}, i=1,2  \tag{4.41}\\
\left|\nabla^{\prime} w_{i}(\sigma)\right| \leq C_{0} \phi_{0}(\sigma)^{\alpha-1} & \text { for all } \sigma \in S_{+}^{N-1}, i=1,2 \tag{4.42}
\end{align*}
$$

Set $b_{t}:=\inf _{c>1}\left\{c: c \omega_{1} \geq \omega_{2}, \sigma \in \widetilde{S}_{t}\right\}<\infty$. Without loss of generality, we may assume that $b_{t_{0}}>1$ for some $t_{0} \in(0,1)$; thus, by (4.41), we have

$$
1<b_{t_{0}} \leq b_{t} \quad \text { for all } t \in\left(0, t_{0}\right)
$$

In the sequel, we consider $t \in\left(0, t_{0}\right)$.
Put $\psi:=\phi_{0}^{\alpha}-\frac{1}{2} \phi_{0}^{\alpha+\varepsilon}$, where $\varepsilon \in(0,1-\alpha)$ is a parameter that will be determined later. Then we have $\frac{1}{2} \phi_{0}^{\alpha} \leq \psi \leq \phi_{0}^{\alpha}$. We recall that $\phi_{0}^{\alpha}=\phi_{\mu}$ and $\phi_{0}^{\alpha+\varepsilon}=\phi_{\mu_{\varepsilon}}$, where $\mu_{\varepsilon}:=\frac{1}{4}-\left(\alpha+\varepsilon-\frac{1}{2}\right)^{2}$. From the definition of $\psi$, it is easy to check that

$$
\begin{equation*}
-\mathcal{L}_{\mu} \psi=\frac{\mu-\mu_{\varepsilon}}{2} \phi_{0}^{\alpha+\varepsilon-2}+\phi_{0}^{\alpha}\left(\kappa_{\mu}-\frac{\kappa_{\mu_{\varepsilon}}}{2} \phi_{0}^{\varepsilon}\right) . \tag{4.43}
\end{equation*}
$$

Now let $\omega_{t}=b_{t}^{-1} \omega_{2}$. We remark that $\omega_{t}$ is a subsolution of (4.35) and $\omega_{t}-\omega_{1} \leq 0$ in $\widetilde{S}_{t}$. Also, we have

$$
\begin{equation*}
-\mathcal{L}_{\mu}\left(\omega_{t}-\omega_{1}\right)_{+} \leq\left|-\left(\frac{\omega_{1}}{\omega_{t}}\right)^{p} J\left(\omega_{t}, \nabla^{\prime} \omega_{t}\right)+J\left(\omega_{1}, \nabla^{\prime} \omega_{1}\right)\right|+\ell_{N, p, q}\left|\omega_{t}-\omega_{1}\right| \tag{4.44}
\end{equation*}
$$

Since $1 \leq q<2$, the following inequality holds for any nonnegative number $h_{1}, h_{2}, k_{1}, k_{2}$ :

$$
\begin{equation*}
-\left(h_{1}^{2}+h_{2}^{2}\right)^{\frac{q}{2}}+\left(k_{1}^{2}+k_{2}^{2}\right)^{\frac{q}{2}} \leq\left(h_{1}^{q-1}+h_{2}^{q-1}+k_{1}^{q-1}+k_{2}^{q-1}\right)\left(\left|h_{1}-k_{1}\right|+\left|h_{2}-k_{2}\right|\right) \tag{4.45}
\end{equation*}
$$

By applying (4.45) with $h_{1}=\left(\frac{2-q}{p+q-1}\right) \omega_{t}, h_{2}=\left|\nabla^{\prime} \omega_{t}\right|, k_{1}=\left(\frac{2-q}{p+q-1}\right) \omega_{1}$ and $k_{2}=\left|\nabla^{\prime} \omega_{1}\right|$ and keeping in mind estimates (4.41) and (4.42), we obtain

$$
\begin{equation*}
-\left(\frac{\omega_{1}}{\omega_{t}}\right)^{p} J\left(\omega_{t}, \nabla^{\prime} \omega_{t}\right)+J\left(\omega_{1}, \nabla^{\prime} \omega_{1}\right) \leq C\left(q, C_{0}\right) \phi_{0}^{\alpha p+(q-1)(\alpha-1)}\left(\left|\omega_{t}-\omega_{1}\right|+\left|\nabla^{\prime}\left(\omega_{t}-\omega_{1}\right)\right|\right) \tag{4.46}
\end{equation*}
$$

Now set $V_{t}:=\psi^{-1}\left(\omega_{t}-\omega_{1}\right)_{+}$. By (4.44), (4.46) and the definition of $\psi$, we can easily deduce the existence of a positive constant $C=C\left(N, \mu, q, C_{0}\right)$ such that

$$
-\operatorname{div}^{\prime}\left(\psi^{2} \nabla^{\prime} V_{t}\right)+\psi V_{t}\left(-\mathcal{L}_{\mu} \psi\right) \leq C\left(\phi_{0}^{\alpha p+q(\alpha-1)+\alpha}\left|\psi^{-1}\left(\omega_{t}-\omega_{1}\right)\right|+\phi_{0}^{\alpha p+(q-1)(\alpha-1)+2 \alpha}\left|\nabla^{\prime}\left(\psi^{-1}\left(\omega_{t}-\omega_{1}\right)\right)\right|\right)
$$

Now, since $\psi V_{t} \in \mathbf{Y}_{\mu}\left(S_{+}^{N-1}\right)$ and $V_{t}(\sigma) \leq 0$ for any $\sigma \in \widetilde{S}_{t}$, multiplying the above inequality by $\left(V_{t}\right)_{+}$and integrating over $S_{+}^{N-1}$, we get

$$
\begin{align*}
& \int_{S_{t}}\left|\nabla^{\prime}\left(V_{t}\right)_{+}\right|^{2} \psi^{2} d S(\sigma)+\int_{S_{t}} \psi\left(V_{t}\right)_{+}^{2}\left(-\mathcal{L}_{\mu} \psi\right) d S(\sigma) \\
& \quad \leq C\left(\int_{S_{t}} \phi_{0}^{\alpha p+q(\alpha-1)+\alpha}\left(V_{t}\right)_{+}^{2} d S(\sigma)+\int_{S_{t}} \phi_{0}^{\alpha p+(q-1)(\alpha-1)+2 \alpha}\left|\nabla^{\prime}\left(V_{t}\right)_{+}\right|\left(V_{t}\right)_{+} d S(\sigma)\right) \tag{4.47}
\end{align*}
$$

By the definition of $\psi$ and (4.43), we have

$$
\begin{align*}
& \int_{S_{t}}\left|\nabla^{\prime}\left(V_{t}\right)_{+}\right|^{2} \psi^{2} d S(\sigma)+\int_{S_{t}} \psi\left(V_{t}\right)_{+}^{2}\left(-\mathcal{L}_{\mu} \psi\right) d S(\sigma) \\
& \quad \geq \frac{1}{4} \int_{S_{t}}\left|\nabla^{\prime}\left(V_{t}\right)_{+}\right|^{2} \phi_{0}^{2 \alpha} d S(\sigma)+\frac{\mu-\mu_{\varepsilon}}{4} \int_{S_{t}}\left(V_{t}\right)_{+}^{2} \phi_{0}^{2 \alpha+\varepsilon-2} d S(\sigma)-\frac{N-1}{2} \int_{S_{t}}\left(V_{t}\right)_{+}^{2} \phi_{0}^{2 \alpha} d S(\sigma) \tag{4.48}
\end{align*}
$$

Here we note that if $\varepsilon<1-\alpha$, then $q<2<\frac{2-\alpha-\varepsilon}{1-\alpha}$. This leads to

$$
\begin{equation*}
2-\alpha-\varepsilon-q(1-\alpha)>0 \quad \text { and } \quad 4-2 \alpha-\varepsilon-2 q(1-\alpha)>0 . \tag{4.49}
\end{equation*}
$$

By Young's inequality, we deduce that

$$
\begin{align*}
& C \int_{S_{t}} \phi_{0}^{\alpha p+(q-1)(\alpha-1)+2 \alpha}\left|\nabla^{\prime}\left(V_{t}\right)_{+}\right|\left(V_{t}\right)_{+} d S(\sigma) \\
& \quad \leq \frac{1}{8} \int_{S_{t}} \phi_{0}^{2 \alpha}\left|\nabla^{\prime}\left(V_{t}\right)_{+}\right|^{2} d S(\sigma)+\hat{C} \int_{S_{t}} \phi_{0}^{2 \alpha p+2(q-1)(\alpha-1)+2 \alpha}\left(V_{t}\right)_{+}^{2} d S(\sigma), \tag{4.50}
\end{align*}
$$

where $C$ is the constant in (4.47) and $\hat{C}=\hat{C}(N, \mu, p, q)$.

Gathering (4.47), (4.48) and (4.50) yields
$\frac{1}{8} \int_{S_{t}} \phi_{0}^{2 \alpha}\left|\nabla^{\prime}\left(V_{t}\right)_{+}\right|^{2} d S(\sigma)$
$\mu-\mu_{\varepsilon} \int \phi_{0}^{2 \alpha+\varepsilon}-2$

$$
\begin{aligned}
& \leq-\frac{\mu-\mu_{\varepsilon}}{4} \int_{S_{t}} \phi_{0}^{2 \alpha+\varepsilon-2}\left(V_{t}\right)_{+}^{2} d S(\sigma)+C_{1} \int_{S_{t}}\left(\phi_{0}^{\alpha p+q(\alpha-1)+\alpha}+\phi_{0}^{2 \alpha p+2(q-1)(\alpha-1)+2 \alpha}+\phi_{0}^{2 \alpha}\right)\left(V_{t}\right)_{+}^{2} d S(\sigma) \\
& \leq \int_{S_{t}} \phi_{0}^{2 \alpha+\varepsilon-2}\left(\frac{\mu_{\varepsilon}-\mu}{4}+C_{1}\left(t^{2+\alpha p-\alpha-\varepsilon-q(1-\alpha)}+t^{4+2 \alpha p-2 \alpha-\varepsilon-2 q(1-\alpha)}+t^{2-\varepsilon}\right)\right)\left(V_{t}\right)_{+}^{2} d S(\sigma)
\end{aligned}
$$

where $C_{1}=C(N, \mu, p, q)$. By (4.49) and the above inequality, we can find a positive constant

$$
t_{1}=t_{1}\left(N, q, \mu, \varepsilon, C_{0}\right) \quad \text { such that } \quad \frac{1}{8} \int_{S_{t_{1}}} \phi_{0}^{2 \alpha}\left|\nabla^{\prime}\left(V_{t_{1}}\right)_{+}\right|^{2} d S(\sigma) \leq 0
$$

which implies $\left(V_{t_{1}}\right)_{+}=0$ in $S_{t_{1}}$ since $\left(V_{t_{1}}\right)_{+}=0$ on $\left\{\sigma \in S_{+}^{N-1}: \phi_{0}(\sigma)=t_{1}\right\}$. Hence $b_{t_{1}}^{-1} \omega_{2} \leq \omega_{1}$ for all $\sigma \in S_{t_{1}}$.
Thus we have proved that

$$
b_{t_{1}}=\inf _{c>1}\left\{c: c \omega_{1} \geq \omega_{2}, \sigma \in \widetilde{S}_{t_{1}}\right\}=\inf _{c>1}\left\{c: c \omega_{1} \geq \omega_{2}, \sigma \in S_{+}^{N-1}\right\} .
$$

This means that $\left(\omega_{1}-\omega_{t_{1}}\right)(\sigma) \geq 0$ for any $\sigma \in S_{+}^{N-1}$ and

$$
\begin{equation*}
\omega_{1}\left(\sigma_{0}\right)-\omega_{t_{1}}\left(\sigma_{0}\right)=0 \quad \text { for some } \sigma_{0} \in \widetilde{S}_{t_{1}} . \tag{4.51}
\end{equation*}
$$

But $-\mathcal{L}_{\mu}\left(\omega_{1}-\omega_{t_{1}}\right)-\ell_{N, q}\left(\omega_{1}-\omega_{t_{1}}\right)+J\left(\omega_{1}, \nabla^{\prime} \omega_{1}\right)-J\left(\omega_{t_{1}}, \nabla^{\prime} \omega_{t_{1}}\right) \geq 0$, which implies

$$
-\Delta^{\prime}\left(\omega_{1}-\omega_{t_{1}}\right)+J\left(\omega_{1}, \nabla^{\prime} \omega_{1}\right)-J\left(\omega_{t}, \nabla^{\prime} \omega_{1}\right)+J\left(\omega_{t}, \nabla^{\prime} \omega_{1}\right)-J\left(\omega_{t_{1}}, \nabla^{\prime} \omega_{t_{1}}\right) \geq 0
$$

By the above inequality, the fact that $\min \left(\omega_{1}, \omega_{t}\right)>0$ in $\tilde{S}_{\frac{t_{1}}{2}}$ and the mean value theorem, there exists $\bar{\Lambda}>0$ such that

$$
-\Delta^{\prime}\left(\omega_{1}-\omega_{t_{1}}\right)+\frac{\partial J(\bar{s}, \bar{\xi})}{\partial \xi}\left(\nabla^{\prime} \omega_{1}-\nabla^{\prime} \omega_{t_{1}}\right)+\bar{\Lambda}\left(\omega_{1}-\omega_{t_{1}}\right) \geq 0 \quad \text { in } \tilde{S}_{\frac{t_{1}}{2}}
$$

where $\bar{s}$ and $\bar{\xi}$ are functions of $\sigma \in \widetilde{S}_{\frac{t_{1}}{2}}$ such that $\frac{\partial J(\bar{s}, \bar{\xi})}{\partial \xi} \in L^{\infty}\left(\widetilde{S}_{\frac{t_{1}}{2}}\right)$. By the maximum principle, $\omega_{1}-\omega_{t_{1}}$ cannot achieve a nonpositive minimum in $\tilde{S}_{\frac{t_{1}}{2}} \backslash \partial \widetilde{S}_{\frac{t_{1}}{2}}$, which clearly contradicts (4.51).

The result follows by exchanging the role of $\omega_{1}$ and $\omega_{2}$.

## 5 Absorption $g(u,|\nabla u|)=|u|^{p}|\nabla u|^{q}$ : Supercritical Case

Let us recall the following result in [16, 25].
Proposition 5.1. Let $v \in \mathfrak{M}^{+}(\partial \Omega)$, and let $\beta_{0}$ be the constant in Proposition 2.6. Then the following inequalities hold:

$$
\begin{aligned}
\sup _{0<\beta \leq \beta_{0}} \beta^{\alpha-1} \int_{\Sigma_{\beta}} \mathbb{K}_{\mu}[v] d S \leq C\left(\beta_{0}, \alpha, \Omega\right)\|v\|_{\mathfrak{M}(\partial \Omega)} & \text { if } \mu<\frac{1}{4}, \\
\sup _{0<\beta \leq \beta_{0}}\left(\beta|\log \beta|^{2}\right)^{-\frac{1}{2}} \int_{\Sigma_{\beta}} \mathbb{K}_{\mu}[v] d S \leq C\left(\beta_{0}, \alpha, \Omega\right)\|v\|_{\mathfrak{M}(\partial \Omega)} & \text { if } \mu=\frac{1}{4} .
\end{aligned}
$$

Lemma 5.2. Assume $v \in \mathfrak{M}^{+}(\partial \Omega), p \geq 0,1 \leq q<2$, and let $u \in C^{2}(\Omega)$ be a nonnegative solution of (4.1).
(i) If $q \neq \alpha+1$, then there exists a constant $\beta_{1}=\beta_{1}(N, \mu, p, q, \Omega)>0$ such that

$$
\begin{equation*}
\int_{\Omega} \delta^{\alpha-q} u^{p+q} d x \leq C\left(\int_{\Omega} \delta^{\alpha} u^{p}|\nabla u|^{q} d x+1\right) \tag{5.1}
\end{equation*}
$$

where $C$ depends only on $N, \mu, p, q, \Omega$ and $\sup _{\Sigma_{\beta_{1}}}\left(\mathbb{K}_{\mu}[v]\right)^{p+q}$.
(ii) If $q=\alpha+1$, then, for any $\varepsilon>0$ small enough, there exists a constant $\beta_{1}=\beta_{1}(N, \mu, p, \Omega, \varepsilon)>0$ such that

$$
\begin{equation*}
\int_{\Omega} \delta^{\varepsilon-1} u^{p+\alpha+1} d x \leq C\left(\int_{\Omega} \delta^{\alpha} u^{p}|\nabla u|^{\alpha+1} d x+1\right) \tag{5.2}
\end{equation*}
$$

where $C$ depends only on $N, \mu, p, \Omega, \varepsilon$ and $\sup _{\Sigma_{\beta_{1}}}\left(\mathbb{K}_{\mu}[v]\right)^{p+\alpha+1}$.
Proof. Since $u$ is a nonnegative solution of (4.1) we have $u^{\frac{p}{q}}|\nabla u| \in L^{q}\left(\Omega, \delta^{\alpha}\right)$. Let $\beta_{1} \in\left(0, \beta_{0}\right)$, where $\beta_{0}$ is the constant in Proposition 2.6.
(i) First we assume that $q>1, q \neq \alpha+1$, and let $\gamma \neq-1$. Then, for $\beta \in\left(0, \beta_{1}\right)$,

$$
\begin{aligned}
\int_{D_{\beta} \backslash D_{\beta_{1}}} \delta^{\gamma} u^{p+q} d x= & (\gamma+1)^{-1} \int_{D_{\beta} \backslash D_{\beta_{1}}} \nabla \delta^{\gamma+1} \nabla \delta u^{p+q} d x \\
= & (\gamma+1)^{-1}\left(-\int_{D_{\beta} \backslash D_{\beta_{1}}} \delta^{\gamma+1} \Delta \delta u^{p+q} d x-(p+q) \int_{D_{\beta} \backslash D_{\beta_{1}}} \delta^{\gamma+1} u^{p+q-1} \nabla \delta \nabla u d x\right. \\
& \left.+\int_{\Sigma_{\beta_{1}}} \delta^{\gamma+1} \frac{\partial \delta}{\partial \mathbf{n}_{\beta_{1}}} u^{p+q} d x+\int_{\Sigma_{\beta}} \delta^{\gamma+1} \frac{\partial \delta}{\partial \mathbf{n}_{\beta}} u^{p+q} d x\right) \\
\leq & C|\gamma+1|^{-1}\left(\int_{D_{\beta} \backslash D_{\beta_{1}}} \delta^{\gamma+1} u^{p+q} d x+\int_{D_{\beta} \backslash D_{\beta_{1}}} \delta^{\gamma+1} u^{p+q-1}|\nabla u| d x\right. \\
& \left.+\beta_{1}^{\gamma+1} \sup _{\Sigma_{\beta_{1}}}\left(\mathbb{K}_{\mu}[v]\right)^{p+q}+\int_{\Sigma_{\beta}} \delta^{\gamma+1} u^{p+q} d x\right) .
\end{aligned}
$$

Observe that, for any $\gamma \in\left(\alpha-q\right.$, $\left.\max \left\{\frac{\alpha-1-q}{2}, 2(\alpha-q)+1\right\}\right)$, we have $|\gamma+1|^{-1}<2|\alpha+1-q|^{-1}$. Therefore, for such $\gamma$, we can choose $\beta_{1}=\beta_{1}(N, q, \mu, \Omega)$ such that

$$
C|y+1|^{-1} \int_{D_{\beta} \backslash D_{\beta_{1}}} \delta^{\gamma+1} u^{p+q} d x \leq 2 C|\alpha+1-q|^{-1} \int_{D_{\beta} \backslash D_{\beta_{1}}} \delta^{y+1} u^{p+q} d x \leq \frac{1}{4} \int_{D_{\beta} \backslash D_{\beta_{1}}} \delta^{y} u^{p+q} d x
$$

Consequently, by Young's inequality, we can find a constant $C_{1}=C_{1}(N, \mu, p, q, \Omega)$ such that

$$
\begin{aligned}
C|\gamma+1|^{-1} \int_{D_{\beta} \backslash D_{\beta_{1}}} \delta^{\gamma+1} u^{p+q-1}|\nabla u| d x & =C|y+1|^{-1} \int_{D_{\beta} \backslash D_{\beta_{1}}} \delta^{\gamma+1} u^{p+q-1-\frac{p}{q}} u^{\frac{p}{q}}|\nabla u| d x \\
& \leq \frac{1}{4} \int_{D_{\beta} \backslash D_{\beta_{1}}} \delta^{\gamma} u^{p+q} d x+C_{1} \int_{D_{\beta} \backslash D_{\beta_{1}}} \delta^{\gamma+q} u^{p}|\nabla u|^{q} d x
\end{aligned}
$$

By the above estimates, there is a positive constant $C_{2}=C_{2}(N, \mu, p, q, \Omega)$ such that

$$
\begin{equation*}
\int_{D_{\beta} \backslash D_{\beta_{1}}} \delta^{\gamma} u^{p+q} d x \leq C_{2}\left(\int_{D_{\beta} \backslash D_{\beta_{1}}} \delta^{\gamma+q} u^{p}|\nabla u|^{q} d x+\beta_{1}^{\gamma+1} \sup _{\Sigma_{\beta_{1}}}\left(\mathbb{K}_{\mu}[v]\right)^{q}+\int_{\Sigma_{\beta}} \delta^{\gamma+1} u^{p+q} d x\right) \tag{5.3}
\end{equation*}
$$

By (4.12), Proposition 5.1 and taking into account that $\gamma+q-1>\alpha-1$, we obtain

$$
\int_{\Sigma_{\beta}} \delta^{\gamma+1} u^{p+q} d S \leq C \beta^{\gamma+q-1} \int_{\Sigma_{\beta}} u d S \leq C \beta^{\gamma+q-1} \int_{\Sigma_{\beta}} \mathbb{K}_{\mu}[v] d S \rightarrow 0 \quad \text { as } \beta \rightarrow 0
$$

Therefore, by letting $\beta \rightarrow 0$ in (5.3), we obtain

$$
\begin{equation*}
\int_{\Omega_{\beta_{1}}} \delta^{\gamma} u^{p+q} d x \leq C_{2}\left(\int_{\Omega_{\beta_{1}}} \delta^{\gamma+q} u^{p}|\nabla u|^{q} d x+\beta_{1}^{\gamma+1} \sup _{\Sigma_{\beta_{1}}}\left(\mathbb{K}_{\mu}[v]\right)^{p+q}\right) \tag{5.4}
\end{equation*}
$$

By the dominated convergence theorem, we can send $\gamma \rightarrow \alpha-q$ in (5.4) to obtain

$$
\int_{\Omega_{\beta_{1}}} \delta^{\alpha-q} u^{p+q} d x \leq C_{2}\left(\int_{\Omega_{\beta_{1}}} \delta^{\alpha} u^{p}|\nabla u|^{q} d x+\beta_{1}^{\alpha-q+1} \sup _{\Sigma_{\beta_{1}}}\left(\mathbb{K}_{\mu}[v]\right)^{p+q}\right)
$$

This implies (5.1).
The proof of (5.2) follows by arguments similar to the proof of (5.1) (with $\gamma=\varepsilon-1$ ) with some modifications, and we omit it.

We recall below some notations concerning the Besov space (see e.g. [1, 33]). For $\sigma>0,1 \leq \kappa<\infty$, we denote by $W^{\sigma, \kappa}\left(\mathbb{R}^{d}\right)$ the Sobolev space over $\mathbb{R}^{d}$. If $\sigma$ is not an integer, the Besov space $B^{\sigma, \kappa}\left(\mathbb{R}^{d}\right)$ coincides with $W^{\sigma, \kappa}\left(\mathbb{R}^{d}\right)$. When $\sigma$ is an integer, we denote $\Delta_{x, y} f:=f(x+y)+f(x-y)-2 f(x)$ and

$$
B^{1, \kappa}\left(\mathbb{R}^{d}\right):=\left\{f \in L^{\kappa}\left(\mathbb{R}^{d}\right): \frac{\Delta_{x, y} f}{|y|^{1+\frac{d}{\kappa}}} \in L^{\kappa}\left(\mathbb{R}^{d} \times \mathbb{R}^{d}\right)\right\}
$$

with norm

$$
\|f\|_{B^{1, k}}:=\left(\|f\|_{L^{k}}^{\kappa}+\iint_{\mathbb{R}^{d} \times \mathbb{R}^{d}} \frac{\left|\Delta_{x, y} f\right|^{\kappa}}{|y|^{\kappa+d}} d x d y\right)^{\frac{1}{\kappa}} .
$$

Then

$$
B^{m, \kappa}\left(\mathbb{R}^{d}\right):=\left\{f \in W^{m-1, \kappa}\left(\mathbb{R}^{d}\right): D_{x}^{\theta} f \in B^{1, \kappa}\left(\mathbb{R}^{d}\right) \text { for all } \theta \in \mathbb{N}^{d},|\theta|=m-1\right\}
$$

with norm

$$
\|f\|_{B^{m, k}}:=\left(\|f\|_{W^{m-1, k}}^{\kappa}+\sum_{|\theta|=m-1} \iint_{\mathbb{R}^{d} \times \mathbb{R}^{d}} \frac{\left|D_{x}^{\theta} \Delta_{x, y} f\right|^{\kappa}}{|y|^{\kappa+d}} d x d y\right)^{\frac{1}{k}} .
$$

These spaces are fundamental because they are stable under the real interpolation method developed by Lions and Petree. For $s \in \mathbb{R}$, we defined the Bessel kernel of order $s$ by $G_{s}(\xi)=\mathcal{F}^{-1}\left(1+|\cdot|^{2}\right)^{-\frac{s}{2}} \mathcal{F}(\xi)$, where $\mathcal{F}$ is the Fourier transform of moderate distributions in $\mathbb{R}^{d}$. The Bessel space $L_{s, \kappa}\left(\mathbb{R}^{d}\right)$ is defined by

$$
L_{s, \kappa}\left(\mathbb{R}^{d}\right):=\left\{f=G_{s} * g: g \in L^{\kappa}\left(\mathbb{R}^{d}\right)\right\}
$$

with norm $\|f\|_{L_{s, k}}:=\|g\|_{L^{k}}=\left\|G_{-s} * f\right\|_{L^{k}}$. It is known that if $1<\kappa<\infty$ and $s>0, L_{s, \kappa}\left(\mathbb{R}^{d}\right)=W^{s, \kappa}\left(\mathbb{R}^{d}\right)$ if $s \in \mathbb{N}$, and $L_{s, \kappa}\left(\mathbb{R}^{d}\right)=B^{s, \kappa}\left(\mathbb{R}^{d}\right)$ if $s \notin \mathbb{N}$, always with equivalent norms. The Bessel capacity is defined for compact subsets $K \subset \mathbb{R}^{d}$ by

$$
C_{s, K}^{\mathbb{R}^{d}}(K):=\inf \left\{\|f\|_{L_{s, K}}^{\kappa}, f \in \mathcal{S}^{\prime}\left(\mathbb{R}^{d}\right), f \geq \chi_{K}\right\} .
$$

It is extended to open sets and then Borel sets by the fact that it is an outer measure.
Proof of Theorem 1.7. Let $\varepsilon \geq 0$, and let $u \in C^{2}(\Omega)$ be the solution of (4.1). Put $\Sigma=\partial \Omega$. If

$$
\eta \in L^{\infty}(\partial \Omega) \cap B^{1-\alpha+\frac{\alpha+1-q}{p+q}+\frac{\varepsilon}{p+q},(p+q)^{\prime}}(\partial \Omega),
$$

we denote by $H:=H[\eta]$ the solution of

$$
\left\{\begin{array}{cl}
\frac{\partial H}{\partial s}+\Delta_{\Sigma} H=0 & \text { in }(0, \infty) \times \partial \Omega \\
H(0, \cdot)=\eta & \text { on } \partial \Omega
\end{array}\right.
$$

Let $h \in C^{\infty}\left(\mathbb{R}_{+}\right)$be such that $0 \leq h \leq 1, h^{\prime} \leq 0, h \equiv 1$ on $\left[0, \frac{\beta_{0}}{2}\right], h \equiv 0$ on $\left[\beta_{0}, \infty\right]$. The lifting we consider is expressed by

$$
R[\eta](x):= \begin{cases}H[\eta]\left(\delta^{2}, \sigma(x)\right) h(\delta) & \text { if } x \in \bar{\Omega}_{\beta_{0}},  \tag{5.5}\\ 0 & \text { if } x \in D_{\beta_{0}},\end{cases}
$$

with $x=(\delta, \sigma)=(\delta(x), \sigma(x))$.
Case 1: $q \neq \alpha+1$. Set $\varepsilon=0$ and $\zeta=\varphi_{\mu} R[\eta]^{(p+q)^{\prime}}$, where $\varphi_{\mu}$ is the eigenfunction associated to the first eigenvalue $\lambda_{\mu}$ of $-L_{\mu}$ in $\Omega$ (see Subsection 2.1). By proceeding as in the proof of [17, Lemma 3.8, (3.46)], we deduce that there exists $C_{0}=C_{0}\left(N, \mu, \Omega,\|v\|_{\mathfrak{N}(\partial \Omega)}\right)$ such that

$$
\begin{align*}
& C_{0}\left(\int_{\partial \Omega} \eta d v\right)^{(p+q)^{\prime}} \leq \int_{\Omega} u^{p}|\nabla u|^{q} \zeta d x+\lambda_{\mu} \int_{\Omega} u \zeta d x \\
&+(p+q)^{\prime}\left(\int_{\Omega} u^{p+q} \varphi_{\mu}^{-\frac{q}{\alpha}} \zeta d x\right)^{\frac{1}{p+q}}\left(\int_{\Omega} L[\eta]^{(p+q)^{\prime}} d x\right)^{\frac{1}{(p+q)^{\prime}}} \tag{5.6}
\end{align*}
$$

where

$$
L[\eta]:=\left(2 \varphi_{\mu}^{\left.\frac{q}{\overline{\alpha(p+q)}-\frac{1}{p+q}}\left|\nabla \varphi_{\mu} \cdot \nabla R[\eta]\right|+\varphi_{\mu}^{1+\frac{q}{\alpha(p+q)}-\frac{1}{p+q}}|\Delta R[\eta]|\right) . . . . . .}\right.
$$

Following the arguments of the proof of [17, Lemma 3.9, (3.48)], we can obtain

$$
\begin{equation*}
\int_{\Omega} L[\eta]^{(p+q)^{\prime}} d x \leq c\|\eta\|_{L^{\infty}(\partial \Omega)}^{(p+q)^{\prime}-1}\|\eta\|_{B^{1-\alpha+\frac{\alpha+1-q}{p+q},(p+q)^{\prime}}}(\partial \Omega) \tag{5.7}
\end{equation*}
$$

We infer from (5.1) that

$$
\begin{equation*}
\int_{\Omega} u^{p+q} \varphi_{\mu}^{-\frac{q}{\alpha}} \zeta d x \leq C\|\eta\|_{L^{\infty}(\partial \Omega)}^{(p+q)^{\prime}} \int_{\Omega} \delta^{\alpha-q} u^{p+q} d x \leq C\|\eta\|_{L^{\infty}(\partial \Omega)}^{(p+q)^{\prime}}\left(1+\int_{\Omega} u^{p}|\nabla u|^{q} \delta^{\alpha} d x\right) \tag{5.8}
\end{equation*}
$$

where the constant $C$ depends on $N, \mu, p, q$ and $\Omega$. Combining (5.6), (5.7) and (5.8), we obtain

$$
\begin{align*}
& C_{0}\left(\int_{\partial \Omega} \eta d v\right)^{(p+q)^{\prime}} \leq \int_{\Omega} u^{p}|\nabla u|^{q} \zeta d x+\lambda_{\mu} \int_{\Omega} u \zeta d x \\
& \quad+C\|\eta\|_{L^{\infty}(\partial \Omega)}^{\frac{(p+q)^{\prime}}{p+q}}\left(1+\int_{\Omega} u^{p}|\nabla u|^{q} \delta^{\alpha} d x\right)^{\frac{1}{p+q}}\left(\|\eta\|_{L^{\infty}(\partial \Omega)}^{(p+q)^{\prime}-1}\|\eta\|_{B^{1-\alpha+\frac{\alpha+1-q}{p+q},(p+q)^{\prime}}(\partial \Omega)^{\frac{1}{(p+q)^{\prime}}}}\right. \tag{5.9}
\end{align*}
$$

Let $K \subset \partial \Omega$ be a compact set. Since $(N+\alpha-2) p+(N+\alpha-1) q \geq N+\alpha$, if

$$
C_{1-\alpha+\frac{\alpha+1-q}{\mathbb{R}^{N+q}},(p+q)^{\prime}}(K)=0
$$

then there exists a sequence $\left\{\eta_{n}\right\}$ in $C_{0}^{2}(\partial \Omega)$ with the following properties:

$$
\begin{equation*}
0 \leq \eta_{n} \leq 1, \quad \eta_{n}=1 \text { in a neighborhood of } K \quad \text { and } \quad \lim _{n \rightarrow \infty} \eta_{n}=0 \text { in } B^{1-\alpha+\frac{\alpha+1-q}{p+q},(p+q)^{\prime}}(\partial \Omega) \tag{5.10}
\end{equation*}
$$

This implies that $0 \leq R\left[\eta_{n}\right] \leq 1$ and $\lim _{n \rightarrow \infty} R\left[\eta_{n}\right]=0$ a.e. in $\Omega$. Put $\zeta_{n}=\varphi_{\mu} R\left[\eta_{n}\right]^{(p+q)^{\prime}}$. Then

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \int_{\Omega} u^{p}|\nabla u|^{q} \zeta_{n} d x=0 \quad \text { and } \quad \lim _{n \rightarrow \infty} \int_{\Omega} u \zeta_{n} d x=0 \tag{5.11}
\end{equation*}
$$

From (5.9)-(5.11), we obtain

$$
v(K) \leq \int_{\partial \Omega} \eta_{n} d v \rightarrow 0 \quad \text { as } n \rightarrow \infty
$$

This implies that $v(K)=0$. Thus $v$ is absolutely continuous with respect to $C_{1-\alpha+\frac{\mathbb{R}^{N-1}}{p+q},(p+q)^{\prime}}$.
Case 2: $q=\alpha+1$. Let $0<\varepsilon<\alpha+1$ and $\zeta=\varphi_{\mu} R[\eta]^{(p+\alpha+1)^{\prime}}$. Proceeding as in the proof of (5.6), we can prove

$$
\begin{aligned}
& C_{0}\left(\int_{\partial \Omega} \eta d v\right)^{(p+\alpha+1)^{\prime}} \leq \int_{\Omega} u^{p}|\nabla u|^{\alpha+1} \zeta d x+\lambda_{\mu} \int_{\Omega} u \zeta d x \\
&+(p+\alpha+1)^{\prime}\left(\int_{\Omega} u^{p+\alpha+1} \varphi_{\mu}^{-\frac{\alpha+1-\varepsilon}{\alpha}} \zeta d x\right)^{\frac{1}{p+\alpha+1}}\left(\int_{\Omega} L[\eta]^{(p+\alpha+1)^{\prime}} d x\right)^{(p+1+\alpha)^{\prime}}
\end{aligned}
$$

where

$$
L[\eta]=\left(2 \varphi_{\mu}^{\frac{\alpha+1-\varepsilon}{\alpha(p+a+1)}-\frac{1}{p+\alpha+1}}\left|\nabla \varphi_{\mu} \cdot \nabla R[\eta]\right|+\varphi_{\mu}^{1+\frac{\alpha+1-\varepsilon}{\alpha(p+\alpha+1)}-\frac{1}{p+\alpha+1}}|\Delta R[\eta]|\right)
$$

Using (5.2) and the ideas of the proof of (5.9), we can obtain the inequality

$$
\begin{aligned}
& C_{0}\left(\int_{\partial \Omega} \eta d v\right)^{(p+\alpha+1)^{\prime}} \leq \int_{\Omega} u^{p}|\nabla u|^{\alpha+1} \zeta d x+\lambda_{\mu} \int_{\Omega} u \zeta d x \\
&+C\|\eta\|_{L^{\infty}(\partial \Omega)}^{\frac{(p+a+1)^{\prime}}{p+\alpha+1}}\left(1+\int_{\Omega} u^{p}|\nabla u|^{\alpha+1} \delta^{\alpha} d x\right)^{\frac{1}{p+\alpha+1}} \\
& \quad \times\left(\|\eta\|_{L^{\infty}(\partial \Omega)}^{(p+\alpha+1)^{\prime}-1}\|\eta\|_{B^{1-\alpha+\alpha+\frac{\varepsilon}{p+\alpha+1},(p+\alpha+1)^{\prime}}(\partial \Omega)^{\frac{1}{(p+\alpha+1)^{\prime}}}}\right.
\end{aligned}
$$

where the constant $C$ depends on $N, \mu, p, \Omega$ and $\varepsilon$.
The rest of the proof follows by using an argument similar to the first case.

## DE GRUYTER

Proposition 5.3. Let $u \in C^{2}(\Omega)$ be a positive solution of (1.19). If $u^{p}|\nabla u| \in L^{q}\left(\Omega, \delta^{\alpha}\right)$, then $u$ possesses a boundary trace $v \in \mathfrak{M}^{+}(\partial \Omega)$, i.e. $u$ is the solution of boundary value problem (4.1) with boundary trace $v$.

Proof. If $v:=\mathbb{G}_{\mu}\left[u^{p}|\nabla u|^{q}\right]$, then $v \in L^{1}\left(\Omega, \delta^{\alpha}\right)$ and $u+v$ is a positive $L_{\mu}$-harmonic function. Hence we have $u+v \in L^{1}\left(\Omega, \delta^{\alpha}\right)$, and there exists a measure $v \in \mathfrak{M}^{+}(\partial \Omega)$ such that $u+v=\mathbb{K}_{\mu}[v]$. By [16, Proposition 2.2], we obtain the result.

Proof of Theorem 1.8. In view of the proof of [17, Proposition A.2], we can obtain the estimates

$$
\begin{aligned}
|u(x)| \leq C \delta(x)^{\alpha} \operatorname{dist}(x, K)^{-\frac{2-q}{p+q-1}-\alpha} & \text { for all } x \in \Omega, \\
|\nabla u(x)| \leq C \delta(x)^{\alpha-1} \operatorname{dist}(x, K)^{-\frac{2-q}{p+q-1}-\alpha} & \text { for all } x \in \Omega,
\end{aligned}
$$

where $C$ depends on $N, \mu, p, q, \Omega$ and $\sup _{\Sigma_{\beta_{0}}} u$.
Case 1. Assume that

$$
q \neq \alpha+1 \quad \text { and } \quad C_{1-\alpha+\frac{\alpha+1-q}{\mathbb{R}^{N-q}},(p+q)^{\prime}}(K)=0
$$

Then there exists a sequence $\left\{\eta_{n}\right\}$ in $C_{0}^{2}(\partial \Omega)$ satisfying (5.10). In particular, there exists a decreasing sequence $\left\{\mathcal{O}_{n}\right\}$ of relatively open subsets of $\partial \Omega$, containing $K$ such that $\eta_{n}=1$ on $\mathcal{O}_{n}$, and thus $\eta_{n}=1$ on $K_{n}:=\overline{\mathcal{O}}_{n}$. We set

$$
\tilde{\eta}_{n}=1-\eta_{n} \quad \text { and } \quad \tilde{\zeta}_{n}=\varphi_{\mu} R\left[\tilde{\eta}_{n}\right]^{2(p+q)^{\prime}},
$$

where $R$ is defined by (5.5). Then $0 \leq \tilde{\eta}_{n} \leq 1$ and $\tilde{\eta}_{n}=0$ on $K_{n}$. Therefore,

$$
\tilde{\zeta}_{n}(x) \leq \phi_{\mu} \min \left\{1, c \delta(x)^{1-N} e^{-(4 \delta(x))^{-2}\left(\operatorname{dist}\left(x, K_{n}^{c}\right)\right)^{2}}\right\} \quad \text { for all } x \in \Omega
$$

Furthermore,

$$
\begin{array}{ll}
\left|\nabla R\left[\tilde{\eta}_{n}\right]\right| \leq c \min \left\{1, \delta(x)^{-2-N} e^{-(4 \delta(x))^{-2}\left(\operatorname{dist}\left(x, K_{n}^{c}\right)\right)^{2}}\right\} & \text { for all } x \in \Omega, \\
\left|\Delta R\left[\tilde{\eta}_{n}\right]\right| \leq c \min \left\{1, \delta(x)^{-4-N} e^{-(4 \delta(x))^{-2}\left(\operatorname{dist}\left(x, K_{n}^{c}\right)\right)^{2}}\right\} & \text { for all } x \in \Omega .
\end{array}
$$

Proceeding as in the proof of [17, Theorem 3.10, (3.65)], we have

$$
\begin{equation*}
\int_{\Omega}\left(u L_{\mu} \tilde{\zeta}_{n}+u^{p}|\nabla u|^{q} \tilde{\zeta}_{n}\right) d x=0 \tag{5.12}
\end{equation*}
$$

Using the expression of $L_{\mu} \tilde{\zeta}_{n}$, we derive from (5.12) that

$$
\begin{aligned}
\int_{\Omega} u^{p}|\nabla u|^{q} \tilde{\zeta}_{n} d x= & \int_{\Omega}\left(-\lambda_{\mu} \varphi_{\mu} R\left[\tilde{\eta}_{n}\right]^{2(p+q)^{\prime}}\right. \\
& +4(p+q)^{\prime} R\left[\tilde{\eta}_{n}\right]^{2(p+q)^{\prime}-1} \nabla \varphi_{\mu} \cdot \nabla R\left[\tilde{\eta}_{n}\right] \\
& \left.+2(p+q)^{\prime} R\left[\tilde{\eta}_{n}\right]^{2(p+q)^{\prime}-2} \varphi_{\mu}\left(R\left[\tilde{\eta}_{n}\right] \Delta R\left[\tilde{\eta}_{n}\right]+\left(2(p+q)^{\prime}-1\right)\left|\nabla R\left[\tilde{\eta}_{n}\right]\right|^{2}\right)\right) u d x \\
\leq & c\left(\int_{\Omega} u^{p+q} \varphi_{\mu}^{-\frac{q}{\alpha}} \tilde{\zeta}_{n} d x\right)^{\frac{1}{p+q}}\left(\int_{\Omega} \tilde{L}\left[\eta_{n}\right]^{(p+q)^{\prime}} d x\right)^{\frac{1}{(p+q)^{\prime}}},
\end{aligned}
$$

where

$$
\tilde{L}[\eta]=\varphi_{\mu}^{\frac{q}{\alpha(p+q)}-\frac{1}{p+q}}\left|\nabla \varphi_{\mu} \cdot \nabla R\left[\eta_{n}\right]\right|+\varphi_{\mu}^{1+\frac{q}{a(p+q)}-\frac{1}{p+q}}\left|\Delta R\left[\tilde{\eta}_{n}\right]\right|+\varphi_{\mu}^{1+\frac{q}{\alpha(p+q)}-\frac{1}{p+q}}\left|\nabla R\left[\tilde{\eta}_{n}\right]\right|^{2} .
$$

By proceeding as in the proof of [17, Theorem 3.10, (3.75)], we can prove

$$
\int_{\Omega}|u|^{p}|\nabla u|^{q} \varphi_{\mu} R\left[\tilde{\eta}_{n}\right]^{2(p+q)^{\prime}} d x \leq C\left\|\eta_{n}\right\|_{B^{1-\alpha+\frac{\alpha+1-q}{p+q},(p+q)^{\prime}}(\partial \Omega)}\left(\int_{\Omega} \delta^{\alpha-q} u^{q} R\left[\tilde{\eta}_{n}\right]^{2 q^{\prime}} d x\right)^{\frac{1}{q}}
$$

The rest of the proof is similar to the proof of [16, Theorem J], and we omit it.
Case 2. Assume that

$$
q=\alpha+1 \quad \text { and } \quad C_{1-\alpha+\frac{\mathbb{R}^{N-1}}{p+\alpha+1},(p+\alpha+1)^{\prime}}(K)=0
$$

for $\varepsilon$ as in statement (ii). Then we can obtain the desired result by combining the ideas in Case 1 of this theorem and in Case 2 of Theorem 1.7.

## 6 Nonlinear Equations with Subcritical Source

In this section, we prove Theorem 1.9. We first establish an existence result for the case when $g$ is smooth and bounded.

Lemma 6.1. Let $v \in \mathfrak{M}^{+}(\partial \Omega)$ with $\|v\|_{\mathfrak{M}(\partial \Omega)}=1$ and $g \in C^{1}\left(\mathbb{R} \times \mathbb{R}_{+}\right) \cap L^{\infty}\left(\mathbb{R} \times \mathbb{R}_{+}\right)$. Assume (1.10) and (1.21) are satisfied. Then there exists $\varrho_{0}>0$ depending on $N, \mu, \Omega, \Lambda_{g}, \tilde{k}$ such that, for every $\varrho \in\left(0, \varrho_{0}\right)$, the problem

$$
\left\{\begin{align*}
-L_{\mu} v & =g\left(v+\varrho \mathbb{K}_{\mu}[v],\left|\nabla\left(v+\varrho \mathbb{K}_{\mu}[v]\right)\right|\right) \quad \text { in } \Omega,  \tag{6.1}\\
\operatorname{tr}(v) & =0
\end{align*}\right.
$$

admits a positive weak solution $v$ satisfying

$$
\|v\|_{L_{w}^{p_{\mu}}}^{p_{\mu}}\left(\delta^{\alpha}\right)+\|\nabla v\|_{L_{w}^{q_{\mu}}\left(\Omega, \delta^{a}\right)} \leq t_{0}
$$

where $t_{0}>0$ depends on $N, \mu, \Omega, \Lambda_{g}, \tilde{k}, \tilde{p}, \tilde{q}$. Here $\Lambda_{g}$ is defined in (1.10) and $\tilde{k}, \tilde{p}, \tilde{q}$ are as in (1.21).
Proof. We shall use the Schauder fixed point theorem to show the existence of a positive weak solution of (6.1). Define the operator $\mathbb{S}$ by

$$
\mathbb{S}(v):=\mathbb{G}_{\mu}\left[g\left(v+\varrho \mathbb{K}_{\mu}[v],\left|\nabla\left(v+\varrho \mathbb{K}_{\mu}[v]\right)\right|\right)\right], \quad v \in W^{1,1}\left(\Omega, \delta^{\alpha}\right)
$$

$\operatorname{Fix} 1<\kappa<\min \left\{\tilde{p}, \tilde{q}, q_{\mu}\right\}$,

$$
\begin{array}{ll}
Q_{1}(v):=\|v\|_{L_{w}^{p_{\mu}}\left(\Omega, \delta^{\alpha}\right)} & \text { for } v \in L_{w}^{p_{\mu}}\left(\Omega, \delta^{\alpha}\right), \\
Q_{2}(v):=\|\nabla v\|_{L_{w}^{q_{\mu}}\left(\Omega, \delta^{\alpha}\right)} & \text { for }|\nabla v| \in L_{w}^{q_{\mu}}\left(\Omega, \delta^{\alpha}\right), \\
Q_{3}(v):=\|v\|_{L^{\kappa}\left(\Omega, \delta^{\alpha}\right)} & \text { for } v \in L^{\kappa}\left(\Omega, \delta^{\alpha}\right), \\
Q_{4}(v):=\|\nabla v\|_{L^{\kappa}\left(\Omega, \delta^{\alpha}\right)} & \text { for }|\nabla v| \in L^{\kappa}\left(\Omega, \delta^{\alpha}\right)
\end{array}
$$

and

$$
Q(v):=Q_{1}(v)+Q_{2}(v)+Q_{3}(v)+Q_{4}(v)
$$

Step 1: Estimate the $L^{1}\left(\Omega, \delta^{\alpha}\right)$-norm of $g\left(v+\varrho \mathbb{K}_{\mu}[v],\left|\nabla\left(v+\varrho \mathbb{K}_{\mu}[v]\right)\right|\right)$. For $\lambda>0$ and any function $w$, we use the notation as in (3.12). For the sake of simplicity, when $w=v+\varrho \mathbb{K}_{\mu}[v]$, we drop the superscript $v+\varrho \mathbb{K}_{\mu}[v]$ in the above notations. For instance, we use the notations $\mathbf{A}_{\lambda}$ and $\mathbf{a}(\lambda)$ instead of $\mathbf{A}_{\lambda}^{\nu+\varrho \mathbb{K}_{\mu}[\nu]}$ and $\mathbf{a}^{\nu+\varrho \mathbb{K}_{\mu}[\nu]}(\lambda)$.

Then, by (2.4), we have

$$
\begin{aligned}
& \mathbf{a}(\lambda) \leq \lambda^{-p_{\mu}}\left\|v+\varrho \mathbb{K}_{\mu}[v]\right\|_{L_{w}^{p_{\mu}}\left(\Omega, \delta^{\alpha}\right)}^{p_{p^{\prime}}}, \\
& \mathbf{b}(\lambda) \leq \lambda^{-p_{\mu}}\left\|\nabla\left(v+\varrho \mathbb{K}_{\mu}[v]\right)\right\|_{L_{w}^{q_{\mu}}\left(\Omega, \delta^{\alpha}\right)}^{q_{\mu}}, \\
& \mathbf{c}(\lambda) \leq \lambda^{-p_{\mu}} \min \left\{\left\|v+\varrho \mathbb{K}_{\mu}[v]\right\|_{L_{w}^{p_{\mu}}\left(\Omega, \delta^{\alpha}\right)}^{p_{\mu}},\left\|\nabla\left(v+\varrho \mathbb{K}_{\mu}[v]\right)\right\|_{L_{w}^{q_{\mu}}\left(\Omega, \delta^{\alpha}\right)}^{q_{\mu}}\right\} .
\end{aligned}
$$

With the above notations, we split

$$
\begin{align*}
& \left\|g\left(v+\varrho \mathbb{K}_{\mu}[v],\left|\nabla\left(v+\varrho \mathbb{K}_{\mu}[v]\right)\right|\right)\right\|_{L^{1}\left(\Omega, \delta^{\alpha}\right)} \leq \int_{\mathbf{C}_{1}} g\left(v+\varrho \mathbb{K}_{\mu}[v],\left|\nabla\left(v+\varrho \mathbb{K}_{\mu}[v]\right)\right|\right) \delta^{\alpha} d x \\
& +\int_{\mathbf{A}_{1}^{c} \cap \mathbf{B}_{1}} g\left(v+\varrho \mathbb{K}_{\mu}[v],\left|\nabla\left(v+\varrho \mathbb{K}_{\mu}[v]\right)\right|\right) \delta^{\alpha} d x \\
& +\int_{\mathbf{A}_{1}^{c} \cap \mathbf{B}_{1}^{c}} g\left(v+\varrho \mathbb{K}_{\mu}[v],\left|\nabla\left(v+\varrho \mathbb{K}_{\mu}[v]\right)\right|\right) \delta^{\alpha} d x \\
& +\int_{\mathbf{A}_{1} \cap \mathbf{B}_{1}^{c}} g\left(v+\varrho \mathbb{K}_{\mu}[v],\left|\nabla\left(v+\varrho \mathbb{K}_{\mu}[v]\right)\right|\right) \delta^{\alpha} d x \\
& =: I_{1}+I_{2}+I_{3}+I_{4} \text {. } \tag{6.2}
\end{align*}
$$

First we estimate $I_{3}$. Since $\left|v+\varrho \mathbb{K}_{\mu}[v]\right| \leq 1$ and $\left|\nabla\left(v+\varrho \mathbb{K}_{\mu}[v]\right)\right| \leq 1$ in $\mathbf{A}_{1}^{c} \cap \mathbf{B}_{1}^{c}$ and $1<\kappa<\min \left\{\tilde{p}, \tilde{q}, q_{\mu}\right\}$, we obtain

$$
\begin{equation*}
I_{3} \leq \tilde{k}\left(\left\|v+\varrho \mathbb{K}_{\mu}[v]\right\|_{L^{\kappa}\left(\Omega, \delta^{\alpha}\right)}^{\kappa}+\left\|\nabla\left(v+\varrho \mathbb{K}_{\mu}[v]\right)\right\|_{L^{\kappa}\left(\Omega, \delta^{\alpha}\right)}^{\kappa}\right) g(1,1) . \tag{6.3}
\end{equation*}
$$

Next $I_{1}$ is estimated as follows:

$$
\begin{align*}
I_{1} & \leq-\int_{1}^{\infty} g\left(\lambda, \lambda^{\frac{p_{\mu}}{q_{\mu}}}\right) d \mathbf{c}(\lambda)=g(1,1) \mathbf{c}(1)+\int_{1}^{\infty} \mathbf{c}(\lambda) d g\left(\lambda, \lambda^{\frac{p_{\mu}}{q_{\mu}}}\right) \\
& \leq p_{\mu} \min \left\{\left\|v+\varrho \mathbb{K}_{\mu}[v]\right\|_{L_{w}^{p_{\mu}}\left(\Omega, \delta^{\alpha}\right)}^{p_{\mu}},\left\|\nabla\left(v+\varrho \mathbb{K}_{\mu}[v]\right)\right\|_{L_{w}^{p_{\mu}}\left(\Omega, \delta^{\alpha}\right)}^{q_{\mu}}\right\} \int_{1}^{\infty} g\left(\lambda, \lambda^{\frac{p_{\mu}}{q_{\mu}}}\right) \lambda^{-1-p_{\mu}} d \lambda \tag{6.4}
\end{align*}
$$

We bound $I_{4}$ from above as follows:

$$
\begin{equation*}
I_{4} \leq-\int_{1}^{\infty} g(\lambda, 1) d \mathbf{a}(\lambda) \leq p_{\mu}\left\|v+\varrho \mathbb{K}_{\mu}[v]\right\|_{L_{w}^{p_{\mu}}\left(\Omega, \delta^{\alpha}\right)}^{p_{1}} \int_{1}^{\infty} g\left(\lambda, \lambda^{\frac{p_{\mu}}{q_{\mu}}}\right) \lambda^{-1-p_{\mu}} d \lambda \tag{6.5}
\end{equation*}
$$

Similarly, we can estimate $I_{2}$ as follows:

$$
\begin{equation*}
I_{2} \leq p_{\mu}\left\|\nabla\left(v+\varrho \mathbb{K}_{\mu}[v]\right)\right\|_{L_{w}^{q_{\mu}}\left(\Omega, \delta^{a}\right)}^{q_{\mu}} \int_{1}^{\infty} g\left(\lambda, \lambda^{\frac{p_{\mu}}{q_{\mu}}}\right) \lambda^{-1-p_{\mu}} d \lambda \tag{6.6}
\end{equation*}
$$

By combining (6.2)-(6.6), we obtain (assuming $\varrho \leq 1$ )

$$
\begin{equation*}
\left\|g\left(v+\varrho \mathbb{K}_{\mu}[v],\left|\nabla\left(v+\varrho \mathbb{K}_{\mu}[v]\right)\right|\right)\right\|_{L^{1}\left(\Omega, \delta^{\alpha}\right)} \leq C\left(Q_{1}(v)^{p_{\mu}}+Q_{2}(v)^{q_{\mu}}+Q_{3}(v)^{\kappa}+Q_{4}(v)^{\kappa}+\varrho^{\kappa}\right) \tag{6.7}
\end{equation*}
$$

where $C=C\left(N, \mu, \Omega, \tilde{k}, \Lambda_{g}\right)$.
Step 2: Estimate $Q_{1}, Q_{2}, Q_{3}, Q_{4}$ and $Q$. By (2.5), we have

$$
Q_{1}(\mathbb{S}(v)) \leq c\left\|g\left(v+\varrho \mathbb{K}_{\mu}[v],\left|\nabla\left(v+\varrho \mathbb{K}_{\mu}[v]\right)\right|\right)\right\|_{L^{1}\left(\Omega, \delta^{a}\right)}
$$

This and (6.7) imply that

$$
Q_{1}(\mathbb{S}(v)) \leq C\left(Q_{1}(v)^{p_{\mu}}+Q_{2}(v)^{q_{\mu}}+Q_{3}(v)^{\kappa}+Q_{4}(v)^{\kappa}+\varrho^{\kappa}\right),
$$

where $C=C\left(N, \mu, \Omega, \tilde{k}, \Lambda_{g}\right)$. Next we deduce from (2.7) that

$$
Q_{2}(\mathbb{S}(v)) \leq c\left\|g\left(v+\varrho \mathbb{K}_{\mu}[v],\left|\nabla\left(v+\varrho \mathbb{K}_{\mu}[v]\right)\right|\right)\right\|_{L^{1}\left(\Omega, \delta^{\alpha}\right)}
$$

which in turn implies

$$
Q_{2}(\mathbb{S}(v)) \leq C\left(Q_{1}(v)^{p_{\mu}}+Q_{2}(v)^{q_{\mu}}+Q_{3}(v)^{\kappa}+Q_{4}(v)^{\kappa}+\varrho^{\kappa}\right),
$$

where $C=C\left(N, \mu, \Omega, \tilde{k}, \Lambda_{g}\right)$. By (2.3), (2.5) and (2.7), we can easily deduce that

$$
\begin{aligned}
& Q_{3}(\mathbb{S}(v)) \leq c\left\|g\left(v+\varrho \mathbb{K}_{\mu}[v],\left|\nabla\left(v+\varrho \mathbb{K}_{\mu}[v]\right)\right|\right)\right\|_{L^{1}\left(\Omega, \delta^{a}\right)}, \\
& Q_{4}(\mathbb{S}(v)) \leq c\left\|g\left(v+\varrho \mathbb{K}_{\mu}[v],\left|\nabla\left(v+\varrho \mathbb{K}_{\mu}[v]\right)\right|\right)\right\|_{L^{1}\left(\Omega, \delta^{a}\right)} .
\end{aligned}
$$

Thus,

$$
Q_{3}(\mathbb{S}(v))+Q_{4}(\mathbb{S}(v)) \leq C\left(Q_{1}(v)^{p_{\mu}}+Q_{2}(v)^{q_{\mu}}+Q_{3}(v)^{\kappa}+Q_{4}(v)^{\kappa}+\varrho^{\kappa}\right)
$$

where $C\left(N, \mu, \Omega, \tilde{k}, \Lambda_{g}\right)$. Consequently,

$$
Q(\mathbb{S}(v)) \leq C\left(Q_{1}(v)^{p_{\mu}}+Q_{2}(v)^{q_{\mu}}+Q_{3}(v)^{\kappa}+Q_{4}(v)^{\kappa}+\varrho^{\kappa}\right) .
$$

Therefore, if $Q(v) \leq t$, then

$$
Q(\mathbb{S}(v)) \leq C\left(t^{p_{\mu}}+t^{q_{\mu}}+2 t^{\kappa}+\varrho^{\kappa}\right)
$$

Since $p_{\mu}>q_{\mu}>\kappa>1$, there exists $\varrho_{0}>0$ depending on $N, \mu, \Omega, \tilde{k}, \Lambda_{g}$ such that, for any $\varrho \in\left(0, \varrho_{0}\right)$, the equation $C\left(t^{p_{\mu}}+t^{q_{\mu}}+2 t^{\kappa}+\varrho^{\kappa}\right)=t$ admits a largest root $t_{0}>0$ which depends on $N, \mu, \Omega, \Lambda_{g}, \tilde{k}$. Therefore,

$$
\begin{equation*}
Q(v) \leq t_{0} \Longrightarrow Q(\mathbb{S}(v)) \leq t_{0} \tag{6.8}
\end{equation*}
$$

Step 3. We apply the Schauder fixed point theorem to our setting. By a standard argument, we can show that $\mathbb{S}: W^{1,1}\left(\Omega, \delta^{\alpha}\right) \rightarrow W^{1,1}\left(\Omega, \delta^{\alpha}\right)$ is continuous and compact. Set

$$
\begin{equation*}
\mathcal{O}:=\left\{\xi \in W^{1,1}\left(\Omega, \delta^{\alpha}\right): Q(u) \leq t_{0}\right\} . \tag{6.9}
\end{equation*}
$$

Then $\mathcal{O}$ is a closed, convex subset of $W^{1,1}\left(\Omega, \delta^{\alpha}\right)$, and by $(6.8), \mathbb{S}(\mathcal{O}) \subset \mathcal{O}$. Thus we can apply the Schauder fixed point theorem to obtain the existence of a function $v \in \mathcal{O}$ such that $\mathbb{S}(v)=v$. This means that $v$ is a nonnegative solution of (6.1), and hence it holds

$$
-\int_{\Omega} v L_{\mu} \zeta d x=\int_{\Omega} g\left(v+\varrho \mathbb{K}_{\mu}[v],\left|\nabla\left(v+\varrho \mathbb{K}_{\mu}[v]\right)\right|\right) \zeta d x \quad \text { for every } \zeta \in \mathbf{X}_{\mu}(\Omega)
$$

Proof of Theorem 1.9. Let $\left\{g_{n}\right\}$ be a sequence of $C^{1}$ nonnegative functions defined on $\mathbb{R}_{+}^{2}$ such that

$$
g_{n}(0,0)=g(0,0)=0, \quad g_{n} \leq g_{n+1} \leq g, \quad \sup _{\mathbb{R} \times \mathbb{R}_{+}} g_{n}=n \quad \text { and } \quad \lim _{n \rightarrow \infty}\left\|g_{n}-g\right\|_{L_{\text {loc }}^{\infty}\left(\mathbb{R} \times \mathbb{R}_{+}\right)=0}
$$

We observe that $\Lambda_{g_{n}} \leq \Lambda_{g}<\infty$, where $\Lambda_{g_{n}}$ is defined as in (1.10) with $g$ replaced by $g_{n}$. Therefore, the constant $\varrho_{0}$ in Lemma 6.1 can be chosen to depend on $\Lambda_{g}$ (and $N, \mu, \Omega, \tilde{k}, \tilde{p}, \tilde{q}$ ), but independent of $n$. Similarly, the constant $t_{0}$ in Lemma 6.1 can be chosen to depend on $\Lambda_{g}$ (and also $N, \mu, \Omega, \tilde{k}, \tilde{p}, \tilde{q}$ ), but independent of $n$. By Lemma 6.1, for any $\varrho \in\left(0, \varrho_{0}\right)$ and $n \in \mathbb{N}$, there exists a solution $v_{n} \in \mathcal{O}$ (where $\mathcal{O}$ is defined in (6.9)) of

$$
\left\{\begin{aligned}
-L_{\mu} v_{n} & =g_{n}\left(v_{n}+\varrho \mathbb{K}_{\mu}[v],\left|\nabla\left(v_{n}+\varrho \mathbb{K}_{\mu}[v]\right)\right|\right) \quad \text { in } \Omega, \\
\operatorname{tr}\left(v_{n}\right) & =0 .
\end{aligned}\right.
$$

Set $u_{n}=v_{n}+\varrho \mathbb{K}_{\mu}[v]$. Then $\operatorname{tr}\left(u_{n}\right)=\varrho v$ and

$$
\begin{equation*}
-\int_{\Omega} u_{n} L_{\mu} \zeta d x=\int_{\Omega} g_{n}\left(u_{n},\left|\nabla u_{n}\right|\right) \zeta d x-\varrho \int_{\Omega} \mathbb{K}_{\mu}[v] L_{\mu} \zeta d x \quad \text { for every } \zeta \in \mathbf{X}_{\mu}(\Omega) \tag{6.10}
\end{equation*}
$$

Since $\left\{v_{n}\right\} \subset \mathcal{O}$, the sequence $\left\{g_{n}\left(v_{n}+\varrho \mathbb{K}_{\mu}[\nu],\left|\nabla\left(v_{n}+\varrho \mathbb{K}_{\mu}[v]\right)\right|\right)\right\}$ is uniformly bounded in $L^{1}\left(\Omega, \delta^{\alpha}\right)$, and the sequence $\left\{\frac{\mu}{\delta^{2}} v_{n}\right\}$ is uniformly bounded in $L^{p_{1}}(G)$ for every compact subset $G \subset \Omega$ for some $p_{1}>0$. As a consequence, $\left\{\Delta v_{n}\right\}$ is uniformly bounded in $L^{1}(G)$. By a standard regularity result for elliptic equations, $\left\{v_{n}\right\}$ is uniformly bounded in $W^{1, p_{2}}(G)$ for some $p_{2}>1$. Consequently, there exists a subsequence, still denoted by $\left\{v_{n}\right\}$, and a function $v$ such that $v_{n} \rightarrow v$ a.e. in $\Omega$ and $\nabla v_{n} \rightarrow \nabla v$ a.e. in $\Omega$. Therefore, $u_{n} \rightarrow u$ a.e. in $\Omega$, where $u=v+\varrho \mathbb{K}_{\mu}[v]$ and $g_{n}\left(u_{n},\left|\nabla u_{n}\right|\right) \rightarrow g(u,|\nabla u|)$ a.e. in $\Omega$.

We show that $u_{n} \rightarrow u$ in $L^{1}\left(\Omega, \delta^{\alpha}\right)$. Since $\left\{v_{n}\right\}$ is uniformly bounded in $L^{p}\left(\Omega, \delta^{\alpha}\right)$, by (2.6), we derive that $\left\{u_{n}\right\}$ is uniformly bounded in $L^{p}\left(\Omega, \delta^{\alpha}\right)$. Due to Hölder's inequality, $\left\{u_{n}\right\}$ is equi-integrable in $L^{1}\left(\Omega, \delta^{\alpha}\right)$. We invoke Vitali's convergence theorem to derive that $u_{n} \rightarrow u$ in $L^{1}\left(\Omega, \delta^{\alpha}\right)$.

Next proceeding as in the proof of (3.11), we obtain that $g_{n}\left(u_{n},\left|\nabla u_{n}\right|\right) \rightarrow g(u,|\nabla u|)$ in $L^{1}\left(\Omega, \delta^{\alpha}\right)$. Therefore, by sending $n \rightarrow \infty$ in each term of (6.10), we obtain

$$
-\int_{\Omega} u L_{\mu} \zeta d x=\int_{\Omega} g(u,|\nabla u|) \zeta d x-\varrho \int_{\Omega} \mathbb{K}_{\mu}[v] L_{\mu} \zeta d x \quad \text { for every } \zeta \in \mathbf{X}_{\mu}(\Omega)
$$

This means $u$ is a nonnegative weak solution of ( $\left.P_{-}^{\varrho v}\right)$. Therefore,

$$
u=\mathbb{G}_{\mu}[g(u,|\nabla u|)]+\varrho \mathbb{K}_{\mu}[v] \quad \text { in } \Omega
$$

which implies that $u \geq \varrho \mathbb{K}_{\mu}[v]$ in $\Omega$.

## 7 Nonlinear Equations with Supercritical Source

### 7.1 Capacities and Existence Results

In this subsection, we introduce the definition of some capacities and provide related results which will be employed to prove Theorem 1.11 in the next subsection.

For $0 \leq \theta \leq \beta<N$, set

$$
\begin{align*}
N_{\theta, \beta}(x, y):=\frac{1}{|x-y|^{N-\beta} \max \{|x-y|, \delta(x), \delta(y)\}^{\theta}} & \text { for all }(x, y) \in \bar{\Omega} \times \bar{\Omega}, x \neq y  \tag{7.1}\\
\mathbb{N}_{\theta, \beta}[\tau](x):=\int_{\bar{\Omega}} N_{\theta, \beta}(x, y) d \tau(y) & \text { for all } \tau \in \mathfrak{M}^{+}(\bar{\Omega}) \tag{7.2}
\end{align*}
$$

For $a>-1,0 \leq \theta \leq \beta<N$ and $s>1$, define $\operatorname{Cap}_{\mathbb{N}_{\theta, \beta}, s}^{a}$ by

$$
\operatorname{Cap}_{\mathbb{N}_{\theta, \beta}, s}^{a}(E):=\inf \left\{\int_{\bar{\Omega}} \delta^{a} \phi^{s} d x: \phi \geq 0, \mathbb{N}_{\theta, \beta}\left[\delta^{a} \phi\right] \geq \chi_{E}\right\} \quad \text { for any Borel set } E \subset \bar{\Omega}
$$

Here $\chi_{E}$ denotes the indicator function of $E$.
Let $\mathbf{Z}$ be a metric space and $\omega \in \mathfrak{M}^{+}(\mathbf{Z})$. Let $J: \mathbf{Z} \times \mathbf{Z} \rightarrow(0, \infty]$ be a Borel positive kernel such that $J$ is symmetric and $J^{-1}$ satisfies a quasi-metric inequality, i.e. there is a constant $C>1$ such that, for all $x, y, z, \in \mathbf{Z}$,

$$
\frac{1}{J(x, y)} \leq C\left(\frac{1}{J(x, z)}+\frac{1}{J(z, y)}\right)
$$

Under these conditions, one can define the quasi-metric $d$ by

$$
d(x, y):=\frac{1}{J(x, y)}
$$

and denote by $\mathcal{B}_{r}(x):=\{y \in \mathbf{Z}: d(x, y)<r\}$ the open $d$-ball of radius $r>0$ and center $x$. Note that this set can be empty.

For $\omega \in \mathfrak{M}^{+}(\mathbf{Z})$, we define the potentials $\mathbb{J}[\omega]$ and $\mathbb{J}[\phi, \omega]$ by

$$
\mathbb{J}[\omega](x):=\int_{\mathbf{Z}} J(x, y) d \omega(y) \text { and } \mathbb{D}[\phi, \omega](x):=\int_{\mathbf{Z}} J(x, y) \phi(y) d \omega(y)
$$

For $t>1$, the capacity $\operatorname{Cap}_{\mathrm{J}, t}^{\omega}$ in $\mathbf{Z}$ is defined by

$$
\operatorname{Cap}_{\mathbb{J}, t}^{\omega}(E):=\inf \left\{\int_{\mathbf{Z}} \phi(x)^{t} d \omega(x): \phi \geq 0, \mathbb{J}[\phi, \omega] \geq \chi_{E}\right\} \quad \text { for any Borel } E \subset \mathbf{Z} .
$$

Proposition 7.1 ([19]). Let $p>1$ and $\tau, \omega \in \mathfrak{M}^{+}(\mathbf{Z})$ such that

$$
\begin{array}{r}
\int_{0}^{2 r} \frac{\omega\left(\mathcal{B}_{s}(x)\right)}{s^{2}} d s \leq C \int_{0}^{r} \frac{\omega\left(\mathcal{B}_{s}(x)\right)}{s^{2}} d s \\
\sup _{y \in \mathcal{B}_{r}(x)} \int_{0}^{r} \frac{\omega\left(\mathcal{B}_{s}(y)\right)}{s^{2}} d s \leq C \int_{0}^{r} \frac{\omega\left(\mathcal{B}_{s}(x)\right)}{s^{2}} d s \tag{7.4}
\end{array}
$$

for any $r>0, x \in \mathbf{Z}$, where $C>0$ is a constant. Then the following statements are equivalent.
(1) The equation $u=\mathbb{J}\left[u^{p}, \omega\right]+\sigma \mathbb{J}[\tau]$ has a solution for $\sigma>0$ small.
(2) For any Borel set $E \subset \mathbf{Z}$, it holds $\int_{E} \mathbb{J}\left[\tau_{E}\right]^{p} d \omega \leq C \tau(E)$, where $\tau_{E}=\chi_{E} \tau$.
(3) For any Borel set $E \subset \mathbf{Z}$, it holds $\tau(E) \leq C \operatorname{Cap}_{\mathrm{J}, p^{\prime}}^{\omega}(E)$.
(4) The inequality $\mathbb{D}\left[\mathbb{D}[\tau]^{p}, \omega\right] \leq C \mathbb{D}[\tau]<\infty$ holds $\omega$-a.e.

We point out below that $\mathbb{N}_{\theta, \beta}$ defined in (7.2) satisfies all assumptions of $J$ in Proposition 7.1.
Proposition 7.2 ([9, Lemma 2.2]). $N_{\theta, \beta}$ is symmetric and satisfies the quasi-metric inequality.
Next we give sufficient conditions for (7.3), (7.4) to hold.
Proposition 7.3. Let $\omega=\delta(x)^{a} \chi_{\Omega}(x) d x$ with $a>-1$. Then (7.3) and (7.4) hold.
Proof. If $a \geq 0$, then the statement follows from [9, Lemma 2.3]. We now treat the case $-1<a<0$. We claim that, for any $0<s<8 \operatorname{diam}(\bar{\Omega})$ and any $x \in \bar{\Omega}$, we have

$$
\begin{equation*}
\omega\left(B_{s}(x)\right) \approx \max \{\delta(x), s\}^{a} s^{N} . \tag{7.5}
\end{equation*}
$$

Indeed, in order to obtain (7.5), we consider four cases.

Case 1: $4 s \leq \delta(x)$. Then $\delta(x) \approx \delta(y)$ for any $y \in B_{s}(x)$, and the proof of (7.5) can be obtained easily.
Case 2: $s>\frac{\delta(x)}{4}$. Then $\delta(y) \leq 5 s$; thus

$$
\int_{B_{s}(x) \cap \bar{\Omega}} \delta(y)^{a} d y \geq C s^{a+N} \geq C \max \{\delta(x), s\}^{a} s^{N} .
$$

Case 3: $\frac{\delta(x)}{4} \leq s \leq 4 \delta(x)$. Since $\Omega$ is smooth, there exists $r^{*}>0$ such that

$$
\begin{equation*}
\int_{B_{r_{0}}\left(x_{i}\right) \cap \bar{\Omega}} \delta(y)^{a} d y \leq \frac{C}{a+1} r_{0}^{a+N} \quad \text { for all } r_{0} \leq \frac{r^{*}}{8} \text { and } \delta\left(x_{i}\right)<\frac{r^{*}}{4} \tag{7.6}
\end{equation*}
$$

Set

$$
r_{0}:=r^{*} \frac{\delta(x)}{32 \operatorname{diam}(\bar{\Omega})}
$$

Then there exist $x_{i} \in B_{S}(x), i=1, \ldots, k$, such that $B_{s}(x) \subset \bigcup_{i=1}^{k} B_{r_{0}}\left(x_{i}\right)$. We note that $k$ does depend neither on $x$, nor on $\delta(x)$. Thus we have

$$
\int_{B_{s}(x) \cap \bar{\Omega}} \delta(y)^{a} d y \leq \sum_{i=1}^{k} \int_{B_{r_{0}}\left(x_{i}\right) \cap \bar{\Omega}} \delta(y)^{a} d y
$$

Now, by (7.6), we get

$$
\begin{aligned}
& \int_{B_{r_{0}}\left(x_{i}\right) \cap \bar{\Omega}} \delta(y)^{a} d y \leq C \delta(x)^{a+N} \leq C \max \{\delta(x), s\}^{a} s^{N} \quad \text { if } \delta\left(x_{i}\right)<\frac{r^{*}}{4} \\
& \int_{B_{r_{0}}\left(x_{i}\right) \cap \bar{\Omega}} \delta(y)^{a} d y \leq C\left(r^{*}\right)^{a} \delta(x)^{N} \leq C \max \{\delta(x), s\}^{a} s^{N} \quad \text { if } \delta\left(x_{i}\right) \geq \frac{r^{*}}{4}
\end{aligned}
$$

and hence (7.5) follows.
Case 4: $s \geq 4 \delta(x)$. Set

$$
r_{0}:=r^{*} \frac{s}{32 \operatorname{diam}(\bar{\Omega})} .
$$

Then the proof of (7.5) follows due to an argument similar to Case 3.
The rest of the proof can proceed as in the proof of [9, Lemma 2.3], and we omit it.
We recall below the definition of the capacity associated to $\mathbb{N}_{\theta, \beta}$ (see [19]).
Definition 7.4. Let $a>-1,0 \leq \theta \leq \beta<N$ and $s>1$. For any Borel set $E \subset \bar{\Omega}$, define $\operatorname{Cap}_{\mathbb{N}_{\theta, \beta}, s}^{a}$ by

$$
\operatorname{Cap}_{\mathbb{N}_{\theta, \beta}, s}^{a}(E):=\inf \left\{\int_{\bar{\Omega}} \delta^{a} \phi^{s} d y: \phi \geq 0, \mathbb{N}_{\theta, \beta}\left[\delta^{a} \phi\right] \geq \chi_{E}\right\}
$$

Clearly, for any Borel set $E \subset \bar{\Omega}$, we have

$$
\operatorname{Cap}_{\mathbb{N}_{\theta, \beta}, s}^{a}(E)=\inf \left\{\int_{\bar{\Omega}} \delta^{-a(s-1)} \phi^{s} d y: \phi \geq 0, \mathbb{N}_{\theta, \beta}[\phi] \geq \chi_{E}\right\}
$$

Furthermore, by [1, Theorem 2.5.1], we have

$$
\left(\operatorname{Cap}_{\mathbb{N}_{\theta, \beta}, s}^{a}(E)\right)^{\frac{1}{s}}=\inf \left\{\omega(E): \omega \in \mathfrak{M}_{b}^{+}(\bar{\Omega}),\left\|\mathbb{N}_{\theta, \beta}[\omega]\right\|_{L^{L^{\prime}}\left(\bar{\Omega} ; \delta^{a}\right)} \leq 1\right\}
$$

for any compact set $E \subset \bar{\Omega}$, where $s^{\prime}$ is the conjugate exponent of $s$.
Thanks to Propositions 7.2 and 7.3, we can apply Proposition 7.1 to obtain the following result.
Proposition 7.5. Let $\tau \in \mathfrak{M}^{+}(\bar{\Omega}), a>-1,0 \leq \theta \leq \beta<N, p>1$. Then the following statements are equivalent.
(1) For any Borel set $E \subset \bar{\Omega}$, it holds $\tau(E) \leq C \operatorname{Cap}_{\mathbb{N}_{\theta, \beta}, p^{\prime}}^{a}(E)$.
(2) The inequality $\mathbb{N}_{\theta, \beta}\left[\delta^{a} \mathbb{N}_{\theta, \beta}[\tau]^{p}\right] \leq C \mathbb{N}_{\theta, \beta}[\tau]<\infty$ holds a.e. in $\Omega$.

Recall the capacity $\operatorname{Cap}_{\theta, s}^{\partial \Omega}$ introduced in [9] which is used to deal with boundary measures. Let $\theta \in(0, N-1)$, and denote by $\mathcal{B}_{\theta}$ the Bessel kernel in $\mathbb{R}^{N-1}$ with order $\theta$. For $s>1$, define

$$
\operatorname{Cap}_{\mathcal{B}_{\theta}, S}(F):=\inf \left\{\int_{\mathbb{R}^{N-1}} \delta^{s} d y: \phi \geq 0, \mathcal{B}_{\theta} * \phi \geq \chi_{F}\right\} \quad \text { for any Borel set } F \subset \mathbb{R}^{N-1}
$$

Since $\Omega$ is a bounded smooth domain in $\mathbb{R}^{N}$, there exist open sets $O_{1}, \ldots, O_{m}$ in $\mathbb{R}^{N}$, diffeomorphisms $T_{i}: O_{i} \rightarrow B_{1}(0)$ and compact sets $K_{1}, \ldots, K_{m}$ in $\partial \Omega$ such that (i) $K_{i} \subset O_{i}, 1 \leq i \leq m$, and $\partial \Omega \subset \bigcup_{i=1}^{m} K_{i}$,
(ii) $T_{i}\left(O_{i} \cap \partial \Omega\right)=B_{1}(0) \cap\left\{x_{N}=0\right\}, T_{i}\left(O_{i} \cap \Omega\right)=B_{1}(0) \cap\left\{x_{N}>0\right\}$,
(iii) for any $x \in O_{i} \cap \Omega$, there exists $y \in O_{i} \cap \partial \Omega$ such that $\delta(x)=|x-y|$.

We then define the Cap ${ }_{\theta, s}^{\partial \Omega}$-capacity of a compact set $F \subset \partial \Omega$ by

$$
\operatorname{Cap}_{\theta, s}^{\partial \Omega}(F):=\sum_{i=1}^{m} \operatorname{Cap}_{\mathcal{B}_{\theta}, s}\left(\tilde{T}_{i}\left(F \cap K_{i}\right)\right),
$$

where $T_{i}\left(F \cap K_{i}\right)=\tilde{T}_{i}\left(F \cap K_{i}\right) \times\left\{\chi_{N}=0\right\}$.
The following result is obtained by the same argument as in the proof of [9, Proposition 2.9].
Proposition 7.6. Let $a>-1,0 \leq \theta \leq \beta<N$ and $s>1$. Assume that $-1+s^{\prime}(1+\theta-\beta)<a<-1+s^{\prime}(N+\theta-\beta)$. Then it holds

$$
\operatorname{Cap}_{\mathbb{N}_{\theta, \beta}, \mathrm{S}}^{a}(E) \approx \operatorname{Cap}_{\beta-\theta+\frac{a+1}{s^{\prime}}-1, s}^{\partial \Omega}(E) \quad \text { for any Borel } E \subset \partial \Omega
$$

### 7.2 Case $g(u,|\nabla u|)=|u|^{p}|\nabla u|^{q}$

Proof of Theorem 1.11. We see that, under the assumption on $p$ and $q$, from Proposition 7.5 and Proposition 7.6, conditions (i) and (ii) are equivalent. Therefore, we will prove the existence of a solution by assuming (ii). For $u \in W_{\text {loc }}^{1,1}(\Omega)$, put

$$
\mathbb{H}[u](x):=\mathbb{G}_{\mu}\left[|u|^{p}|\nabla u|^{q}\right](x)+\mathbb{K}_{\mu}[\varrho v](x) \quad \text { a.e. in } \Omega .
$$

From (2.1), (2.2) and (7.1), we have

$$
\begin{array}{ll}
G_{\mu}(x, y) \leq C_{1} \delta(x)^{\alpha} \delta(y)^{\alpha} N_{2 \alpha, 2}(x, y) \leq C_{1} \delta(x)^{\alpha} \delta(y)^{\alpha} N_{2 \alpha-1,1}(x, y) & \text { for all } x, y \in \Omega, x \neq y, \\
K_{\mu}(x, y) \leq C_{1} \delta(x)^{\alpha} N_{2 \alpha-1,1}(x, y) & \text { for all } x \in \Omega, y \in \partial \Omega, \tag{7.7}
\end{array}
$$

and

$$
\begin{array}{ll}
\left|\nabla_{x} G_{\mu}(x, y)\right| \leq C_{1} \delta(x)^{\alpha-1} \delta(y)^{\alpha} N_{2 \alpha-1,1}(x, y) & \text { for all } x, y \in \Omega, x \neq y  \tag{7.8}\\
\left|\nabla_{x} K_{\mu}(x, y)\right| \leq C_{1} \delta(x)^{\alpha-1} N_{2 \alpha-1,1}(x, y) & \text { for all } x \in \Omega, y \in \partial \Omega
\end{array}
$$

From (7.7) and (7.8), we obtain

$$
\begin{aligned}
|\mathbb{H}[u]| & \leq C_{1} \delta^{\alpha} \mathbb{N}_{2 \alpha-1,1}\left[\delta^{\alpha}|u|^{p}|\nabla u|^{q}\right]+C_{1} \delta^{\alpha} \mathbb{N}_{2 \alpha-1,1}[\varrho v], \\
|\nabla \mathbb{H}[u]| & \leq C_{1} \delta^{\alpha-1} \mathbb{N}_{2 \alpha-1,1}\left[\delta^{\alpha}|u|^{p}|\nabla u|^{q}\right]+C_{1} \delta^{\alpha-1} \mathbb{N}_{2 \alpha-1,1}[\varrho v] .
\end{aligned}
$$

Put

$$
\mathcal{E}:=\left\{u \in W_{\mathrm{loc}}^{1,1}(\Omega):|u| \leq 2 C_{1} \delta^{\alpha} \mathbb{N}_{2 \alpha-1,1}[\rho v],|\nabla u| \leq 2 C_{1} \delta^{\alpha-1} \mathbb{N}_{2 \alpha-1,1}[\varrho v]\right\} .
$$

Then, by using (1.22), we deduce that there exists $\varrho_{0}=\varrho_{0}\left(p, q, C_{1}, C\right)>0$ such that if $\varrho \in\left(0, \varrho_{0}\right)$, then $\mathbb{H}(\mathcal{E}) \subset \mathcal{E}$.

Define $\mathcal{V}$ the space of functions $v \in W_{\text {loc }}^{1,1}(\Omega)$ with the norm

$$
\|v\|_{v}=\|v\|_{L^{p+q}\left(\Omega, \delta^{-q+a}\right)}+\|\nabla v\|_{L^{p+q}\left(\Omega, \delta^{p+a}\right)} .
$$

We can see that $\mathcal{E} \subset \mathcal{V}$ and $\mathcal{E}$ is convex and closed under the strong topology of $\mathcal{V}$. Moreover, it can be justified that $\mathbb{H}$ is a continuous and compact operator. Therefore, by invoking the Schauder fixed point theorem, we conclude that there exists $u \in \mathcal{E}$ such that $\mathbb{H}[u]=u$. Therefore, $u$ is a weak solution of problem ( $P_{-}^{\varrho v}$ ) satisfying (1.23) with $C^{\prime}=2 C_{1}$.

## A Barrier

In this section, we will provide a barrier which plays an important role. This barrier will have the same properties as the barrier in [17, Proposition 6.1]. Let $\beta_{0}$ be the constant in Proposition 2.6.
Proposition A.1. Let $\Omega \subset \mathbb{R}^{N}$ be a $C^{2}$ domain, $0<\mu \leq \frac{1}{4}, q>0$ and $p+q>1$. Then, for any $z \in \partial \Omega$ and $0<R \leq \frac{\beta_{0}}{16}$, there exists a supersolution $w:=w_{z, R}$ of (4.2) in $\Omega \cap B_{R}(z)$ such that $w \in C\left(\bar{\Omega} \cap B_{R}(z)\right)$, $w(x) \rightarrow \infty$ when $\operatorname{dist}(x, K) \rightarrow 0$, for any compact subset $K \subset \Omega \cap \partial B_{R}(z)$, and $w$ vanishes on $\partial \Omega \cap B_{R}(z)$. More precisely,

$$
w(x)= \begin{cases}c\left(R^{2}-|x-z|^{2}\right)^{-b} \delta(x)^{y} & \text { for all } y \in(1-\alpha, \alpha) \\ c\left(R^{2}-|x-z|^{2}\right)^{-b} \delta(x)^{\frac{1}{2}}\left(\ln \frac{\operatorname{diam}(\Omega)}{\delta(x)}\right)^{\frac{1}{2}} & \text { if } \mu=\frac{1}{4},\end{cases}
$$

where $b$ is a constant such that $b \geq \max \left\{\frac{4-q-p}{q+p-1}+\gamma, \frac{N-2}{2}, 1\right\}$ and $c=c(N, \mu, p, q, b, \gamma)$.
Proof. The proof is similar to that of [17, Proposition 6.1] with some minor modifications, and hence we omit it.

## B Case $g(u,|\nabla u|)=|u|^{p}+|\nabla u|^{q}$

In this section, we assume that $g(u,|\nabla u|)=|u|^{p}+|\nabla u|^{q}$ with $p>1$ and $1<q<2$. We will state main results for this case without proving since the proofs are similar, even simpler, to those for the case $g(u,|\nabla u|)=|u|^{p}|\nabla u|^{q}$.

## B. 1 Absorption Case

This subsection is devoted to the study of the equation

$$
\begin{equation*}
-L_{\mu} u+|u|^{p}+|\nabla u|^{q}=0 \quad \text { in } \Omega \tag{B.1}
\end{equation*}
$$

When $g(u,|\nabla u|)=|u|^{p}+|\nabla u|^{q}$ with $p, q>1$, then $g$ satisfies (1.10) if $p$ and $q$ satisfy (1.12). Moreover, $g$ satisfies (1.21). Hence, if $p$ and $q$ satisfy (1.12), then, for any $v \in \mathfrak{M}^{+}(\partial \Omega)$, the problem

$$
\left\{\begin{align*}
-L_{\mu} u+|u|^{p}+|\nabla u|^{q} & =0 \quad \text { in } \Omega  \tag{B.2}\\
\operatorname{tr}(v) & =v
\end{align*}\right.
$$

admits a positive weak solution.
Theorem B.1. Assume $p$ and $q$ satisfy (1.12). Let $v_{i} \in \mathfrak{M}^{+}(\partial \Omega), i=1$, 2, and let $u_{i}$ be a nonnegative solution of (B.2) with $v=v_{i}$. If $v_{1} \leq v_{2}$, then $u_{1} \leq u_{2}$ in $\Omega$.

Set

$$
m_{p, q}:=\max \left\{p, \frac{q}{2-q}\right\}
$$

Lemma B.2. Let $p>1$ and $1<q<\frac{N}{N-1}$. If $u$ is a nonnegative solution of (B.1), then

$$
\begin{aligned}
u(x) \leq C \delta(x)^{-\frac{2}{m_{p}, q-1}} & \text { for all } x \in \Omega, \\
|\nabla u(x)| \leq C \delta(x)^{-\frac{2}{m_{p, q-1}-1}} & \text { for all } x \in \Omega .
\end{aligned}
$$

Lemma B.3. Let $p$ and $q$ satisfy (1.12). Assume $u$ is a positive solution of (B.1) in $\Omega$ such that (4.14) holds locally uniformly in $\partial \Omega \backslash\{0\}$. Then there exists a constant $C=C(N, \mu, p, q, \Omega)$ such that

$$
\begin{aligned}
& u(x) \leq C \delta(x)^{\alpha}|x|^{-\frac{2}{m_{p, q-q}}-\alpha} \\
&|\nabla u(x)| \leq C \delta(x)^{\alpha-1}|x|^{-\frac{2}{m_{p, q-1}}-\alpha} \text { for all } x \in \Omega, \\
& \text { for all } x \in \Omega .
\end{aligned}
$$

## DE GRUYTER

Theorem B.4. Assume $g(u,|\nabla u|)=|u|^{p}+|\nabla u|^{q}$ with $p$ and $q$ satisfying (1.12).
(I) Weak singularity. For any $k>0$, let $u_{0, k}^{\Omega}$ be the solution of (1.13). Then (1.14) holds. Furthermore, the mapping $k \mapsto u_{0, k}^{\Omega}$ is increasing.
(II) Strong singularity. Put $u_{0, \infty}^{\Omega}:=\lim _{k \rightarrow \infty} u_{0, k}^{\Omega}$. Then $u_{0, \infty}^{\Omega}$ is a solution of (1.15). Then there exists a constant $c=c(N, \mu, p, q, \Omega)>0$ such that

$$
\begin{aligned}
c^{-1} \delta(x)^{\alpha}|x|^{-\frac{2}{m_{p, q-1}}} \leq u_{0, \infty}^{\Omega}(x) \leq c \delta(x)^{\alpha}|x|^{-\frac{2}{m_{p, q}-1}} & \text { for all } x \in \Omega, \\
\left|\nabla u_{0, \infty}^{\Omega}(x)\right| \leq c \delta(x)^{\alpha-1}|x|^{-\frac{2}{m_{p, q-q}}-\alpha} & \text { for all } x \in \Omega .
\end{aligned}
$$

Moreover,

$$
\lim _{\substack{\Omega \ni x \rightarrow 0 \\ \frac{x}{X \mid}=\sigma \in S_{+}^{N-1}}}|x|^{\frac{2}{m_{p}, q-1}} u_{0, \infty}^{\Omega}(x)=\tilde{\omega}(\sigma)
$$

locally uniformly on upper hemisphere $S_{+}^{N-1}=\mathbb{R}_{+}^{N} \cap S^{N}$. Here $\tilde{\omega}$ is the unique positive solution of

$$
\left\{\begin{aligned}
-\mathcal{L}_{\mu} \omega-\ell_{N, p, q} \omega+J\left(\omega, \nabla^{\prime} \omega\right) & =0 & & \text { in } S_{+}^{N-1}, \\
\omega & =0 & & \text { on } \partial S_{+}^{N-1},
\end{aligned}\right.
$$

where

$$
\begin{gathered}
\mathcal{L}_{\mu} \omega:=\Delta^{\prime} \omega+\frac{\mu}{\left(\mathbf{e}_{N} \cdot \sigma\right)^{2}} \omega, \quad \ell_{N, p, q}:=\frac{2}{m_{p, q}}\left(\frac{2}{m_{p, q}}+2-N\right), \\
J(s, \xi):= \begin{cases}\left(\left(\frac{2}{m_{p, q}}\right)^{2} s^{2}+|\xi|^{2}\right)^{\frac{q}{2}} & \text { if } p<\frac{q}{2-q},(s, \xi) \in \mathbb{R}_{+} \times \mathbb{R}^{N}, \\
s^{p}+\left(\left(\frac{2}{m_{p, q}}\right)^{2} s^{2}+|\xi|^{2}\right)^{\frac{q}{2}} & \text { if } p=\frac{q}{2-q},(s, \xi) \in \mathbb{R}_{+} \times \mathbb{R}^{N}, \\
s^{p} & \text { if } p>\frac{q}{2-q},(s, \xi) \in \mathbb{R}_{+} \times \mathbb{R}^{N} .\end{cases}
\end{gathered}
$$

Theorem B.5. Let $v \in \mathfrak{M}^{+}(\partial \Omega), p \geq p_{\mu}$ or $q_{\mu} \leq q<2$. Assume problem (B.2) admits a weak solution.
(I) If $p \geq p_{\mu}$, then $v$ is absolutely continuous with respect to $C_{2-\frac{1+\alpha}{p^{\prime}}, p^{\prime}}^{\mathbb{R}^{N-1}}$.
(II) If $q_{\mu} \leq q<2$, then the following occurs.
(i) If $q \neq \alpha+1$, then $v$ is absolutely continuous with respect to $C_{\alpha+1}^{\mathbb{R}_{\alpha+\alpha, 1}^{N-1}}$.
(ii) If $q=\alpha+1$, then, for any $\varepsilon \in\left(0, \min \left\{\alpha+1, \frac{(N-1) \alpha}{\alpha+1}-(1-\alpha)\right\}\right)$, $v$ is absolutely continuous with respect to $C_{\varepsilon+1-\alpha, \frac{\alpha+1}{\alpha}}^{\mathbb{R}^{N-1}}$.
Theorem B.6. Assume $p \geq p_{\mu}$ or $q_{\mu} \leq q<2$. Let $K \subset \partial \Omega$ be compact such that one of the following holds:

$$
\begin{aligned}
& C_{2-\frac{1+\alpha}{p^{\prime}}, p^{\prime}}^{\mathbb{R}^{N-1}}(K)=0 \quad \text { if } p \geq p_{\mu} \text {, } \\
& C_{\frac{\alpha+1}{q}-\alpha, q^{\prime}}^{\mathbb{R}^{N-1}}(K)=0 \quad \text { if } q_{\mu} \leq q<2 \text { and } q \neq \alpha+1 \text {, } \\
& C_{\varepsilon+1-\alpha, q^{\prime}}^{\mathbb{R}^{N-1}}(K)=0 \quad \text { if } q=\alpha+1 \quad \text { for some } \varepsilon \in\left(0, \min \left\{\alpha+1, \frac{(N-1) \alpha}{\alpha+1}-(1-\alpha)\right\}\right) .
\end{aligned}
$$

Then any nonnegative solution $u \in C^{2}(\Omega) \cap C(\bar{\Omega} \backslash K)$ of equation (B.1) satisfying (1.20) is identically zero.

## B. 2 Source Case

Theorem B.7. Assume $g(u,|\nabla u|)=|u|^{p}+|\nabla u|^{q}$ with $p>1$ and $\frac{\alpha+1}{N+\alpha-1}<q<\frac{1+\alpha}{\alpha}$. Assume one of the following conditions holds.
(i) There exists a constant $C>0$ such that, for every Borel set $E \subset \partial \Omega$,

$$
v(E) \leq C \min \left\{\operatorname{Cap}_{1-\alpha+\frac{\alpha+1}{p}, p^{\prime}}^{\partial \Omega}(E), \operatorname{Cap}_{-\alpha+\frac{\alpha+1}{q}, q^{\prime}}^{\partial \Omega}(E)\right\} .
$$

(ii) There exists a positive constant $C>0$ such that

$$
\begin{array}{rlr}
\mathbb{N}_{2 \alpha, 2}\left[\delta^{\alpha(p+1)} \mathbb{N}_{2 \alpha, 2}[v]^{p}\right] \leq C \mathbb{N}_{2 \alpha, 2}[v]<\infty & \text { a.e. in } \Omega, \\
\mathbb{N}_{2 \alpha-1,1}\left[\delta^{(\alpha-1) q+\alpha} \mathbb{N}_{2 \alpha-1,1}[v]^{q}\right] \leq C \mathbb{N}_{2 \alpha-1,1}[v]<\infty & \text { a.e. in } \Omega .
\end{array}
$$

Then there exists $\varrho_{0}=\varrho_{0}(N, \mu, p, q, C, \Omega)>0$ such that if $\varrho \in\left(0, \varrho_{0}\right)$, then problem ( $P_{\underline{\varrho}}{ }^{v}$ ) admits a weak solution $u$ satisfying (1.23).
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