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Abstract

In this paper, we discuss the trade-o¤ between specialization and coordination in an orga-

nizational design problem. Most papers on the assignment of heterogeneous managers to

di¤erent hierarchic levels emphasize the role of talent: better managers should be on top of

hierarchies. However, this requires talent to be measured on an one-dimensional scale. In

this paper, we explore the implications of allowing talent to have two dimensions: breadth

and depth. Specialists have deep knowledge of few areas while generalists have narrow knowl-

edge of many areas. When perfect communication is impossible, hierarchies arise in which

generalists are at the top and specialists are at the bottom. We propose a model of imperfect

communication and discuss its implications for organizational design, the optimal degree of

centralization and the depth of hierarchies. We show that our model also implies plausible

organizational structures, like balanced hierarchies and pyramidal structures.



1 Introduction

It is widely believed that coordination limits specialization. However, this fact has not been

fully explored in the economic literature. One exception is Becker and Murphy’s (1992)

paper. They view coordination costs as a much more important force limiting specialization

than Adam Smith’s extent of the market. In their model, coordination costs increase with

specialization, eventually making it uneconomical. But why is it so? What is so special about

specialization that makes coordination so di¢cult? This question cannot be answered with

Becker and Murphy’s framework. In their model, coordination costs are a black box, much

like neoclassical …rms. In this paper, we propose to open this box and analyze coordination

costs in detail.

Why do we want to open this black box? We believe that coordination costs are at the

heart of recent changes in the specialization of work and in the use of managers. For exam-

ple, despite the secular increase in the division of labor, the recent increase in the use of job

rotation and work teams is consistent with a decrease in specialization (see Möbius,1999).

If coordination costs are driving the recent changes in the degree of specialization, why are

coordination costs increasing? Another example is the increased use of managers. Managers

are coordinators, therefore the demand for managers should depend on the need for coor-

dination. Evidence shows that the ratio of production to non-production workers has been

steadily decreasing over time (See Radner, 1992), suggesting that coordinating production

has become a more complex activity. But if we do not understand what coordination costs

really are, we cannot understand this fairly robust evidence.

In this paper we study one type of coordination cost that is motivated by evidence from

psychological and organizational behavior literature: imperfections in communication. We

model imperfections in communication as arising from heterogeneity in knowledge. More

speci…cally, individuals that have knowledge about di¤erent things will …nd it di¢cult to

communicate among themselves. There is compelling evidence from psychology and orga-
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nizational behavior literature that supports this assumption (see Heath and Staudenmayer,

2000). We take communication problems arising from di¤erential knowledge as our main as-

sumption, and then ask what are its implications for an information-processing organization.

We discuss the trade-o¤ between specialization of knowledge and communication costs, the

role of top and middle managers, and the optimal design of hierarchies.

In order to understand the e¤ects of imperfect communication, we should isolate it from

other imperfections, therefore we ignore incentive alignment (or agency) problems. This sep-

aration between coordination and incentive issues is standard. The team theory approach to

organizational problems (e.g., Marschak and Radner, 1972) focuses on imperfect information

transmission when preferences are aligned, while the principal-agent approach (e.g., Holm-

strom, 1979) focuses on imperfect preferences alignment when information transmission is

perfect. This separation is not without costs, and the integration of the two approaches is a

promising topic for future research.

Our …rst result, which follows almost immediately from the assumptions, is that the

trade-o¤ between specialization and communication implies that there is economic value to

generalist workers. Generalists might not be as good as specialists in the acquisition of

new information, but they are better in communicating it. We then show that the division

of labor will imply that some agents will specialize in production while others specialize

in the transmission of information. As a consequence, information ‡ows from specialists

to generalists. In terms of organization structure, generalists are at the top of hierarchies

while specialists are at the bottom. This seemingly intuitive result is in sharp contrast with

the theoretical literature on the assignment of heterogeneous agents to di¤erent hierarchical

levels. The literature emphasizes the role of talent or ability as the main determinant of

rank (see Rosen, 1982). We argue that this one-dimensional characterization of knowledge

is too narrow and suggest a two-dimensional characterization instead: knowledge may di¤er

in both breadth and depth. Due to limited cognitive capabilities, when persons invest in

acquiring deeper knowledge about some things, they have to sacri…ce the breadth of their
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knowledge, and vice-versa. Therefore, the cognitive impossibility of knowing too much about

too many things implies some people will specialize in knowing to much while others will

specialize in knowing too many things. There is no sense in which one is more talented than

the other. Still, generalists are better in information processing and decision-making and

they are naturally assigned to higher ranks.

This implication seems to be con…rmed by casual evidence. In most organizations, persons

with di¤erent types of knowledge are assigned to di¤erent hierarchical levels. For instance,

it is common for the top management of a given …rm to have an MBA-type of education,

while at the lower level of the decision process one usually …nds specialists in production or

research. As a general trend, top managers have more general knowledge about the activities

in the …rm, in the sense that they know at least a little bit about each activity, while persons

at the lower hierarchical levels have more specialized knowledge, that is, they have a deeper

understanding of some few areas.

Our model also endogenously generates pyramid-like hierarchies with generalists at the

top and specialists at the bottom. We show that the role of middle managers is to aggregate

the information they receive from lower levels and then report it to the top management.

Middle-managers are semi-specialized workers that function as translators of information

sent by production workers to top decision makers. Therefore, the optimal number of layers

in a hierarchy is determined by the available communication technology.

Our model implies a sharp trade-o¤ between centralized and decentralized decision pro-

cesses. In centralized organizations, the decision maker will have coarse information about

many activities, while in decentralized ones the decision maker will have precise information

about few activities, but no information about most of them. Which type of organization

will prevail will depend then on how important the interaction among the activities is in

determining the organization’s payo¤. Resulting from this trade-o¤, we …nd that centraliza-

tion is more likely to occur the higher is the prior uncertainty about the activities and the

better is the communication technology. These are, in principle, testable implications.
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2 Literature Review

The pioneering work on the problem of the assignment of heterogeneous agents to di¤erent

hierarchic levels is due to Rosen (1982). He developed a theory that explains the joint

distribution of …rm sizes and managerial compensation, based on the empirically observed

fact that both are skewed to the right. The main idea in his paper is that slight improvements

in upper levels decisions have an enormous in‡uence on the productivity of subordinates.

In his model, managers have two functions: supervision and management. Management

involves choices and command, and has increasing returns to scale, since it does not depend

on the number of subordinates. Supervision depends on the number of subordinates, so it

does have decreasing returns to scale: it is the factor that prevents the …rm from expanding

inde…nitely. Managers are embodied with di¤erent abilities. Higher quality managers both

manage and supervise more e¢ciently. As an equilibrium result, better managers will be at

the top, “Greater managerial talent commands greater resources” (p.317).

In a recent paper, Garicano (1999) addresses a similar question in a model that allows

for managers to acquire di¤erent types of knowledge. As an equilibrium result, individuals

at the bottom solve more common and easy problems, while individuals at the top solve

di¢cult and rare problems. Superiors only act when asked questions from subordinates.

Knowledge does not overlap, so superiors do not know what subordinates know, but there

is a clear ranking of managerial talent.

Many other papers that address the problem of organization design assume homoge-

neous agents (see for example Sah and Stiglitz 1986, 1988, Radner 1992, 1993, Bolton and

Dewatripont 1994, Van Zandt 1999).1 They were not constructed to answer the questions

we address in this paper, but mainly to stress the advantages of parallel over sequential

1Sah and Stiglitz (1986,1988) do work with heterogeneous agents in a ex post sense, since in their model

di¤erent agents end up making di¤erent decisions. However, this heterogeneity is not known ex ante, so it

cannot be used to assign persons to di¤erent positions in the organization.
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processing.2 An important exception is the model of Prat (1997). Prat allows for di¤erent

processors to have di¤erent capacities. As a result, higher capacity processors are assigned

to higher hierarchic levels. A processor with a higher capacity is a metaphor for an abler

manager. Therefore, again the equilibrium result implies abler managers assigned to higher

levels.

In these models, a similar result arises, which says that individuals at higher hierarchic

levels are abler or more “talented” (Rosen, Prat) or “solve more di¢cult problems” (Gari-

cano). These results do have empirical content, but they require knowledge to be measured

in a one-dimensional scale, so one can say which manager has more talent, or which problems

are more di¢cult to solve. In this paper, we develop a model in which knowledge has two

dimensions, and there is a trade-o¤ between them. Therefore, there is no clear sense in which

a person can be said to be more talented or better at solving di¢cult problems than another

one.3

Harris and Raviv (1999) recently developed a model to explain the choice between hierar-

chies and matrix forms that has some of the elements of our analysis. They assume that each

manager is capable of detecting and coordinating interactions only within his limited area of

expertise, which is similar to our assumptions. However, even though middle managers have

di¤erent coordination expertise, they assume that the CEO can coordinate any interaction.

In this sense, CEO is still more talented then middle managers. It is the variable cost of the

CEO that prevents using him all the time.

Hart and Moore (1999) developed a rather di¤erent model of hierarchies, in which they

2Sah and Stiglitz are concerned with minimizing di¤erent types of errors in decision making, while Radner

and Van Zandt are concerned with reducing delay in information processing. In Bolton and Dewatripont’s

(1994) paper, specialization makes agents better processors of information.
3Garicano’s model is actually closer to ours than the others, in the sense that one of his results is that

knowledge of two di¤erent classes of people does not overlap, so there are things that managers know that

their superiors do not know. We get this last result as well, but we actually require knowledge to overlap at

least to some extent, in order to make communication feasible.
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use the “authority approach”, meaning that subordinates only act when coordinators tell

them to. (In Garicano’s and Harris and Raviv’s papers, for example, the coordinator acts

only when subordinates ask her to). Managers are assumed to have command over a given

number of assets. If a manager has an idea about a way of coordinating di¤erent assets

under her control, she can implement the idea. If she does not have an idea, she can always

delegate the authority to implement ideas to a subordinate. Their critical assumption is

that the probability of having an idea is decreasing in the set of assets being looked after.

In their own words, “coordinators are not supermen”. This assumption is very similar to

our trade-o¤ between depth and breadth of knowledge. However, they assume that agents

are homogeneous, but have control over di¤erent assets. Individuals are assigned to a set of

assets, and then their main theorem says that individuals looking after more assets should

be senior to the ones with less assets. But who should be assigned to which asset? This

assignment is not related to any measure of previous knowledge that the agents might have.

And this is actually the problem that this paper is trying to address.

Another recent paper that have some similarities to this one is Vayanos’s (1999). In his

model, top managers process more aggregated information, while managers at the bottom

process only local information. There are synergies or interactions between areas, which

means that one agent’s information is relevant to agents in other parts of the organization.

The two crucial assumptions are that aggregation results in loss of useful information and that

agents are limited in processing information. Speci…cally, his problem is one of constructing

a portfolio of assets, given that each agent can only analyze up to k assets (but it does not

matter which assets). Communication can only occur in hierarchic channels, and only limited

information about each agent’s portfolio can be transmitted to superiors. But individuals are

homogenous ex ante, so one does not get implications for the assignment of people to di¤erent

levels. When he allows for some agent to be less skilled, in the sense of being able to process

fewer assets, his conclusions are either that it does not matter to each level the less talented

agent is assigned or that the agent should be at the top. His implications for organization
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design are also quite di¤erent from ours. First, he assumes hierarchic structures. Second,

his main result is that every manager will have at most one subordinate. In this paper, we

allow for non-hierarchic forms of organization and show that they might be optimal. Also,

our typical optimal structure is usually pyramidal, with managers having more than one

subordinate.

Aghion and Tirole (1997) and Baker, Gibbons and Murphy (1999) modeled the relation

between information and allocation of decision rights. Similarly to our model, the more

informed an agent is, the better she is in making decisions. Their main trade-o¤ is that

delegation of authority might induce people to better use their information, but it creates

agency costs. In our model, there are no agency problems, but agents have di¤erent types

of knowledge and cannot communicate perfectly. Therefore, in the assignment of decision

making rights to managers, one should take that into account.

3 Framework

3.1 Knowledge

Suppose there are n activities, or areas of expertise. Activities are represented by i.i.d.

random variables4 X1; X2; :::; Xn that are normally distributed with mean ¹ and variance

¾2. There are two categories of individuals: specialists and generalists. Roughly speak-

ing, specialists have knowledge of only one given area of expertise, while generalists have

knowledge of more than one area of expertise. Let us call the set of all possible activities

by N = f1; 2; :::; ng : Let A be a non-empty subset of N . We call an A-generalist an indi-
vidual that has knowledge of the activities in A only. If A is a singleton, i.e. A = fig, an
A-generalist is a specialist in activity i, in which case we call her an i-specialist. Therefore,

generalists can be of
Pn

j=2

¡
n
j

¢
types. We call #A the cardinality of an A-generalist, which is

4We denote the realization of a random variable Xi by its lowercase counterpart xi.
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the number of elements in A. In some cases, it will be convenient to characterize a generalist

by its cardinality. For example, we will use the term 3-generalist to refer to any generalist

with cardinality 3.

3.2 Communication Technology

Every individual in this economy can send and receive reports about each activity. The

assumption is that communication is imperfect. As Arrow noticed, “if this were not so, there

would be no reason not to transfer all information on the availability of the resources and

the technology of production to one place and compute at one stroke the optimum allocation

of resources” (Arrow, 1982, p.1). We model imperfect communication by assuming that the

quality of the received report depends on the knowledge gap between the sender and the

receiver. The idea is that when persons with the same level of expertise communicate among

themselves, no noise is introduced. However, when someone gets a report from a person

with a narrower knowledge of a given set of activities, she can only get a noisy signal of

the message sent. Equivalently, one could say that generalists can only process aggregated

information, while specialists can process disaggregated information about fewer activities.5

There are arguably two types of noise introduced when two persons communicate with

each other: one is generated by the sender of the message and the other is generated by the

receiver.6 The receiver cannot fully understand the message because of cognitive limitations.

We assume that the more the receiver knows about the nature of the activity that she is

getting reports on, the better she can understand the reports, therefore the smaller is the

noise she introduces in the communication process. The noise introduced by the sender

5Information aggregation is the origin of imperfect communication in Vayanos’s (1999) paper. Di¤erently

from our model, however, the ability to process disaggregated information in his model does not depend on

the agents’ type of knowledge.
6“The bounded rationality of economic agents means that there are limits on their ability to communicate,

that is to formulate and send messages and to read and interpret messages” (Van Zandt, 1998).
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arises from her inability to perceive the limitations of the receiver. Since the sender is

uncertain about which type of information the receiver will be able to process, she might

choose the “wrong” communication devices, like using di¢cult concepts or lines of exposition

that are not quite suited for the receiver. It is important to know your audience in order

to communicate well. For example, an economist can be sure that another economist with

a similar background will understand most of the economic jargon that she uses. However,

if the same economist is reporting to an MBA, she will be less certain about what type of

exposition she will have to do. If she is reporting to an engineer instead, this uncertainty

will be even higher. Thus, we assume that the more “similar” (in a sense to be de…ned later)

the knowledge of the sender and the receiver are, the smaller is the noise introduced by the

sender in the communication process. That is, alike people think alike. The more you know

someone, the better you are able to adapt your reports in order to make it easier for the

receiver to understand.

We can pool the two types of noise into one, by simply assuming that this noise depends

on the knowledge gap between the sender and the receiver. Formally, let sAi be the report

about activity i sent by a type A person. If a type B person is the receiver, her reading of

the report will be7

rBAi = sAi + ®
¡
dBAi

¢
ui (1)

where ui » N (0; ¾2u). ® (:) is a measure of the precision of the communication, which

depends on the distance in knowledge between the sender and the receiver. We assume

that individuals can only report the signals that they have received from other persons or

from nature. That is, individuals cannot choose which signal they will send (this is just a

simpli…cation). Equation (1) can be easily interpreted in terms of aggregation of information.

While agent A knows the two pieces of information, sAi and ®
¡
dBAi

¢
ui, agent B can only

process the aggregated signal rBAi , which is the sum of the information bits known by A.

7We will use Ri to di¤erentiate the random variable from its realization ri, when this distinction is

important.
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The extent to which aggregation distorts the original message is assumed to depend

on the knowledge gap between the sender and the receiver, as argued above. We de…ne a

measure of distance in knowledge as following

dBAi =

8<: max f#B ¡#A; 0g ; if i 2 A \B
1; if i =2 A \B

(2)

where #X is the number of elements in X. The interpretation of equation (2) is easier than

it might seem at …rst glance. If both agents have some knowledge of the considered activity

(i.e., if i 2 A \ B), the distance in knowledge increases with the di¤erence in the degree
of specialization of the sender as compared to the receiver (#B ¡#A), when the sender is
more specialized. If the sender is less specialized than the receiver (i.e., #B < #A), then

the receiver should have no problem in understanding the message, therefore the distance is

zero. If i =2 A\B, either the sender or the receiver (or both) are completely unable to process
information about the activity, so we set the distance in knowledge to be in…nite in this case.

It is also important to notice that the error in communicating ®
¡
dBAi

¢
ui does not depend

on anything speci…c to the sender nor the receiver, except for their types. Therefore, two

di¤erent agents with the same type A will generate exactly the same error when reporting

to B (note that ui does not vary across agents, only across activities).

The intuition is that the greater the distance in knowledge between the sender and the

receiver, the less precise is the report as read by the latter. We formalize this by making the

crucial assumption that ® : f0; 1; :::; ng[ f1g ! [0;1) is a strictly increasing function. We
also assume some boundary conditions ® (0) = 0 and ® (1) =1.

3.3 The Organization’s Objectives

The organization has to decide whether to undertake a project or not. If the project is

undertaken, there is a …xed cost of c, otherwise there are no other costs. If the project is
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undertaken, the ex post pro…ts are given by

¼ =
nX
i=1

xi ¡ c (3)

The timing of the decision process is as following. There should be at least one specialist

involved in activity i in order to generate a reading of Xi. By assumption, generalists cannot

get readings from nature. Each i-specialist will observe the realization xi. Then, they are free

to report to any other members of the organization. Everyone that received a report can also

send reports to other members. After all reporting is done, one member of the organization,

that has formal authority over the project, will decide whether or not to undertake the

project.

The organization design problem thus consists in (i) deciding how many individuals

will join the organization, (ii) which types of knowledge the members will have, (iii) who

reports to whom, and (iv) who has the authority to decide. The goal is to maximize ex

ante expected pro…ts. It is assumed that every member acts in the interest of the team (no

agency problems), the costs or reporting and adding members is zero and there is no delay.

However, in the discussion that follows, in most cases we will be implicitly assuming

away structures that have redundant members (that is, members that do not convey useful

information or do not improve upon the existing amount of information ).

4 Finding Optimal Structures

Here we address the question of organization design. First, we need to de…ne what we mean

by structure.

De…nition 1 An organizational structure consists of

² a set of m members M = fm1; :::;mmg in which every element of M is a subset of N ;

i.e., mi 2M ) mi µ N .

11



² a reporting correspondence R : M ! M , such that R (mi) µ M is the set of members

that receive reports from member mi 2M (if some member mk does not send reports,

R (mk) = ;).

² a decision maker m¤ 2M , which is the member who has the formal authority over the
project.

This de…nition uses the fact that all agents are completely characterized by their types,

which are subsets of N:

In order to compare di¤erent structures, we need some criteria to choose among struc-

tures that lead to the same expected pro…ts, but with di¤erent numbers of members and

reports. The most natural way is to impose some costs of adding managers and some costs

of reporting. However, it would be easier to ignore these costs to focus on structures that

have the best information processing properties. Other types of costs that we are ignoring

for now are the costs of acquiring knowledge and the costs of delay. We postpone to section

6 the discussion about the e¤ects of allowing for some of these costs on our results. However,

in the discussion that follows, in most cases we will be implicitly assuming away designs that

have redundant members (that is, members that do not convey useful information).

4.1 The Flat Hierarchy

In this section, we restrict ourselves to a world in which only n + 1 types of knowledge

are available: specialists in each activity and N -generalists (i.e., generalists that have some

knowledge about all n activities). We then show that there is only one possible type of

hierarchy in this world, the so-called ‡at hierarchy: all lower-level workers report directly to

one single manager. In other words, there are no middle managers. We consider this case

here …rst mainly for simplicity, and postpone the discussion of hierarchies with many layers

to the next section. Much of the intuition can be gained by considering this simpler case,

and the results in the following sections are simple generalizations of the results in this one.
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The following lemmas are straightforward.8

Lemma 1 Specialists should never receive reports.

Lemma 2 N-generalists should never send reports.

Therefore, only communication between generalists and specialists will be considered.

The distance in knowledge between any specialist and the N -generalist is dNii = n ¡ 1. To
simplify notation, we denote ® (n¡ 1) = ®.
Now there are four questions we want to address: (1) How many agents should the

organization employ? (2) What are their types (generalists or specialists)? (3) What is the

optimal reporting structure? (4) Who should be the decision maker?

Suppose …rst that a specialist is the decision maker. By Lemma 1, we know that in

such case the decision maker will receive no reports and will have to decide whether to

undertake the project based only on her own information. Therefore, if an i-specialist makes

the decision, she will undertake the project if and only if

E [¼ j Xi = xi] = xi + (n¡ 1)¹¡ c ¸ 0 (4)

That is, she will undertake the project when its expected pro…ts are nonnegative, given

her private information on Xi. Therefore, ex ante expected pro…ts are

E (¼) = [1¡©(a)] fE (Xi + (n¡ 1)¹¡ c j Xi + (n¡ 1)¹ ¸ c)g (5)

where a = c¡n¹
¾
and ©(:) is the standardized normal cdf.9

On the other hand, in an organization in which a generalist is the decision maker, getting

reports from others will never make the decision maker less informed and it will sometimes

make her better informed. Therefore, she should combine the signals (reports) that she

8All proofs of lemmas and propositions are in the Appendix.
9For details, see the proof of Proposition 1 in the appendix.
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gets with her prior knowledge about the probability distributions in a Bayesian manner, in

order to decide whether or not to undertake the project. Therefore, if an N-generalist is the

decision maker, receiving reports on the n activities, then the project will be undertaken if

and only if

E [¼ j (R1; :::; Rn) = (r1; :::; rn)] = n¹+
nX
i=1

¯i (ri ¡ ¹)¡ c ¸ 0 (6)

where ri is the reading the decision maker gets about activity i and ¯i is the optimal weight

that she will give to the report about activity i, as in standard signal-extraction problems.

By Lemma 2, in an optimal structure the generalist can only receive reports from specialists.

Ex ante expected pro…ts are

E (¼) = [1¡©(b)]E
"

nX
i=1

Xi ¡ c j n¹+
nX
i=1

¯i (Ri ¡ ¹) ¸ c
#

(7)

where b = c¡n¹
¯
p
n(¾2+®2¾2u)

:10

Therefore, there could be only two possible structures. In a specialist-managed organi-

zation (smo), expected pro…ts are given by (5), one specialist is the decision maker, there

are n specialists and no generalists, and no reporting. In a generalist-managed organization

(gmo), expected pro…ts are given by (7), one generalist is the decision maker, there are n

specialists and one generalist, and all specialists report to the generalist.11 Now we shall

compare the two possible structures.

Proposition 1 (The Demand for Generalists) The generalist-managed organization is

no worse (no better) than a specialist-managed organization if and only if n ¸ 1 + ®2¾2u
¾2³

n · 1 + ®2¾2u
¾2

´
.

Then, the following results are straightforward.

10Again, see the appendix for details.
11Here we are ignoring redundant members.
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Corollary 1 If the prior uncertainty about the activities (¾2) is su¢ciently high, it is opti-

mal to have a generalist manager (everything else constant).

The intuition behind this result is that, with more ex ante uncertainty, the less useful

is the knowledge of the prior distribution of the activities. Therefore, Bayesian generalist

managers will give less weight to the prior distribution and more weight to the reports

they receive when constructing their posteriori distributions. But specialists do not get any

reports (see Lemma 1), so they have to make decisions based only on the priors. Therefore,

their decision rules will not adjust to re‡ect this increase in risk, while the decision rule of

the generalist will optimally respond and give less weight to the prior.

Corollary 2 If the communication technology is su¢ciently precise (low ®2¾2u), it is optimal

to have a generalist manager (everything else constant).

The intuition is that if communication is very precise, the solution with one generalist

manager will be very close to the full information solution.

In what follows, we want to focus on generalist-managed organizations. Therefore we

assume the following:

Assumption A.1 n ¸ 1 + ®2¾2u
¾2

The following corollary is just a restatement of Proposition 1.

Corollary 3 (Optimality of Flat Hierarchies) If Assumption A.1 holds, an optimal

organizational structure will have n+ 1 members such that

1. There are n specialists, one for each activity, and one generalist;

2. All specialists report to the generalist;

3. The generalist is the decision maker.
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4.2 Comparing Flat Hierarchies

In the previous section, we showed the conditions under which it would be optimal to have

a ‡at hierarchy with an N-generalist as the top manager. In this section, we assume that

all n types of knowledge are feasible. That is, individuals can be either specialists or one of

the
Pn

j=2

¡
n
j

¢
types of generalists. The question now is How can we compare ‡at hierarchies

with di¤erent types of generalists at the top?

Let an A-generalist be the decision maker, receiving reports from n specialists. Without

loss of generality, if #A = kA · n, we de…ne A to be A = f1; 2; :::; kAg. Then the project
will be undertaken if and only if

E [¼ j (R1; :::; RkA) = (r1; :::; rkA)] = n¹+
kAX
i=1

¯A (ri ¡ ¹)¡ c ¸ 0 (8)

where ¯A =
¾2

¾2+®2A¾
2
u
, ®A = ®

¡
dAii
¢
; 8i 2 A. Thus, the probability of undertaking the project

is12

1¡ ©(bA) (9)

where bA =
c¡n¹p
kA¯A¾

.

The ex ante expected pro…ts in this case will be

[1¡ ©(bA)] (n¹¡ c) +
p
kA¯A¾Á (bA) (10)

Now the problem is to …nd the degree of specialization of the top manager k that maxi-

mizes ex ante expected pro…ts. It is important to realize the nature of the relevant trade-o¤

here: broadening the knowledge of the top manager (increasing kA) will allow her to get

readings from a larger set of activities, but at a cost of reducing the precision of her readings

(since dAii will increase,8i 2 A). We state that formally as
12The derivations of equations 9 and 10 follow the same steps as in the proof of Proposition 1, and therefore

are omitted.
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Proposition 2 (Comparison of Flat Hierarchies) Let A and B be any two generalists

with cardinality kA and kB, respectively. A ‡at hierarchy with A at the top is preferable to a

‡at hierarchy with B at the top if and only if

kA
kB
¸ ¾2 + ®2A¾

2
u

¾2 + ®2B¾
2
u

(11)

Notice that condition (11) is just a generalization of Assumption A.1. To see this, notice

that the cardinality of an N -generalist is n, while the cardinality of a specialist is 1. Since

®i = 0, substituting n for kA,1 for kB, ® for ®A and 0 for ®B, we get Assumption A.1.

Given (A.1), the solution of choosing kA that maximizes (10) will be k¤ such that N ¸
k¤ > 1. If k¤ is strictly less than N , we have that the top manager does not get any readings

from a set of N ¡ k¤ activities. Instead of imposing a series of conditions like (11), we can
always rede…ne N 0 = k¤ and c0 = c ¡ (N ¡ k¤)¹, so the top manager will always be an
N 0-generalist, being N 0 the number of all activities in the organization that are accountable

to the top manager. In this case, we can safely ignore a set of N ¡N 0 activities that are out

of the control of the top manager. Thus, we can assume without loss of generality that the

top manager will always have knowledge about all accountable activities in the organization;

that is, all activities that actually report to someone. Given this result, in what follows we

will always assume that N 0 = N .

4.3 Multiple Levels of Managers

Keeping assumption A.1, it is clear by Proposition 1 that a ‡at hierarchy (one in which

every specialist reports directly to the same manager, which is an N -generalist) is better

than no hierarchy at all. The question now is whether the availability of semi-generalists

can improve upon the ‡at hierarchic structure. It is clear that, if semi-generalists are to be

used at all, they should be intermediaries between the top manager (the N-specialists) and

the specialists. We state that formally as
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Proposition 3 (Knowledge and Rank) A B-generalist receives reports about activity i

from A-generalists only if i 2 A \ B and #B > #A. In words, managers with more

specialized knowledge are subordinates to agents with less specialized knowledge.

Then it is clear that the role of the middle managers is to reduce noise in communication.

Let an A-generalist of cardinality k be an intermediary between the k specialists and the

N -generalist. The report that N will get from A about activity i is (recall the assumption

that individuals can only report the signals that they receive)

rNAi = sAi + ®
¡
dNAi

¢
ui = xi + ® (k ¡ 1)ui + ® (n¡ k)ui (12)

If the top manager gets her report directly from the i-specialist, her reading will be

rNii = sii + ®
¡
dNii
¢
ui = xi + ® (n¡ 1)ui (13)

Since the middle manager is a means through which information ‡ows from bottom to

top, introducing the middle manager of type A to receive a report about i from the i-specialist

and then send it to the top manager is better than the ‡at hierarchy if and only if

® (k ¡ 1) + ® (n¡ k) < ® (n¡ 1) (14)

We generalize the previous argument in the following proposition.

Proposition 4 (Middle Management) Take any given organizational structure. Say that

manager A reports to manager B. If #B ¡ #A = 1, than no middle manager should be

introduced between the two (see Proposition 3). If #B ¡#A > 1, a middle manager C with
#B > #C > #A should be introduced between the two if and only if there is at least one i

such that i 2 A \B \ C and ® (#B ¡#C) + ® (#C ¡#A) < ® (#B ¡#A).

It is clear that the main determinant of middle management is the shape of the “precision”

function ® (:). The economic reasoning behind this result is easily understood. Consider
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equation (14). It says that if two persons with a big distance in knowledge between them

communicate with each other, the noise introduced is greater than the one generated when

someone is introduced between them to “…lter” the information. Of course, the middle

manager cannot be so far away from the two extremes (in terms of knowledge) in order for

this …ltering to occur.

When Assumption A.1 holds, the following results are immediate from Proposition 4.

Corollary 4 If the precision function is subadditive, then the optimal structure is the ‡at

hierarchy.

Corollary 5 If the precision function is strictly superadditive, then the optimal structure

has n layers of management.

5 Characteristics of Optimal Structures

In this section, we discuss in more detail some additional properties of optimal structures.

First, we need some few de…nitions. In what follows, we would like to be as close as possible

to the de…nitions encountered in the literature, in order to facilitate comparisons with our

results. Unfortunately, there is no generally agreed terminology for describing the charac-

teristics of organizational structures. We take as our benchmark the work of Radner (1993),

both because of its rigorously de…ned concepts and because of its in‡uence on other works.

We also explain the di¤erences between our de…nitions and the ones found in the literature,

whenever those di¤erences are signi…cant enough.

De…nition 2 A structure is hierarchic if the reporting correspondence R : M ! M is a

function. In words, in a hierarchy, every subordinate reports to at most one manager.

Non-hierarchic forms occur when at least one of the managers report to more than one

superiors, like in matrix forms. This de…nition is implicitly adopted by most papers on

19



organization design.13

De…nition 3 We say that a structure has li levels of managers in activity i if information

about i has to pass through li ¡ 1 managers before it reaches the decision maker.

De…nition 4 A structure is strictly balanced if all activities have the same number of

levels of managers l and all managers of the same level have the same number of immediate

subordinates.

Since Radner was concerned only with hierarchic structures, he only de…ned strictly

balanced hierarchies.14 However, since we want to consider the possibility of non-hierarchic

structures, we extended his de…nition of strictly balanced structures to include non-hierarchic

structures as well. There is no necessary relation between hierarchic and strictly balanced

structures. Figure 1 shows a hierarchic but not strictly balanced structure, while Figure 2

shows a strictly balanced but not hierarchic structure.

Now we are ready to show the following result.

Proposition 5 (Optimality of Strictly Balanced Hierarchies) There always exists a

strictly balanced hierarchy that maximizes expected pro…ts.

It is important to stress that this result does not say that other types of structures are not

optimal. It is possible for matrix structures or structures that have “skip-level” reporting to

be optimal. What Proposition 5 does say is that, as long as only the information processing

properties of structures are important, no improvement can be achieved by deviating from

a strictly balanced hierarchy.

Some classical papers on organizations have assumed strictly balanced hierarchies without

comparing them with other alternatives, like in Beckmann (1960) and Keren and Levhari

(1983). Proposition 5 suggests that this approach may be a reasonable one.

13Radner (1993) and Harris & Raviv (1999) explicitly de…ne hierarchies in this way.
14In Radner’s 1992 paper, he used the term regular instead of strictly balanced.
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As we will see later in this section and in Section 6, introducing costs of hiring managers

or acquiring knowledge may make non-balanced and non-hierarchic structures strictly better

than strictly balanced hierarchies.

Example 1 Let N = f1; 2; 3; 4g, ¾2 = ¾2u = 1: Let the precision function be

®
¡
diBA

¢
=

µ
diBA
3

¶2
(15)

First, notice that Assumption A.1 holds, since n = 4 > 2 = 1 + ®(3)2¾2u
¾2

. Therefore, a

‡at hierarchy with a N-generalist at the top is better than the decentralized solution. To …nd

the optimal structure, we can apply Proposition 4. First, should 2-generalists be introduced?

Consider A = f1; 2g. We have that d1A1 = d2A2 = 1, therefore ® (d1A1) = a (d2A2) = 1
9
. Also,

d1NA = d
2
NA = 2, implying ® (d

1
NA) = ® (d

2
NA) =

4
9
. If specialists communicate directly with

the N-generalist, then d1N1 = d
2
N2 = 3 and ® (d

1
N1) = ® (d

2
N2) = 1. Therefore,

1

9
+
5

9
< 1 (16)

Thus, A should be introduced. The same holds for B = f3; 4g. Now, let us check whether
C = f1; 2; 3g should be introduced. Applying the rule,

® (1) + ® (1) =
1

9
+
1

9
<
5

9
= ® (2) (17)

Thus, C should be introduced, as well as another 3-generalist that has some knowledge

about f4g : Therefore, an optimal structure will have 4 levels of management, as shown in
…gure 3. We could have used Corollary 5 directly: since (15) is strictly superadditive, we

would have four levels of management.

Notice that in this example, this optimal structure is a strictly balanced hierarchy. It

is also interesting to notice that this structure minimizes the number of managers used.

However, this is not a general property of strictly balanced structures, as we can see in the

following example.
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Example 2 Let N = f1; 2; 3; 4; 5; 6; 7g, ¾2 = ¾2u = 1: Let the precision function be

®
¡
diBA

¢
=

µ
diBA
6

¶2
(18)

This example is similar to the previous one: the precision function is strictly superaddi-

tive, therefore the optimal structure has 7 levels of managers. It easy to see that any structure

that minimizes the number of managers in this case has four 2-generalists at the second level

and three 3-generalists at the third level. In order for this to happen, at least one 2-generalist

has to report to two 3-generalists, as shown in Figure 4.

The previous example made clear that a hierarchy is not always the most economical

way of using managers. We have been assuming so far that there are no costs of adding

managers. But this assumption is admittedly false. Any organization should try to compare

the costs of extra managers to the bene…ts they create. Thus, a natural question is: Which

optimal structures minimize the number of managers?15

To address this question, we need a couple of additional de…nitions.

De…nition 5 A structure is balanced if all activities have the same number of levels of

managers l and, among the managers of the same level, at most one manager has fewer

immediate subordinates than some other manager.

This de…nition is based on Radner (1993), but adapted to …t our model. Comparing

De…nitions 4 and 5, we can see that a strictly balanced structure is also balanced, as one

would expect from the terminology we are using. The reason for de…ning balanced structures

15Here we are assuming a lexicographic ordering , in which we …rst look for structures that have the

best information processing properties and then we choose among them the ones with the lowest number of

managers. This procedure is a good approximation if the costs of managers are very low as compared to

the costs of incomplete information. If the costs of managers are substantial, however, one should explicitly

model this trade-o¤.
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in this way is that sometimes it is not possible to have all managers at the same level with

the same number of subordinates, due to integer constraints.

Consider a structure that has l levels in each activity. Let Lj be the set of all managers

at level j (we count levels from bottom to top: 1 is the lowest level, where the specialists

are, and j is the highest level, where we …nd the decision maker).

De…nition 6 A structure is pyramidal if it is balanced and #Lj ¸ #Lj+1, for all j =

f1; :::; l ¡ 1g.

Not all balanced structures are pyramidal, as we can see from Figure 5. Hierarchies do

not imply pyramids: see Figure 1. Also, a pyramid does not imply a hierarchy, as shown in

Figure 6. However, we can show that

Lemma 3 A balanced hierarchic structure is also pyramidal.

Therefore, in a meaningful sense, a pyramid is a weaker concept than a balanced hi-

erarchy.16 Trivially, from Proposition 5 and Lemma 3 we know that we can always …nd

a pyramid that is an optimal structure. The next proposition shows another property of

pyramidal structures.

Proposition 6 (Pyramids minimize the use of managers) Among the class of opti-

mal structures, there always exist a pyramidal structure that minimizes the total number of

managers in the organization.

16Bolton and Dewatripont’s (1994) de…nition of pyramids is equivalent to our de…nition of hierarchy,

therefore di¤erent from our de…nition of pyramids. Their de…nition of regular pyramids is virtually equivalent

to our de…nition of strictly balanced hierarchies. Since their results always rule out non-hierarchic forms,

all their de…nitions are related to hierarchies. We found it useful to disentangle the concepts of hierarchies

and pyramids, being the latter a structure that resembles the geometric form of a triangle, despite of the

structure of reporting. As we can see in Figure 6, even though the structure has a pyramidal shape, it is not

hierarchic.
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This proposition shows a important property of pyramidal structures. Proposition 6 says

that, among structures that have the best information processing properties, pyramids are

the ones that have the lowest costs of using managers. The same cannot be said about

hierarchies, as we saw above.

Sometimes it is claimed that the span of control (de…ned as the number of subordinates

of each manager at a given level) should be decreasing as one goes from lower to higher levels

(see Keren and Levahari,1983). This is not implied by Proposition 6. As a matter of fact,

in an optimal structure that minimizes the number of managers, the span of control will

usually be non-monotonic as one changes levels, as we can see from Figures 3 and 4.

6 Some Extensions

6.1 Restricting the Set of Available Knowledge

We have assumed so far a very simple knowledge technology: there is a trade-o¤ between

the number of activities one has knowledge about and the depth of her knowledge of each

activity. We assumed that the costs of acquiring knowledge depend only on the number of

activities, but not on the activities themselves. That is, acquiring knowledge of f1; 2g is as
costly as of f2; 3g or f1; 3g. However, a more realistic assumption should allow for some set
of activities to be easier to learn than others. For example, say that 1 is an “engineering”

activity (e.g., product design) while 2 and 3 are “managing” activities (e.g., …nance and

marketing). Therefore, is seems natural to postulate that the knowledge set f2; 3g is easier
to acquire than f1; 2g or f1; 3g.
As a simple way of imposing those di¤erent costs, we assume that only a subset of types

S ½ N is available. This restriction can be imposed to generate some realistic structures, as

the following example illustrates.

Example 3 Let N = f1; 2; 3; 4; 5; 6; 7; 8g, and let the precision function be strictly superad-
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ditive. Suppose that there are four divisions in the …rm. Suppose that activity 1 is …nance in

division one, 2 is marketing in division one, 3 is …nance in division two, 4 is marketing in

division two, and so on. Suppose now that the only types of knowledge available are CEO-type

of knowledge N = f1; 2; 3; 4; 5; 6; 7; 8g, …nancial knowledge f1; 3; 5; 7g, marketing knowledge
f2; 4; 6; 8g, division-speci…c knowledge [f1; 2g ; f3; 4g ; f5; 6g ; f7; 8g] and specialized knowl-
edge. Then, the optimal structure will have a mix of matrix and hierarchic features, as

shown in Figure 7. Specialists in each division will report only to their division managers.

Division managers will report both to the …nancial and the marketing manager. Financial

and marketing managers will report only to the CEO.

6.2 Authority Delegation

We have assumed, for simplicity, that all activities have the same prior distribution and

all agents know those priors exactly. This need not be the case. If i-specialists cannot

understand reports about activity j, why should they be able to know anything at all about

j?

In this section, we drop the assumption that everyone knows all prior distributions. We

rationalize that by assuming that those distributions keep changing over time, so i-specialists

are more able to perceive changes in the distribution of i than other specialists or generalists.

As a simpli…cation, we assume that ¾2i , the variance of activity i, is the only parameter that

changes. We assume that they can only assume two values

¾2H > ¾
2
L (19)

For simplicity, we treat only the case in which N = f1; 2g. The timing is as following.
In the beginning of each period, each specialist can observe the variance of the distribution

of their activities. Then, they can report it to the generalist. Generalists can perfectly read

reports about both variances, while specialists cannot read reports about activities other
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than their own.17 After all reporting about variances is done, the decision maker can decide

whether or not to undertake the project, or to delegate the authority over the project to one

of two specialists. If the top manager keeps the authority to herself, she gets reports about

X1 and X2 from the specialists.

Straightforward calculations show that the generalist will keep the authority to herself if

and only if

h
¡
¾21; ¾

2
2

¢ ´ ¯21 ¡¾21 + ®2¾2u¢+ ¯22 ¡¾22 + ®2¾2u¢ ¸ max©¾21; ¾22ª (20)

Otherwise, she will delegate it to the specialist of the activity with the higher variance

(if both have the same variance, she ‡ips a coin).

Example 4 Suppose h (¾2H ; ¾
2
L) < ¾2H ; h (¾

2
H ; ¾

2
H) > ¾2H and h (¾2L; ¾

2
L) > ¾2L. There-

fore, the optimal allocation of authority is to keep the authority with the generalist in states

f(¾2L; ¾2L) ; (¾2H ; ¾2H)g, give the decision to the 1-specialist when (¾2H ; ¾2L)happens and to the
2-specialist when (¾2H ; ¾

2
L)happens.

Notice that in the previous example it is important that formal authority is at the top.

If some specialist, say 1, was responsible for delegating authority, she could not implement

the optimal rule, since this requires knowing the realization of ¾22.

7 Conclusions

[To be done]

17This is inessential. All that is needed is that the generalists’ reading of ¾2i is less noisy than the j-

specialists’ reading of ¾2i .
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Appendix
Proof of Lemma 1

Proof. If anyone reports to a j-specialist about activity i 6= j, she will receive a signal of
in…nite variance since ® (1) =1. Therefore, this signal is useless for the j-specialist, either
for decision making or for further reporting. If an i-specialist reports to another i-specialist,

both will accurately know the realized state xi, but the same information could have been

acquired from production of xi without reporting, so one of the specialists is redundant.

Proof of Lemma 2

Proof. Generalists should not report to specialists, by Lemma 1. Since generalists can not

get readings from nature, they can only send reports if they get reports from other agents.

Therefore, an N-generalist that receive reports from another N -generalist could get the same

information if she gets reports from the latter’s sources, economizing the use of at least one

redundant manager without loss of information. Thus, N -generalists should not report to

other N-generalists.

Proof of Proposition 1

Proof. If a specialist takes the decision, she will undertake the project if and only if (see

equation 4)

xi + (n¡ 1)¹ ¸ c (21)

So the probability of undertaking the project is

Pr (Xi · c¡ (n¡ 1)¹) =

Pr

µ
Xi¡¹
¾

· c¡ n¹
¾

¶
= 1¡ ©(a)

Where a = c¡n¹
¾

and ©(:) is the standardized normal cdf. Thus, the ex ante expected

pro…ts are given by

[1¡ ©(a)] fE (Xi + (n¡ 1)¹¡ c j Xi + (n¡ 1)¹ ¸ c)g =
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[1¡ ©(a)] fE (Xi j Xi ¸ ¡ (n¡ 1)¹+ c) + (n¡ 1)¹¡ cg

Using the formula for the expectation of truncated normal distributions, we get

[1¡©(a)]
½
¹+ ¾

Á (a)

1¡©(a) + (n¡ 1)¹¡ c
¾
=

[1¡©(a)] (n¹¡ c) + ¾Á (a) = Esmo (¼) (22)

Where Á is the standardized normal density function. We denote by Esmo (¼) the ex ante

expected pro…ts of the specialist-managed organization.

On the other hand, if a N-generalist is the decision maker, receiving reports from n

specialists,then she will Bayesian update her expectations over the activities. More precisely,

given (1) we have

xi = ri ¡ ®ui

Therefore,

E [Xi j Ri] = ¹+ ¯ (Ri ¡ ¹)

where

¯ =
cov (Ri; Xi)

var (Ri)
=
cov (Xi + ®ui;Xi)

var (Xi + ®ui)
=

¾2

¾2 + ®2¾2u

Then the project will be undertaken if and only if (see equation 6)

n¹+
nX
i=1

¯ (ri ¡ ¹) ¸ c

Thus, the probability of undertaking the project is

Pr

"
n¹+

nX
i=1

¯ (Ri ¡ ¹) ¸ c
#
=

Pr

"
n¹+

nX
i=1

¯ (Xi + ®ui ¡ ¹) ¸ c
#
=

Pr

"
nX
i=1

¯ (Xi + ®ui) ¸ c + n¹ (¯ ¡ 1)
#
=
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Pr

"Pn
i=1 ¯ (Xi + ®ui)¡ ¯n¹
¯
p
n (¾2 + ®2¾2u)

¸ c+ n¹ (¯ ¡ 1)¡ ¯n¹
¯
p
n (¾2 + ®2¾2u)

#
=

1¡ ©(b)

where

b =
c¡ n¹

¯
p
n (¾2 + ®2¾2u)

=
ap
n¯

Therefore,

a ¸ b,
p
n¯ ¸ 1, ¯ ¸ 1

n
, ¾2 + ®2¾2u

¾2
· n, 1 +

®2¾2u
¾2

· n:

The ex ante expected pro…ts in this case will be

[1¡©(b)]E
"

nX
i=1

Xi ¡ c j n¹+
nX
i=1

¯ (Ri ¡ ¹) ¸ c
#
=

[1¡©(b)]E
"
n¹+

nX
i=1

¯ (Ri ¡ ¹)¡ c j n¹+
nX
i=1

¯ (Ri ¡ ¹) ¸ c
#
=

[1¡ ©(b)]
½
n¹ (1¡ ¯)¡ c+ n¯¹+ ¯

p
n (¾2 + ®2¾2u)

Á (b)

1¡ ©(b)
¾
=

[1¡ ©(b)] (n¹¡ c) + ¯
p
n (¾2 + ®2¾2u)Á (b) = Egmo (¼) (23)

We denote by Egmo (¼) the ex ante expected pro…ts of the generalist-managed organiza-

tion.

Since ¯ = ¾2

¾2+®2¾2u
, we have that

¯
p
n (¾2 + ®2¾2u) =

p
n¯¾

Now de…ne the function

g (x) =

·
1¡©

µ
c¡ n¹
x¾

¶¸
(n¹¡ c) + x¾Á

µ
c¡ n¹
x¾

¶
(24)

Take its derivative with respect to x to get

g0 (x) = ¾Á
µ
c¡ n¹
x¾

¶
> 0
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Now let x =
p
n¯: If x ? 1; Egmo(¼) = g (x) ? g (1) = Esmo (¼) : But

p
n¯ ¸ 1, ¯ ¸ 1

n

, ¾2+®2¾2u
¾2

· n, 1 + ®2¾2u
¾2

· n

Proof of Proposition 2

Proof. Notice that ¯A
p
kA (¾2 + ®2A¾

2
u) =

p
kA¯A¾ and ¯B

p
kB (¾2 + ®2B¾

2
u) =

p
kB¯B¾.

Recall the function g(:) as de…ned in (24). From (10), expected pro…ts under A and

B are given by g
¡p
kA¯A¾

¢
and g

¡p
kB¯B¾

¢
. But since g (:) is an increasing function,

g
¡p
kA¯A¾

¢
7 g

¡p
kB¯B¾

¢,p
kA¯A¾ 7

p
kB¯B¾ ,

p
kA¯A 7

p
kB¯B , kA

kB
7 ¯B

¯A
,

kA
kB
7 ¾2+®2A¾

2
u

¾2+®2B¾
2
u

Proof of Proposition 3

Proof. If i =2 B, the B-generalist will receive will receive a uninformative report, since
®
¡
dBAi

¢
= ® (1) = 1: If i =2 A, the only information that the A-generalist knows is

the prior distribution of i, which is assumed to be known by everyone. Suppose now that

i 2 A \B , but #B · #A, and C be the type from which A got her signal about i (C can

be nature, in which case #C = 1). Then, from 2, we see that dBCi · dACi , therefore B could

get a signal directly from C that would be at least as precise than the one A can get from

C. Therefore, direct communication from C to B yields with no loss of information, so A is

redundant.

Proof of Proposition 4

Proof. Let #B ¡#A > 1, and consider a middle manager C with #B > #C > #A. Sup-
pose there is one i such that i 2 A\B\C and ® (#B ¡#C)+® (#C ¡#A) < ® (#B ¡#A).
Therefore, introducing C will improve the precision of the signal received by B, thus also

improving the precision of the decision maker, which will increase expected pro…ts. Suppose

now that ® (#B ¡#C) + ® (#C ¡#A) > ® (#B ¡#A). Then, the opposite will occur:
introducing C will worsen the precision of the signal, therefore reducing expected pro…ts.

If ® (#B ¡#C) + ® (#C ¡#A) = ® (#B ¡#A) , introducing one more manager does
not change expected pro…ts, thus, from De…nition 2, it is better no to do so. Finally, if
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i =2 A \ B \ C, only signals with in…nite variance can ‡ow from A to B, passing through

C.

Proof of Lemma 3

Proof. Let R (Lj) be the set of superiors of the managers at level j. Since in a hierarchy

every manager has at most one superior, then #R (Lj) · #Lj. But since the structure is

balanced, #R (Lj) = #Lj+1. Therefore, #Lj ¸ #Lj+1.
Proof of Proposition 5

Proof. The proof is by construction. Start with any given optimal structure, not necessarily

strictly balanced nor hierarchic. Say that activity 1 has l1 levels of managers. Let T
j
1 be the

type of the manager in the j level of activity 1. The report received by the decision maker is

r¤1 = x1 +
l1¡1X
j=1

®
³
d
T j¡11 T j1
1

´
u1

Thus, the variance of the noise in communication is"
l1¡1X
j=1

®
³
d
T j¡11 T j1
1

´#2
¾2u

Say that activity 2 has l2 6= l1 levels. Let T ji be the manager on the j-th level of activity
i. Find a set of l1¡ 1 types of managers

©
A1; :::; Al1¡1

ª
such that #A1 = #T 11 ; :::;#A

l1¡1 =

#T l1¡11 and f2g 2 A1 \ ::: \ Al1¡1. In words, that means …nding a set of managers that can
exactly replicate for activity 2 the reporting structure of activity 1. Now, replace the old

reporting structure of activity 2 by R (A1) = R (A2) ; :::; R (Aj) = R (Aj+1) ; :::; R
¡
Al1¡1

¢
=

R (m¤). It has to be true that

l1¡1X
j=1

®
³
d
T j¡11 T j1
1

´
=

l1¡1X
j=1

®
³
dA

j¡1Aj
1

´
¸

l2¡1X
j=1

®
³
d
T j¡12 T j2
2

´
The …rst equality is true by construction. The inequality has to hold, because otherwise

switching to
©
A1; :::; Al1¡1

ª
in the second activity would reduce the variance in commu-

nication noise, increasing expected pro…ts, which cannot be feasible if this is an optimal
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structure. But our labeling of activities 1 and 2 is completely arbitrary and can be reversed,

so we have established that
l1¡1X
j=1

®
³
d
T j¡11 T j1
1

´
=

l2¡1X
j=1

®
³
d
T j¡12 T j2
2

´
Therefore, substituting

©
A1; :::; Al1¡1

ª
for the original managers in activity 2 will not

reduce expected pro…ts, so the resulting structure is still optimal. By applying the same

procedure to all other activities 3; :::; n, we end up with an optimal structure that has l1

levels of managers in each activity.

To transform the previous structure into a hierarchy, we use a simple procedure. Without

loss of generality, suppose a given managerA reports activity 1 to one managerB and activity

2 to another C. Then, the information about the two activities will follow di¤erent paths

until they reach the top. But then we can …nd a manager of type D such that A ½ D

and #D = #B (this is always possible, since from Proposition 3 we know that in this case

#B > #A), so now A can report only to D about activities 1 and 2. We then keep the

path for activity 1 unchanged, while we change the reporting structure of 2 in the same way

described above when we constructed the symmetric design. For the same reasons described

above, this cannot a¤ect expected pro…ts. Then, one can repeatedly apply this procedure

to all managers until everyone reports to only one superior, so one would have an optimal

structure that is a hierarchy.

Now we have an optimal structure that is an hierarchy and has the same number of levels

in each activity. Suppose now that in some level j not all managers have the same number

of subordinates. By adding new managers to that level, one can always reduce the number

of subordinates of the managers who have more of them until all managers are equalized

(in the limit, one can add managers until all in that level have only one subordinate). That

completes the proof.

Proof of Proposition 6

Proof. To be done
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Figure 1

A hierarchic but not strictly balanced structure

Figure 2

A strictly balanced but not hierarchic structure



Figure 3

Example 1 - a strictly balanced hierarchy

{1,2,3,4}

{1,2,3} {2,3,4}

{1,2} {3,4}

{1} {2} {3} {4}



Figure 4

Example 2 - a non-hierarchic, non-strictly balanced optimal
structure

{1,2,3}

{1,2} {3,4}

{1} {2} {3} {4} {5} {6}

{5,6}

{4,5,6}

{1,2,3,4} {4,5,6,7}

{1,2,3,4,5} {3,4,5,6,7}

{1,2,3,4,5,6,7}

{7}

{6,7}

{5,6,7}

{2,3,4,5,6,7}{1,2,3,4,5,6}



Figure 5

A strictly balanced but not pyramidal structure

Figure 6

A pyramidal but not hierarchic structure



Figure 7

Example 3 - a matrix structure

{1,2,3,4,5,6,7,8}

{1,3,5,7} {2,4,6,8}

{1,2} {3,4} {5,6} {7,8}

{1} {2} {3} {4} {5} {6} {7} {8}


