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Game Theory

¢ Game theory helps to model
strategic behavior by agents who
understand that their actions affect
the actions of other agents.
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Some Applications of Game Theory

¢ The study of oligopolies (industries
containing only a few firms)

¢ The study of cartels; e.g. OPEC

¢ The study of externalities; e.g.
using a common resource such as
a fishery.
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Some Applications of Game Theory

¢ The study of military strategies.
¢ Bargaining.
¢ How markets work.
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What 1s a Game?

¢ A game consists of
—a set of players
—a set of strategies for each player

—the payoffs to each player for
every possible choice of
strategies by the players.

af fupa

WNrt &Gmp yI




Two-Player Games

¢ A game with just two players is a
two-player game.

¢ We will study only games in which
there are two players, each of whom
can choose between only two
actions.
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An Example of a Two-Player Game

¢ The players are called A and B.

¢ Player A has two actions, called “Up”
and “Down”.




An Example of a Two-Player Game

¢ Player B has two actions, called
“Left” and “Right”.

¢ The table showing the payoffs to
both players for each of the four
possible action combinations is the
game’s payoff matrl
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An Example of a Two-Player Game

Player B
L R

Uu ((3,9)(1,8) This is the
Player A game’s |
D |(0,0) (2,1) payoff matrix.

S payoff is sho |rst
o * - &
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An Example of a Two-Player Game

Player B
L R
U (3,9)(1,8)
Player A
D |(0,0)](2,1)

ch as (U,R) where

0SE yer
seﬁ/n Plai b |
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An Example of a Two-Player Game

Player B
L R
U ((3,9) (1,3) This is the
Player A game’s |
D |(0,0)|(2,1) payoff matrix.

E.g. if A plays iand B plag Right then A's payoff

s 1and Bigpaffffis 8. ﬂ B j g
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An Example of a Two-Player Game

Player A

And if A plays

payoff IS j
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D

Player B

L

R

(3,9)

(1,8)

(0,0)

(2,1)

wn and B;?

S payof
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This is the
game’s
payoff matrix.
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An Example of a Two-Player Game

Player B
L R

U [(3,9)(1,8)
D ((0,0)((2,1)

Player A

we I|kelyt see for this ame?

What pIays
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An Example of a Two-Player Game

Player B Is (U,R) a likely
L R play?

D |(0,0) (21)
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An Example of a Two-Player Game
Player B 15 (U R) a likely
L R play?
U |(3,9)((1,8)

Player A §
D [(0,0) (2,1)

If B plays Right then A’s bestifep
this impro [Spayoff from

not a lik laylf - —
W. No/rtgn &/Gorﬁ’p/an;jnc.

y is Down since




An Example of a Two-Player Game

Player B 15 (D R) a likely
L R play?

U ((3,9)(1,8)
D |(0,0) (2 1)
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An Example of a Two-Player Game

Player B 15 (D R) a likely
L R play?

Uu [(3,9) (1,8)
D [(0,0)((2,1)

Player A

If B plays Right then A's bestifeply is Down.
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An Example of a Two-Player Game

Player B 15 (D,R) a likely

L

U ((3,9)

Player A
D |(0,0)

If B plays Right en A’s beslte
If A plays en B's ?

y play.

i(DR) 1+k

R play?
(1,8)
(2,1)
y is Down

gls Ri




An Example of a Two-Player Game

Player B 15 (D,L) a likely
L R play?

Uu (3,9)(1,8)
D [(0,0) (2 1)
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An Example of a Two-Player Game

Player B 15 (p,1) a likely
L==R  play?

Uu (3,9)(1,8)
D [(0,0)(2,1)

Player A

If A plays Dowihen B's besteply IS Right,

SO (D L)jt kely play”' ! j g
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An Example of a Two-Player Game

Player B Is (U,L) a likely
1 R play?
U (3,9)(1,8)

D |(0,0) (21)
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An Example of a Two-Player Game
Player B 15 (U L) a likely
L R play?
u ((3,9)(1,8)
(0,0) | (2,1)

If A plays Up tin B's best |!le IS Left

Player A
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An Example of a Two-Player Game
Player B 15 (U L) a likely
L R play?
u 1(3,9)(1,8)
(0,0)|(2,1)

Player A

If A plays Up t§ B's best Iy |s Left

If B plays nAsb g
i N 5

si< UL)#9% likgly play..
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Nash Equilibrium

¢ A play of the game where each
strategy is a best reply to the other is
a
Nash equilibrium.

¢ Our example has two Nash equilibria;
(U,L) and (D,R).
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An Example of a Two-Player Game

Player B
L R

u (3,9)(1,8)
D |(0,0)(2,1)

Player A

(U,L) and (D,R) are both Nash equilibria for

e B !l. gs ﬁ W 1 & =

L—
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An Example of a Two-Player Game

Player B
R

U |(3,9)(1,8)
D [(0,0)|(2,1)

Player A

(U,L) and (D R),are both Nash equilibria for the

game. B will we ﬁ ‘Aatice that
' 'players. a-! |
| 26

- (UL)is to (D,
ﬂ&t weetlamosee (U,L) o .
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The Prisoner’s Dilemma

¢ To see if Pareto-preferred outcomes
must be what we see in the play of a
game, consider the famous example
called the Prisoner’s Dilemma game.

W. Norton &Gompany Inc. I j
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The Prisoner’s Dilemma

Clyde
S C

S | (-5,-5) | (-30,-1)

Bonnie
C | (-1,-30) | (-10,-10)

What ii agwe likely t see for thiame?

WNrt &Gmp yI
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The Prisoner’s Dilemma

Clyde
S C

S | (-5,-5) | (-30,-1)

Bonnie
C | (-1,-30) | (-10,-10)

If Bonnie pla

tlyde’s best reply is
~ Confess.

ys, Silence the
Ty
b b 29
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The Prisoner’s Dilemma

Clyde
S C

S | (-5,-5) | (-30,-1)

Bonnie
C | (-1,-30) | (-10,-10)

If Bonnie pIays Silence th
Confess
“If Bonnd

-@mﬁ/ﬁégmf;m

Clyde’s best reply is

' ngie%,trep% (
- 30
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The Prisoner’s Dilemma

Clyde
S C

S | (-5,-5) | (-30,-1)

Bonnie
(-1,-30) | (-10,-10)

~ replyis onfess.
rate

WNrt &Gmp yI

So no matter ijat Bonnie | ys, Clyde's best




The Prisoner’s Dilemma

Clyde
S C

S | (-5,-5) | (-30,-1)

Bonnie
C | (-1,-30) | (-10,-10)

Similarly, no matter what C?:l
best replysi %ys Confe

mi egy fo

|_—
W. Norton & Company, Inc.
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The Prisoner’s Dilemma

Clyde
S

S | (-5,-5) | (-30,-1)

Bonnie
C | (-1,-30) | (-10,-10)

So the only Nash equmbrlugfor this game is

(CC),;; igh (S,S) h B maﬂi
yde P joffs. T | sh ¥ libriufee |
N‘l&iﬁf%keﬂf ﬁﬂ 2 33




Who Plays When?

¢ In both examples the players chose
their strategies simultaneously.

¢ Such games are simultaneous play
games.
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Who Plays When?

¢ But there are other games in which
one player plays before another
player.

¢ Such games are sequential play
games.

¢ The player who plays first is the
leader. The player \tio plays second

s thjo'!ﬂwef T » j {
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A Sequential Game Example

¢ Sometimes a game has more than
one Nash equilibrium and it is hard
to say which is more likely to occur.

¢ When a game is sequential it is
sometimes possible to argue that
one of the Nash equilibria is more
likely to occur than the other.

a b
7- = J .-~=f;?-,..
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A Sequential Game Example

Player B
L R

U |(3,9) (1,8)
D |(0,0)|(2,1)

Player A

(U,L) and (D, R)je both NE !‘yen this game is

~_played simpitaneously and h no way of C#
ﬁ'ding h urhbﬂunﬁmcnikel occars <
W. Norton & Co mpany, I _ By 3Z |




A Sequential Game Example

Player B
L R
U (3,9) (1,8)
Player A
D |(0,0)/(2,1)

Suppose insteadghat the ga

~_sequential !WI leading
rewr me in it
W No rt & Co mp ny, I

|s pIayed |
llowi
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A Sequential Game Example

A plays first.
B plays second.

@9 (18 00 2.1)
At gmga
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A Sequential Game Example

A plays first.
B plays second.

(3,9)

(1,8) (0,0) ﬁ“)
o w{l}egumbn? ! J

W. Norton & Company, Inc.
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A Sequential Game Example

A plays first.
B plays second.

(3,9) (0,0) ﬁ2,1)

- (U,L) lsgla eqwhbn*

VpNnrte ECLLF;IIy M more

ly to occu




A Sequential Game Example

A plays first.
B plays second.

(0,0) ﬁ2,1)
| B followrmt! g |




A Sequential Game Example

A plays first.
B plays second.

(0,0) ﬁ2,1)

(3,9) \
IFA pla@t | B £o||o !
-A plays D then B follo ith R; A

ompany, |

g




A Sequential Game Example

A plays first.
B plays second.

R So (U,L) is the
likely NE.

(0,0) &2,1)

(3,9) _ﬁ |
CIFA plwtg B follov ! 3 g
-A plays D then B follo ith R; A

ompany, |




A Sequential Game Example

Player B
L R

u |(3,9)(1,8)

Player A
D |(0,0)((2,1)

This is our original example te more. Suppose

~again that y imultan
*' th.e game: Nash e%b i

t

e discovered
U,Did of
| 45
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A Sequential Game Example

Player B
L R

u |(3,9)(1,8)

Player A
D |(0,0)/(2,1)

Player A has been thought of!s choosing to play
either U orpD, b

no combinatiop of bothp /e. a
playing ly Uor D. Ujand Dsage Pla A’sg |
iﬁ@r@mm@s. | o
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A Sequential Game Example

Player B
L R

U ((3,9)(1,8)
(0,0)(2,1)

Similarly, L and!iare PIayer pure strategies.

W. Norton & €ompany, In I !\ 47
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A Sequential Game Example

Player B
L R

(3,9)| (1,8)

U
D [(0,0)/(2,1)
(U are pure strategy

19 e haveat Iei
e
- 48

Player A

Consequently, (

Nash equ Hz

~ one pur
WNrt &Bmp yI

L) and (D,
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Pure Strategies

Player B
L R

u| (1.2) | (0,4)
D | (0,5 | (3,2)

Player A

Here is a new game. Are twer! any pure strategy

- Nash eq“iga ﬁ | | , ¥ |
W. Norton &€o ompany, | | N 49.
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Pure Strategies

Player B
L R
Ul (1,2) | (0,4)
Player A
D | (0,5) (3 2)

WNrt &Bmp yI

Is (U,L) a Nash iﬂhbrlum?
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Pure Strategies

Player B
L R

u| (1,2) | (0,4)

Player A
D | (0,5) | (3,2)

Is (U,L) a Nash egquilibrium? Q
- Is (U R) a j_ullbnu

o
WNrt &Bmp ny, Inc
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Pure Strategies

Player B
L R

u| (1,2) | (0,4)
D1 (0,9 | (3,2)

Is (U,L) a Nash egquilibrium? t
~Is (U,R) a Nash equilibrium?
ﬂ, ) a he whbﬁumﬂr

Player A

g!g



Pure Strategies

Player B
L R

u| (1,2) | (0,4)
D1 (0,9 | (3,2)

Is (U,L) a Nash equilibrium? t

Is (U R) a ilibrium?g

Is(D,L)a Frejuilhbﬁum ! j g
beAoa&Naesﬁ equilibrium

Player A




Pure Strategies

Player B
L R

u| (1,2) | (0,4)
D1 (0,9 | (3,2)

Is (U,L) a Nash equilibrium? t

Is (U R) a ilibrium?g

I ,L)a Frejpflhbﬁum ! j g
beﬁoa&Naesﬁ equilibrium

Player A




Pure Strategies

Player B
L R

u| (1,2) | (0,4)
D | (0,5 | (3,2)

Player A

So the game ha’?jo Nash eq brla in pure strategies.

| Even so, th does ha* I\E eqfrlunyt

|xed

WNrt &Gmp yI




Mixed Strategies

¢ Instead of playing purely Up or Down,
Player A selects a probability
distribution (wy,1-7,), meaning that with
probability n;, Player A will play Up and
with probability 1-r, will play Down.

¢ Player A is mixing oZir the pure

strategies Up and Down. .
i (nj'ﬂ: Uga
56

- ¢The P’O

»allity dist@bu

. ti.;/ r -- \ f Y —4 «
-mxed stratbgy for PlayerA.
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Mixed Strategies

¢ Similarly, Player B selects a probability
distribution (= ,1-%, ), meaning that with
probability n; Player B will play Left and
with probability 1-r; will play Right.

¢ Player B is mixing over the pure
strategies Left and Ri ht

¢ The probahility dlstrl tion (rn ,1-m; ) is a

_mixe Jr lgy forry! j g

WNrt &Gmp yI
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Mixed Strategies

Player B
L R

u| (1.2) | (0,4)

Player A
D | (0,5 | (3,2)

This game has nillj‘ash equm um in pure strategies,

but it does ash eqg # |L§n mi; g

egies:= t comp

WNrt n & Compa yI
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Mixed Strategies

Player B
L, TCL R, 1'TCL

U, | (1,2) | (0,4)
Player A
D, 1-=, | (0,5) | (3,2)




Mixed Strategies

Player B
L, TCL R, 1'TCL

U, =, | (1,2) | (0,4)
Player A
D, 1-=, | (0,5) | (3,2)

A’s expected value of choosing Up is ??

af gEga
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Mixed Strategies

Player B
L, TCL R, 1'TCL

U, ny | (1,2) | (0,4)
Player A
D, 1-=, | (0,5) | (3,2)

A’s expected value of choosing

A's expect jvah!rf choosing _.p s - 22

WNrt n & Compa yI /
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Mixed Strategies

Player B
L, TCL R, 1'TCL

U! Ty (1!2) (054)
Player A
D, 1-=, | (0,5) | (3,2)

A’s expected value of choosing

A's expect j/ah!rf choosing ..l is 3} 7tL)-!

WNrt n & Compa yI /

62
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Mixed Strategies

Player B
L, TCL R, 1'TCL

U, =, | (1,2) | (0,4)
Player A
D! 1-nU (0!5)

A's expected value of choosin

A's expected valueiof choosin
If ;> 3(1<ad,) then A will gh
- is no NE.in"Which A p

&Company, |




Mixed Strategies

Player B
L, 7N R, 1'TCL

U, =, | (1,2) | (0,4)
Player A
D! 1-7-CU (0!5)

A's expected value of choosing

A’s expecte vaI f choosin
Ifn < 3( n A will gh
- is no._ I\LE,Jrng hich A p

&Company, |




Mixed Strategies

Player B
L, TCL R, 1'TCL

U~ | (1,2) | (0,4)
Player A
D, 1-=, | (0,5) | (3,2)

3(1 TCL) — T = 3/4.

ight ?st mjA

If there is a NE necessarily nLt
over Le

l.e. the wayB mixes ove
ren ween choosi

indifferent9&tw
=
W. Norton & Company, Inc.
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Mixed Strategies

Player B
L,3/4 R, 1/4

U, =, | (1,2) | (0,4)
Player A
D! 1'7CU (0,5) (3,2)

If there is a NE necessarlly nLg 3(1-n) = n, = 3/4;

/.e. the wzj over Left ght st ma jA
ieren we 1 choosirg Up ?

W. Norton & €ompa yI




Mixed Strategies

Player B
L,3/4 R, 1/4

U~ | (1,2) | (0,4)
Player A

D, 1-r, | (0,5) | (3,2)




Mixed Strategies

Player B
L,3/4 R, 1/4

U, =, | (1,2) | (0,4)
Player A
D, 1-=, | (0,5) | (3,2)

B's expected value of choosin eft is 77

4[[' ﬁgjg
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Mixed Strategies

Player B
L,3/4 R, 1/4

U~ | (1,2) | (0,4)
Player A
D, 1-=, | (0,5) | (3,2)

B’s expected value of choosing Left is 2w, + 5(1 - w).

B S expect ‘ilaljof choosm RS is 7?7 «

WNrt n & Compa yI




Mixed Strategies

Player B
L,3/4 R, 1/4

U~ | (1,2) | (0,4)
Player A
D, 1-=, | (0,5) | (3,2)

B’s expected value of choosing Left is 2w, + 5(1 - w).

Bs expect ﬁalﬂof choosm REIS !+ 2(1 - nU)

WNrt &Gmp yI




Mixed Strategies

Player B
L,3/4 R, 1/4

U, =, | (1,2) | (0,4)
Player A
D, 1-=, | (0,5) | (3,2)

Left is 2, + 5(1 - m).

Right is 4ng+ 2(1 - «r,).
-ghen ill chgBse
which B s only Left.

B’s expected value of choosin
B's expected_ val f choosin

V
'w%fl%rn &I:gu/t thé is no N

ompany, Inc.




Mixed Strategies

Player B
L,3/4 R, 1/4

U, =, | (1,2) | (0,4)
Player A
D, 1-=, | (0,5) | (3,2)

eft IS Znu + 5(1 - m).

B's expected value of choosing
B's expected. valueof choosm

If 2ny + 5(&&E my) < 4ny + 2(1 | Blplay
but thel:e no NE where p ays - ' y nght

&Company, |




Mixed Strategies

Player B
L,3/4 R, 1/4

U,3/5 (1,2) | (0,4)
Player A
D, 2/5| (0,5) | (3,2)

If there is a NE then necessari
21, + 5(1 - - my) = T3
e thew

miXes over Ug !N
-erent between choosi

et eft or Righ

5, 3/5;

m@
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Mixed Strategies

Player B
L,3/4 R, 1/4

U,3/5| (1,2) | (0,4)
Player A
D, 2/5| (0,5) | (3,2)

The game’s only Nash equilib

playing the mixed strategy (3

~ the mixed. st&ategy’(3/4, 1/
9

m consists of A

R

e

W. Norton & Company, Inc.
S
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Mixed Strategies

Player B
L,3/4 R, 1/4

1,2)
u,35| (12 | (0,4
Player A 9/20

D, 2/5| (0,5) | (3,2)

The payoff will be (1,2) with prebability
/53( 3/4 =9/20. ¢

|_—

W. Norton & Company, Inc.
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Mixed Strategies

Player B
L,3/4 R, 1/4

1,2) | (0,4)
u, 35| (
Player A 9/20 | 3/20

D, 2/5| (0,5) | (3,2)

The payoff will be (0,4) with prebability
/ S X 1/4 =3/20. ¢

|_—

W. Norton & Company, Inc.
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Mixed Strategies

Player B
L,3/4 R, 1/4

(1,2) | (0,4)
o} U, 3/5 9/20 | 3/20
ayer A (0,5)
D, 2/5 ‘ :
/ 6/20 (3,2)
The payoff will be (0,5) with prebability

TR

W. Norton & Company, Inc.
S
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Mixed Strategies

Player B
L,3/4 R, 1/4

(1,2) | (0,4)
o} U, 3/5 9/20 | 3/20
ayer A 05 3 9
’ 6/20 2/20
The payoff will be (3,2) with prebability

2/5 x 1/4 =12/20.

Y

W. Norton & Company, Inc.
S
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Mixed Strategies

Player B
L,3/4 R, 1/4

(1,2) | (0,4)
"D, 25| (0.5) | (3,2)
’ 6/20 2/20

A's NE expected payoff is
%9/20 + 3x2/20 = 3/4.

|_—

W. Norton & Company, Inc.
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Mixed Strategies

Player B
L,3/4 R, 1/4
(1,2) | (0,4)
"D, 25| (0,5) | (3,2)
’ 6/20 | 2/20

A's NE expected payoff is
/20 + 3x2/20 = 3/4.

- B's NE exp&dgyoff IS g
0+ ><2/

x9/20,+ 4x3/20 + 5~

&Gmp ny, Inc




How Many Nash Equilibria?

¢ A game with a finite number of
players, each with a finite number of
pure strategies, has at least one
Nash equilibrium.

¢ So if the game has no pure strategy
Nash equilibrium then it must have at
least one mixed strlt gy Nash

eqmjﬁ m.

W. Norton &-—Go'r’ﬁb/an’y, Inc.
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Repeated Games

¢ A strategic game that is repeated by
being played once in each of a
number of periods.

¢ What strategies are sensible for the
players depends greatly on whether
or not the game

—is repeated over only a finite

_—
e

r of periods

ol |
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Repeated Games

¢ An important example is the repeated
Prisoner’s Dilemma game. Here is the
one-period version of it that we
considered before.

m f LN
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The Prisoner’s Dilemma

Clyde
S C

S | (-5,-5) | (-30,-1)

Bonnie
C | (-1,-30) | (-10,-10)

Suppose that

~of only 3pperiods; t = 1,
i’ccomJ -

is game willibe played in each

gb ﬁat ii’e "ki

\ .

-
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The Prisoner’s Dilemma

Clyde
S C

S | (-5,-5) | (-30,-1)

Bonnie
C | (-1,-30) | (-10,-10)

Suppose the start of period tg 3 has been reached

(/e thega already be nﬁﬁedh e). Wt
Sii ild Clyel®do?| What cdll 4
W. Norton &/Gorﬁ’p/an;,/lnc. : b, 85 |
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The Prisoner’s Dilemma

Clyde
S C

S | (-5,-5) | (-30,-1)

Bonnie
C | (-1,-30) (-10,-10)

3 has been reached

-

Suppose the start of period t
(/e the ga already'_

should Cly ) What
ch@@se (fonfess




The Prisoner’s Dilemma

S
Bonnie
C

Now suppose th
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