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Selection Criteria in Coordination Games:
Some Experimental Results

By RUSSELL W. COOPER, DOUGLAS V. DEJONG, ROBERT FORSYTHE,
AND THOMAS W. ROss*

A weakness of the Nash equilibrium con-
cept for noncooperative games is that it may
not generate a unique outcome. In this case,
it must be augmented by a hypothesis refin-
ing the beliefs of players about the strategies
selected by their opponents. As beliefs are
inherently unobservable, one means of eval-
uating these hypotheses is through inferences
based upon the observed play of participants
in experimental games.

We study a class of symmetric, simultane-
ous move, complete information games called
coordination games. This term refers to games
which exhibit multiple Nash equilibria which
are Pareto-rankable.! That is, all players are
better off in one equilibrium relative to an-
other yet may be unable to explicitly coordi-
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1This term has been used by Thomas Schelling (1960,
ch. 4) to refer to games with multiple Nash equilibria
yielding identical payoffs. He also used the term “col-
laboration games” for the same purpose. A standard
example involves two automobiles approaching on a
road. Each driver must select a side on which to drive.
Equilibrium obtains when they select opposite sides.
There are two such equilibria with identical payoffs.
Here, we consider games in which the Nash equilibria
are Pareto ranked, admitting a further need for coordi-
nation; namely, to select the “best” equilibrium.

nate their strategies to achieve the preferred
outcome. When this occurs, a coordination
failure arises.

These games characterize strategic interac-
tions in a large number of settings. Schelling
(1960, 1978) provides an overview of social
environments in which coordination games
naturally arise. Coordination games are at
the heart of a number of recent models in
industrial organization and macroeconomics.
These include models of network externali-
ties (Michael Katz and Carl Shapiro, 1985),
product warranties under bilateral moral
hazard (Cooper-Ross, 1985), team produc-
tion (John Bryant, 1983); and macroeco-
nomic models of imperfect competition
(Walter Heller, 1986 and Nobuhiro Kiy-
otaki, 1988) and search (Peter Diamond,
1982).2

For these games, extant refinement criteria
proposed for sequential games of incomplete
information (see for example In-Koo Cho
and David Kreps, 1987) do not directly ap-
ply. Furthermore, in the coordination games
we consider, the equilibria will generally be
proper (Roger Myerson, 1978) and perfect
(Reinhard Selten, 1974). Nevertheless, a
number of selection criteria have been pro-
posed for games of this nature and these are
reviewed in the next section. These criteria
provide a number of hypotheses regarding
equilibrium selection in coordination games.

The goal of this experiment is to address
the following questions. First, is Nash equi-
librium a good predictor of observed behav-
ior in strategic or game settings? Second,
when there are multiple Nash equilibria does

2A slightly more extended discussion of these exam-
ples is included in Cooper, DeJong, Forsythe, and Ross
(1989a).
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one arise “naturally” as the outcome? That
is, are there any particular characteristics of
a game which tend to focus the players’
attention on one of the equilibria?

The experimental design used to investi-
gate these questions is discussed in Section I.
The main results from our experiment are
presented in Section II and can be summa-
rized as follows. First, we find that the ob-
served pattern of play is accurately predicted
by the Nash equilibrium concept. Second,
we find that the Pareto-dominant Nash equi-
librium is not always the experimental out-
come. This result is important in light of the
argument often advanced that the Pareto-
dominant outcome is a natural focal point.
Instead, coordination failures can emerge in
which the outcome is a Pareto-inferior Nash
equilibrium.

We also provide evidence that dominated,
cooperative strategies may influence the se-
lection of an outcome from the set of Nash
equilibria. Hence, the common practice of
eliminating dominated strategies from a nor-
mal form game (discussed, for example, by
Elon Kohlberg and Jean-Francois Mertens,
1986) may not be inconsequential. Section
IIT provides an interpretation of our results.

1. Selection Criteria for Coordination Games

The critical element in coordination games
is a “complementarity” between the strategy
choice of a single agent and the strategy
choice(s) of the other agent(s) (see Cooper
and Andrew John, 1988). A specific game
which illustrates a coordination problem is
given in Figure 1. In this game, there are
three strategies and two players with the
payoff to the row player in each cell of
the matrix. Since the game is symmetric, the
payoff matrix for the column player is the
transpose of this matrix. The pure strategy
Nash equilibria are for the players to each
choose strategy one, that is, (1,1), or for each
to select strategy two, that is, (2,2). In these
ordered pairs, the first element represents the
strategy choice of the row player. These are
both equilibria in that given the strategy
chosen by the other player, neither player
can profitably deviate. Note that at equilib-
rium (1, 1), both players are worse off than at
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Row Player's Payoff Matrix

Column Player
1 2 3

1 350 350 700
Row
2 250 550 1000
Player
3 0 0 600

FIGURE 1. ROW PLAYER’S PAYOFF MATRIX

(2,2) though neither, acting independently,
can do better. This is a coordination failure.

If the players could cooperate and thus
jointly determine their strategies, the best
symmetric solution is for them to play strat-
egy 3. Hereafter, we call strategy 3 the coop-
erative strategy and term (3,3) the coopera-
tive outcome. Note also that strategy 3 is
dominated by strategy 2 for the game in
Figure 1.

The game in Figure 1 is representative of
those in the experiment. It does not capture
all of the economic detail in the examples of
coordination failures. Rather, it reflects the
essential qualitative properties of the coordi-
nation problem. We use this game to outline
the alternative equilibrium selection criteria
which have been proposed in the literature
for games of this type.

We first allow for the possibility that the
outcome is not a Nash equilibrium. For ex-
ample, players may play the cooperative
strategy or may randomly select strategies.

Hypothesis NE: The outcome will be a Nash
equilibrium.

In the event that the outcome is in the set
of Nash equilibria, one might argue that one
of the equilibria is a focal point and hence
represents a natural outcome for the game.
That is, participants will believe that others
will focus on one of the Nash equilib-
ria, making it the outcome of their interac-
tion. The issue of selection then reduces to a
search for a “natural” focal point for the
game.

Many game theorists (for example,
Schelling, 1960 and John Harsanyi and
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Selten, 1988) argue that the Pareto-dominant
equilibrium is a natural focal point.> Under
this selection hypothesis, coordination fail-
ures cannot occur as agents will naturally
focus on the Pareto-dominant equilibrium,
(2,2), and coordinate their actions to achieve
that outcome.

Hypothesis PD: The Pareto-dominant Nash
equilibrium will be selected.

We also consider the role of the dominated
strategy in influencing the equilibrium selec-
tion process. While theorists have generally
assumed that strictly dominated strategies
can be excluded from the analysis of equil-
ibrium selection (for example, Kohlberg-
Mertens, 1986), experimental evidence on re-
peated prisoner’s dilemma games suggests
that players will sometimes play the domi-
nated cooperative strategy, (for example,
Robyn Dawes, 1980). This behavior may also
have important implications for the selection
of a Nash equilibrium. Further, to the extent
that the selection of an equilibrium is influ-
enced by payoffs associated with a domi-
nated strategy, this provides evidence against
any selection criteria which ignore these
strategies.*

Hypothesis DSI: Dominated strategies are
irrelevant to equilibrium selection.

3Ha.rsanyi and Selten (1988) uses the term “payoff
dominance” to refer to the case in which payoffs are
lower in one equilibrium than another for all players.
Strictly speaking, Schelling [1960, Appendix C] argues
that the Pareto-dominant equilibrium will be a focal
point if there is only one combination of strategies
yielding that outcome (as in Figure 1). Duncan Luce
and Howard Raiffa (1957) go further, eliminating any
Pareto-dominated strategy pair as “jointly inadmissible”
and by defining a “solution” to be a Nash equilibrium
involving only jointly admissible strategy pairs. Finally,
Glenn Harrison and Jack Hirshleifer (1989), in an ex-
perimental study of public good provision, invoke Pareto
dominance as a selection criterion in making their pre-
dictions.

4For example, Harsanyi and Selten (1988) consider
risk domination in which the least risky equilibrium is
thought to be a natural focal point. The riskiness of an
equilibrium strategy is determined without considering
strategies not used in any equilibrium. Thus variations
in the payoff from the play of dominated strategies
should, under this hypothesis, have no influence on the
equilibrium that is selected.
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II. The Experiment

In the experiment, players were asked to
participate in a complete information, 3 X3
bi-matrix game such as the one in Figure 1.
Each player was paired with an anonymous
opponent. One was designated the “row
player” and the other the “column player.”
Each game was designed to be one of com-
plete information because each player’s pay-
off matrix was common knowledge and the
numerical payoffs in each cell of the matrix
represented a player’s utility if the corre-
sponding strategies were chosen.

We induced payoffs in terms of utility
using the procedure introduced by Alvin
Roth and Michael Malouf, (1979).°> With
this procedure, each player’s payoff was given
in points; these points determined the prob-
ability of the player’s winning a monetary
prize. At the end of each period of each
game, we conducted a lottery where “win-
ning” players received $1.00 and “losing”
players received $0.00. The probability of
winning, ¢, was given by dividing the points
the player had earned by 1000. Thus, a
player’s expected utility at the outset of the
game is given by:

(1) U($1)q+U($0)(1-q)
=q[U($1)-U(30)] + U(30).

Since expected utility is invariant with re-
spect to linear transformations, ¢ is a repre-
sentation of the player’s expected utility.
Further, since ¢ is linear in points, these
points also denote a player’s utility.

The experiment was conducted using seven
cohorts of players, each consisting of eleven
different players. All players were recruited
from upper division undergraduate and MBA
classes at the University of Iowa. Upon their
arrival, players were seated at separate com-

Both Roth and Malouf (1979) and Joyce Berg et al.
(1986) have employed this procedure to control for risk
preferences in experiments where other aspects of be-
havior were the primary focus of investigation. We have
also conducted games similar to the games in this paper
in which payoffs were in dollars rather than points. No
apparent difference in behavior was noted.
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puter terminals and each was given a copy of
the instructions for the experiment. These
instructions are reproduced in Appendix A.
Since these instructions were also read aloud,
we assume that the information contained in
them is common knowledge.

Each player participated in a sequence of
one-shot games against different anonymous
opponents within his cohort. All pairing of
players was done through the computer us-
ing a procedure described below. Since play-
ers reported their strategy choices through
computer terminals, no player knew the
identity of the player with whom he was
currently paired, or the history of decisions
made by any of the other players in the
cohort.

Each cohort participated in two separate
sessions.® In Session I, all players partici-
pated in ten symmetric one-shot dominant
strategy games. The payoff matrix used in
each of these games is shown in Game 1 in
Figure 2. Since this game is symmetric, only
the row player’s payoff matrix is shown.
During Session I, each player played one
game against every other player. Since there
was an odd number of players, one sat out in
each period. Thus, Session I consisted of
eleven periods. Also, players alternated be-
ing row and column players during the peri-
ods in which they were active participants.
Game 1 was conducted for three reasons:
first, to provide players with experience with
experimental procedures, second, to see how
well the dominant strategy equilibrium pre-
diction performed, and finally, to inform
players about the rationality of their oppo-
nents.

In Session II, all players participated in
twenty additional one-shot games which dif-
fered from the game played in Session I.
Each played against each other player twice:
once as a row player and once as a column
player. As in Session I, one player sat out in
each period and players alternated between
being row and column players during the
periods in which they were participating.’

®Each cohort completed the two sessions in about
one hour. Payments to participants ranged from $5 to
$20.

"We wanted the pairings to satisfy two conditions:
(i) players were to alternate being row and column
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Row Player's Payoff Matrix

Column Player
1 2 3
1 320 440 500
Row
2 420 600 660
Player
3 180 360 420

Dominant Strategy Equilibrium at (2,2)

FiGURE 2. GAME 1 DOMINANT STRATEGY MATRIX

Thus, Session II consisted of twenty-two
periods.

In both sessions, players were paired using
a table which specified that in each eleven
period sequence, each player would play ev-
ery other player exactly once and would
alternate between being the row and column
player during the periods in which he was
participating. The ordering of the players
and consequently the pair assignments was
randomized at the beginning of each session.
This randomization procedure was adopted
to prevent players from playing against the
same opponent in the same order within
each session. In the instructions players were
told that they would play each other player
once in Session I and twice in Session II
(once as a row player and once as a column
player).

Each cohort was given a different game to
play in Session II. The payoff matrices for
these games, called Games 2-8, are reported
in Figures 3 and 4. Game 2 (see Figure 3)
was asymmetric with a unique Nash equilib-
rium. This game was played to see if a
unique Nash equilibrium, not supported by
dominant strategies, is a good predictor of
observed behavior. Therefore, the outcome
for this game, as well as that from the domi-
nant strategy game in Session I, provides
evidence on Hypothesis NE.

players and (ii) each player was to play each of the
other players twice (in Session II). It is impossible to
satisfy these two conditions with an even number of
players. Having the player who sits out draw the lottery
ticket may have also served the purpose of convincing
players of the credibility of the lottery procedure.
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Row Player's Payoff Matrix Column Player's Payoff Matrix

Column Player Column Player
3 2 3

1
1 525 555 585 1 20 60 (V]
Row Row
2 505 625 700 2 110 420 495
Player Player
385 550 625 3 200 645 720

Nash Equilibrium at (2,3)

FIGURE 3. GAME 2 UNIQUE NAsH EQUILIBRIUM MATRIX

Game 3
Row Player's Payoff Matrix

Column Player
3

1 2
1 350 350 1000
Row
2 250 550 0
Player
(V] o 600

Nash Equilibria at (1,1) and (2,2)

Game 5
Row Player's Payoff Matrix

Column Player
3

1 2
1 350 350 700
Row
2 250 550 1000
Player
3 o 0 600

Nash Equilibria at (1,1) and (2,2)

Game 7
Row Player's Payoff Matrix

Column Player
3

1
1 350 350 700
Row
2 250 550 0
Player
3 0 o 500

Nash Equilibria at (1,1) and (2,2)

Game 4
Row Player's Payoff Matrix

Column Player

1 2 3
1 350 350 700
Row
2 250 550 0
Player
3 ) 0 600

Nash Equilibria at (1,1) and (2,2)

Game 6
Row Player's Payoff Matrix

Column Player

1 2 3
1 350 350 700
Row
2 250 550 650
Player
3 0 0 600

Nash Equilibria at (1,1) and (2,2)

Game 8
Row Player's Payoff Matrix

Column Player
1 3

1 350 350 1000
Row
2 250 550 (V]
Player
(V] 0 500

Nash Equilibria at (1,1) and (2,2)

FIGURE 4. MULTIPLE NASH EQUILIBRIUM GAMES
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Games 3-8 (see Figure 4) are symmetric
coordination games. These games were con-
structed to test the specific hypotheses given
in the previous section. In coordination
Games 3-8, the elements in each player’s
2 X2 principal minor are the same. Payoffs
associated with a rival’s play of strategy 3
vary from game to game, but strategy 3 is
always dominated by strategy 1. The pure
strategy Nash equilibria are at (1,1) and
(2,2) and (2,2) dominates (1,1) in all cases.
In Games 3-6, the cooperative outcome oc-
curs at (3,3) and in Games 7 and 8, it occurs
at (2,2).

With this design in mind, we can outline
our tests of the hypotheses presented in the
previous section. Hypothesis NE will not be
rejected if we observe Nash equilibria in
each of our games. Should we fail to reject
this hypothesis, we will test the alternative
selection criteria. Hypothesis PD will be re-
jected if (1,1) is observed. Evidence that
dominated strategies matter in the selection
of an equilibrium will serve to refute Hy-
pothesis DSI and, consequently, selection
criteria which require that outcomes be in-
dependent of payoffs from dominated
strategies.

III. Results

We present our results in several parts.
First, we examine the behavior in games
with unique equilibria (Games 1 and 2).
Second, we analyze the data from the coor-
dination games, Games 3-6, and examine
the predictive ability of the selection criteria
presented in Section II. Games 7 and 8 are
discussed in the following section.®

A. Games 1-2

The data from Games 1 and 2 are pre-
sented in the upper and lower panels of
Figure 5. Since Game 1 is a symmetric game,
we tested to see if row players chose differ-
ent strategies than column players. Using

8The complete history of play for each game is
available from the authors upon request.
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Fisher’s exact probability test for player dif-
ferences,® we found no effects approaching
any reasonable level of significance; there-
fore, we pooled the data across row and
column players. Since Game 2 is an asym-
metric game, we attempted no such pooling.
The row players’ choices in this game are
presented on the right-hand side of panel b
and the column players’ choices are shown
on the left.!® We next tested to see if the
observed pattern of play was independent
from one period to the next. Again using a
Fisher’s exact test, we were unable to reject
the null hypothesis of independence at any
reasonable level of significance. Thus, the
remaining analysis pools the results within
each of these two games.

From Figure 5 it is apparent that there is
strong support for the dominant strategy
prediction in Game 1 and the Nash equilib-
rium prediction in Game 2. From the outset,
players almost always chose their Nash equi-
librium strategies in these two games.

B. Games 3-6

We next analyze the first four coordina-
tion games. Recall that these are all symmet-
ric games. As with Game 1, we tested whether
row players behaved differently than column
players. Since we again found no significant
differences, we pooled the data across both
types of players. The data are not indepen-
dent across periods, however. Using Fisher’s
exact test, we can reject the hypothesis that
the data from the first 11 periods is the same
as the data from the last 11 periods at the
0.05 level. Using only the last half of the

®We use Fisher’s exact test throughout this paper to
test for the statistical significance of differences (see
Kendall and Stuart, Vol. II (1979) 584-86). For exam-
ple, in Game 3, the strategies 1, 2, and 3 were chosen
157, 44, and 19 times, respectively. The row players
choose these strategies 79, 33, and 8 time, respectively.
We ask how likely we are to see these choices if they are
independent of whether the player was designated a row
or column player. The exact probability of observing
this data is 0.737.

1% Throughout the discussion of results, we describe
individual play rather than equilibrium outcomes as
strategy choices are independent of rivals’ identities
given the information structure.
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Frequency
800 — 770
600 —
€400 |—
200 |—
I <0
o 19 BBy 000
1 2 3 Strategy
a. Game 1
Frequency 10
102
100 —
SO
o 2 [u] o
1 2 3 1 2 3 Strategy
Column Player Row Player
b. Game 2

FIGURE S5a. GAME 1,b. GAME 2

data from each game, this time indepen-
dence hypothesis cannot be rejected at a
significance level of 0.05. However, since
Game 4 barely passed this test, we examined
the data from the last five periods of each
game. In this latter case, we find that the
time independence hypothesis cannot be re-
jected at any significance level up to 0.40.

Thus, we report our data in two ways: pooled
over the last eleven periods and pooled over
the last five periods.

These pooled data are summarized in Fig-
ure 6. From this figure it can be seen that
players overwhelmingly chose a single strat-
egy in each of these games: strategy 1 in
Games 3 and 4 and strategy 2 in Games 5
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Frequency
108 107
100 (—
83 28,
S0 |—
26
o ol ] = o IR
12 3 12 3 12 3 1 2 3 Strategy
Game 3 Game 4 Game 5 Game 6
a. Last 11 Periods
Frequenc:
Sg — 4 ag SO
<2 a2
3
7
o l;- [} N oo
1.2 3 1 2 3 1 2 3 Strategy
Game 3 Game 4 Game 5 Game 6

b. Last 5 Periods

FIGURE 6a. LAST 11 PERIODS, b. LAST 5 PERIODS

and 6. These data are consistent with the
hypothesis that the outcomes will be a Nash
equilibrium, 112

YA more formal test of the hypotheses presented in
the previous section can be found in Cooper, DeJong,
Forsythe, and Ross (1989a). For each of the respective
games, we were unable to reject the hypothesis that
strategy 1 was chosen at least 95 percent of the time in
Games 3 and 4 and strategy 2 was chosen at least 95
percent of the time in Games 5 and 6 in the last five
periods of play.

We focus here on pure strategy Nash equilibria. In
all of Games 3-8 there is a unique mixed strategy

We can use the data to refute several
additional hypotheses. Consider first Hy-
pothesis PD and recall that (2,2) is the
Pareto-dominant Nash equilibrium strategy
in these games. The data from Games 3 and
4 can be used to reject the hypothesis. Fur-
ther, the data support the hypothesis that

equilibrium in which each player plays strategy one
with probability 2/3 and strategy two with probability
1/3. The data presented in Figure 6 reveal that we can
reject this as the outcome over the last 11 and last §
periods in all of these games.
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(1,1) is the experimental outcome. Thus,
Games 3 and 4 provide examples of coordi-
nation failures.!?

Hypothesis DSI can be tested by compar-
ing the outcomes from these games. Accord-
ing to this hypothesis, the experimental out-
comes should be the same in Games 3 to 6,
since they differ only in the payoffs a player
receives when his opponent plays a domi-
nated strategy. However, the Pareto-inferior
Nash equilibrium outcome was observed in
Games 3 and 4, while the Pareto-superior
Nash equilibrium outcome was observed in
Games 5 and 6.!* Thus, comparing these
outcomes leads us to reject Hypothesis DSI:
dominated strategies can influence the selec-
tion of an outcome from the set of Nash
equilibria.

IV. Interpretation

These results provide evidence against
Pareto-dominance as a selection criteria for
coordination games and indicate that the
cooperative, dominated strategy influences
equilibrium selection. That is, by varying the
payoffs associated with a rival’s play of strat-
egy 3, we can induce variations in the selec-
tion of an equilibrium. At the very least, the
evidence implies that at some point during
the play of these games, some participants
placed positive probability on an opponent

13Gince running these initial treatments, we have
replicated the results for Game 3 two additional times.
In an experiment based on Bryant’s (1983) model of
coordination failures, John Van Huyck et al. (1987) also
find that the Pareto-inferior Nash equilibrium may be
selected.

However, we want to indicate a word of caution
about the saliency of the $1 lottery prize. Since conduct-
ing the initial treatment and replications (about two
years ago), we’ve obtained identical results in four repli-
cations using a $2 prize. With a $1 price, the results are
qualitatively similar but not identical.

The Pareto-superior outcome was also obtained in
an additional game we conducted using the 2 X2 princi-
pal minor of Games 3-6. For the 22 periods, players
selected strategy 2 108 out of 110 opportunities. When
compared with Games 3-4, this game provides addi-
tional evidence regarding the influence of a dominated
strategy on equilibrium selection.

MARCH 1990

playing the cooperative, dominated strategy.
If this was not the case, then variations
in the payoff associated with an opponent
playing this strategy could not have affected
the outcome. From these observations, two
questions arise. First, why is strategy 3 so
important in these games? Second, how did
the play evolve toward the equilibrium that
was selected?

We investigated whether strategy 3 is im-
portant because it is the cooperative strategy
or whether players place prior probability
weight on a dominated strategy even when it
does not support the cooperative outcome.
That is, a player might believe that his oppo-
nent will be “cooperative” or will be “irra-
tional” where the latter term refers to the
play of a dominated strategy by a self-inter-
ested player.'’

To separate the two explanations for our
observations in Games 3-6, we designed
Games 7 and 8 (see Figure 4) in which the
cooperative outcome was not supported by
dominated strategies. Game 7 (8) was con-
structed from Game 4 (3) by reducing each
player’s payoff from playing strategy 3 when
his opponent plays strategy 3 from 600 to
500. For each of these games, this moves the
cooperative outcome from (3,3) to (2,2)
which is also a Nash equilibrium. If players
place the same prior probability on their
opponent playing the dominated strategy in
Game 7 (8) as they did in Game 4 (3), the
outcome observed in these two games should
be the same. On the other hand, if players
place positive probability on their opponent
playing the cooperative strategy rather than
the dominated strategy, players should ex-
pect that their opponent is more likely to
play (2,2) in Game 7 (8) than in Game 4 (3).
This should increase the likelihood that (2,2)
is observed in Games 7 and 8.

The pooled data for Games 7 and 8 are
summarized in Figure 7. The Pareto-superior
Nash equilibrium, (2,2), was observed in

'3This should be distinguished from the play of a
cooperative, dominated strategy by a player whose util-
ity depends, in part, on the payoffs of others.
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Frequency
107
100 |—
50 f—
o - o -
1 2 3 3 Strategy
Game 7
a. Last 11 Periods
Frequency
S0 — 49
43
&
o 1 o 1
1 2 3 1 3 Strategy
Game 7

b. Last 5 Periods

FIGURE 7a. LAST 11 PERIODS, b. LAST 5 PERIODS

these games.!® Thus, when strategy 3 no
longer supports the cooperative outcome,
players evidently place a lower probability
on its play by their rival. This is verified by
the observed play: in all 22 periods of Games

16 There are some differences in play between these
two games. In particular, strategy 1 was played 22 times
in Game 8 but only 3 times in Game 7 in the last 11
periods.

3-6 the cooperative, dominated strategy is
chosen 11 percent of the time while in Games
7-8, the dominated strategy is played only
1.8 percent of the time.

To better understand the observed differ-
ences in play in Games 3-6, Figure 8 pre-
sents the data for all 22 periods of play in
each game. The play of strategy 3 occurs
more frequently in early periods of all four
games. As indicated by the figure, this play
tends to disappear in all games except Game
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Plays or A1
Plays of 2
Piays or 3

LEGEND

L1} . Ill|l"||
. .

GAME 5 GAME 6
FIGURE 8. GAMES 3, 4, 5, AND 6
TABLE 1—FREQUENCY OF STRATEGY CHOICES BY OPPONENT’S
PLAY IN PREVIOUS PERIOD: Periods 2-11, Games 3-6
Opponent’s Play in Previous Period
Game Strategy 1 2 3 Total

1 48 9 12 69

3 2 11 4 1 16
3 8 3 3 14

Total 67 16 16 99

1 4 8 13 65

4 2 8 5 2 15
3 8 5 6 19

Total 60 18 21 99

1 0 4 0 4

5 2 4 72 9 85
3 0 8 2 10

Total 4 84 11 99

1 2 9 4 15

6 2 8 35 17 60
3 3 13 8 24

Total 13 57 29 99

4 in which strategy 3 is played a number of  and 6, the play of strategy 2 increases over
times in later periods. There is little initial time and strategy 1 is never observed in the
play of strategy 2 (1) in Games 3 and 4 (5 last 11 periods of play.

and 6). In Games 3 and 4, the play of Table 1 summarizes individual play in the
strategy 1 increases over time. In Games 5 first 11 periods conditional on opponents’
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play in the previous period.!” The point of
this table is to illustrate the evolution of play
to strategy 1 (2) in Games 3 and 4 (5 and 6).
For Games 3 and 4, an opponent’s play of
strategy 3 appears to lead to the play of
strategy 1 in the next period. Similarly, in
Games 5 and 6, an opponent’s play of 3
leads to the play of strategy 2 in the next
period.

A model consistent with these observa-
tions must explain the observed play of the
cooperative strategy and the selection pro-
cess. One model assumes the presence of
some altruistic players.'® Suppose, for exam-
ple, that altruists want to maximize the mini-
mum element of the payoff pair so that
strategy 3 becomes a best response to a
rival’s play of strategy 3, and outcome (3,3)
represents an equilibrium for two such play-
ers.’® Equilibrium selection would then de-
pend upon the actual proportion of players
who are altruistic as well as the priors play-
ers hold about this proportion. For example:
self-interested players who expect to meet a
sufficient number of altruists playing strat-
egy 3, will respond by playing strategy 1 in
Games 3, 4, and 6, and strategy 2 in Game 5.
Altruists who find the probability of meeting
another altruist playing strategy 3 too low,
will switch to whatever the self-interested
players are playing, yielding an equilibrium
at (1,1) or (2,2). If we use the actual propor-

Y This allows us to look at the most naive type of
dynamics: best responding to an opponent’s play in the
previous period.

8z‘\lternatively, Kreps et al. explain observed cooper-
ation in finitely repeated prisoner’s dilemma games by
modeling it as a game of incomplete information. If
players believe that there is a small chance their oppo-
nent will adopt a tit-for-tat strategy, it may be optimal
for them to respond for some time, with a similar
strategy, leading to cooperation. The strategies which
support this outcome are not feasible in our environ-
ment.

' This is only one of many ways to model altruistic
behavior. Thomas Palfrey and Howard Rosenthal (1987)
introduce a different model of altruism in their work on
experimental public goods contribution games. In their
model, altruists enjoy extra utility from being “cooper-
ative” (in their model by contributing more toward the
provision of the public good) which is independent of
the choices made by the other players.
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tion of play observed in the first 11 periods
of each game as proxies for the actual beliefs
held by players, this model predicts the equi-
libria observed in Games 3-8.

V. Conclusions

Our principal concern in this research was
to answer the following question: What hap-
pens when players play a noncooperative
game with multiple Nash equilibria? We fur-
ther refined the question by focusing on
games with Pareto-rankable equilibria called
coordination games. Coordination games are
of significant economic interest; they de-
scribe the strategic interactions present in
models of double moral hazard and net-
works in the industrial organization field and
coordination failures in macroeconomics. In
terms of the outcomes in these games, sev-
eral possibilities suggest themselves. For
example, we could observe the Pareto-domi-
nant equilibrium as the outcome, random-
ized strategies, chaos, or even cooperation.

Our experimental evidence strongly sup-
ports the hypothesis that the outcome will be
from the set of Nash equilibria. It does not
support, however, any of the other proposed
hypotheses regarding equilibrium selection.
First, the Pareto-dominant equilibrium was
not always selected in the games. Second, we
found evidence that variations in payoffs
from a rival’s play of a dominated strategy
can influence equilibrium selection. As a re-
sult, we can reject the hypotheses based upon
Pareto dominance and the irrelevance of
dominated strategies; variations in a player’s
payoff from an opponent’s play of a cooper-
ative, dominated strategy influences equilib-
rium selection.

The importance of cooperative play has
also been identified in the experimental liter-
ature on finitely repeated prisoner’s dilemma
games.” There are a number of theoretical
models which can explain this cooperative
play including that discussed by Kreps et al.

2gee, for example, Dawes (1980), Dawes and John
Orbell (1982) and Anatol Rapoport and Albert
Chammah (1965).
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(1982) and models with altruistic players.
We are unaware of any evidence which dis-
tinguishes between these competing theories
of cooperative play.

A second line of research is to consider
the robustness of observed coordination fail-
ures to alternative institutions. Joseph
Farrell (1987) suggests that nonbinding pre-
play communication can overcome coordina-
tion problems while Kohlberg-Mertens
(1986) suggest that allowing one player to
choose between playing a coordination game
and receiving a certain outcome can lead to
play of the Pareto-dominant Nash equilib-
rium, 2

APPENDIX A: INSTRUCTIONS
General

You are about to participate in an experiment in the
economics of decision making. If you follow these in-
structions carefully and make good decisions, you might
earn a considerable amount of money which will be
paid to you in cash at the end of the experiment.

The experiment will consist of a series of separate
decision making periods. Each period consists of two
phases. In Phase I you will be paired with another
person and, based upon your combined actions, you
will be able to earn points. In Phase II, you will have
the opportunity to earn dollars based upon the points
you earn in Phase I. We begin by describing Phase II so
that you understand how the points you earn affect the
number of dollars you earn. Then, we describe Phase I
in detail so that you understand how to earn points.

Phase 11 Instructions

At the end of Phase I, you will have earned between
0 and 1000 points according to the rules we will discuss
below. The number of dollars you earn in Phase IT will
depend partly on the number of points you earned in
Phase I and partly on chance. Specifically, we have a
box which contains lottery tickets numbered 1 to 1000.
In Phase II, a ticket will be randomly drawn from the
box. If the number on the ticket IS LESS THAN OR
EQUAL TO the number of points you have earned in
Phase I, you WIN $1.00. If the number on this ticket IS
GREATER THAN the number of points you have

21Cooper, DeJong, Forsythe, and Ross (1989b) pro-
vide some preliminary results indicating that allowing
communication in Game 3 may not lead to play of
the Pareto-dominant Nash equilibrium. Van Huyck
et al. (1989) present results on coordination games with
pre-play auctions which support the predictions of
Kohlberg-Mertens.
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earned in Phase I, you WIN $0.00. For example, if you
have 600 points, you will have a 60 percent chance of
winning $1.00. Notice that the more points you have,
the larger will be your chance of winning the $1.00
prize.

Phase 1 Instructions

In each decision-making period, you will be paired
with another person. One of you will be designated
player B and the other will be designated player S. At
the beginning of the period, both player B and player S
must separately and independently select an action. The
combined actions of player B and player S jointly
determine the number of points earned by player B and
the number of points earned by player S.

You will alternate from being player B to being
player S from one period to the next. Since there is not
an even number of people participating in this experi-
ment, you will occasionally be required to not partici-
pate during a particular period. When this is the case,
you will receive a message on your terminal which
states:

“FOR PERIOD —__, YOU ARE SITTING OUT.”

In the periods in which you are participating you will
receive a message stating:

“FOR PERIOD —___, YOU ARE A B PLAYER.”

or

“FOR PERIOD ____, YOU ARE AN S PLAYER.”

You will be participating in a series of separate
sessions during today’s experiment. During the current
session, you will play against each person once—as
either player B or player S. However, you will not know
the identification of the person you are playing against
in any period. Similarly, nobody in your decision-mak-
ing pair will know your identification in any period.
Further, you will not be told who these people are either
during or after the experiment.

In your folder you will find a set of record sheets. On
these sheets you will indicate, based on the message
previously received on your terminal, whether you are
player B, player S, or not participating for each period.
The points that you earn in each period will be deter-
mined by the rules given below.

Specific Instructions for Player B

In this part of the instructions we will be referring to
specific number of points. These numbers are the same
as you will be using in the first session of today’s
experiment.

In those periods in which you are player B, you and
player S must separately and independently decide on
actions which will jointly determine the number of
points earned by you and the number of points earned
by player S. As player B, you may either choose action
Bl1, action B2, or action B3. Similarly, player S may
choose action S1, action S2, or action S3. The number
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of points earned by you is given by the following table
for each pair of actions you and player S might select:

NUMBER OF POINTS EARNED BY PLAYER B

S’s Actions

S1 S2 S3
B’s Bl 320 440 500
Action B2 420 600 660

B3 180 360 420

To read this table, suppose that you chose action B2
and player S chose action S1. You would then earn
420 points. Similarly, suppose that you chose action Bl
and player S chose action S3. You would then earn 500
points. In a like manner, you can use this table to
determine the number of points you would earn for all
other pairs of actions you and player S may select. S
players also earn points depending upon the type of
action they select. These are given in the next section of
the instructions.

When you select an action, enter the action chosen
into the computer via your terminal and record the
action chosen on your record sheet. Once both you and
player S have selected your actions and entered them
into the computer via your terminals, the computer will
determine the number of points earned by you based on
the table given above. The result is then sent to you via
your terminal. The message will look like the one be-
low:

PERIOD POINTS ARE .

At the end of the period, you are to record your
point earnings for Phase I on your record sheet. Make
sure you check your earnings in points against the
computer’s calculations. The computer will also inform
you about the action taken by player S. Make sure you
record this information on your record sheet.

Specific Instructions to Player S

In those periods in which you are player S, you and
player B must separately and independently decide on
actions which will jointly determine the number of
points earned by you and the number of points earned
by player B. As player S, you may either choose action
S1, action S2, or action S3. The number of points
earned by you is given by the following table for each
pair of actions you and player B might select:

NUMBER OF POINTS EARNED BY PLAYER S

S’s Action
S1 S2 S3
B’s Bl 320 420 180
Action B2 440 600 360

B3 500 660 420

To read this table, suppose that player B chose action
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B2 and you chose action S1. You would then earn 440
points. Similarly, suppose that player B chose action Bl
and you chose action S3. You would then earn 180
points.

When you select an action, enter the action chosen
into the computer via your terminal and record the
action chosen on your record sheet. Once both you and
player B have selected your actions and entered them
into the computer via your terminals, the computer will
determine the number of points earned by you based on
the table given above. The result is sent to you via your
terminal. The message will look like the one below:

PERIODS POINTSARE ___.

At the end of the period, you are to record your
point earnings for Phase I on your record sheet. Make
sure you check your earnings in points against the
computer’s calculations. The computer will also inform
you of the action taken by player B. Make sure you
record this information on your record sheet.

Phase 11 Recording Rules

After completing your Phase I record sheet for a
given decision-making period, you are to use your profit
sheet to record the dollars you earn in Phase II. First,
record your Phase I point earnings in the row corre-
sponding to the number of the period that is currently
being conducted. The person who sat out in this period
will then be asked to draw a lottery ticket from the box.
Before he/she returns the ticket to the box, the number
on the ticket will be announced. You should record the
number of the ticket in the second column of your
profit sheet. If the number drawn IS LESS THAN OR
EQUAL TO the number of points earned in Phase I,
circle $1.00 in the next column; otherwise circle $0.00 in
that column. Pay careful attention to what you circle.
Any erasure will invalidate your earnings for the period.
If you do make a mistake and circle the wrong number,
call it to the experimenter’s attention.

At the end of the session, add up your total profit in
dollars and record this sum in row 23 of your profit
sheet. All dollars on hand at the end of the session in
excess of $2.00 dollars are yours to keep. Subtract this
number, which is on row 24, from your total dollars on
row 23 and record this difference on row 25. This is the
amount of dollars you have earned in this session.

In summary, your earnings in the experiment will be
the total of the amounts you win in all Phase II lotter-
ies. The amount of money you earn will depend partly
upon luck and partly upon whether you have made
good decisions in Phase I. Notice that the more points
you earn in Phase I, the more likely you will win in
Phase II. Are there any questions?

Instructions for Session II

This session of the experiment will again consist of a
series of separate decision-making periods. The session
will be conducted in exactly the same way as the previ-
ous session except you will play against each person
twice, once as player S and once as player B.
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All dollars you earn in this session in excess of
$0.00 dollars are yours to keep.

SAMPLE INFORMATION SHEET
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103-113.
Dawes, Robyn M., “Social Dilemmas,” Annual
Review of Psychology, 1980, 31, 169-93.
and Orbell, John M., “Cooperation in

Player B
Number of Points Earned by Player B
S’s Action
S1 S2 S3
B’s Bl 320 440 500
Action B2 420 600 660
B3 180 360 420
Player S
Number of Points Earned by Player S
S’s Action
S1 S2 S3
B’s B1 320 420 180
Action B2 440 600 360

B3 500 660 420
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