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Agenda

= Shared Network Infrastructure
= Organization structure

= Network monitoring tools

= LAN Management

= WAN Management

= Firewall

= [P Services

= Network Security

= Typical problems - LAN/WAN
= Typical problems - FW, IPSE
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Agenda

Shared Network Infrastructure
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What is Shared Network Infrastructure (SNI)?

= Provides secure way how to connect from IBM internal
network to customer network

= SNI is special network architecture inside IBM Global
Services Data Center.

= Security requirements are very difficult

access levels

4 Network Services Delivery

= |Is based on few network segment with different security
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Security Layer

Segments

Tier Definitions for SNI (e.g. eSNI “simplified”)

Layer
Description

Tier 0 - Internal

Tier 1 - Highly Secured

O
- @

IBM Intranet
(with secure areas)

Central Infrastructure
(within sphere of
control)

Tier 2 - Secured

Tier 3 - Controlled

C O OC D
—

Shared Infrastructure
(within each site)

Service Resources,
Customer Resources

Tier 4 - External
(untrusted)

Customer Networks,
Business Partners,
Internet

Network Services Delivery

Allowed
Communication
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Implementation Example (e.g. eSNI “simplified”)
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_______________________________________ Access | . Terd
Firewall Tier 1

e -{AL-BBM- <z---------------- -
= Tier 2

Service Management
Firewall IAL Firewall

> ___E_c_lge___< _____________________________________
Firewall Tier 3

DAL
[€)
.-} -Internet | _____ ] . EBER 0 EEE
Firewall Firewall Tier 4

O -0 | -

Customer 1 Customer 2 Customer 3
. A A 4
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Abbreviations

= CML - Central Management LAN

= CSL — Central Service LAN

= SML — Shared Management LAN

= SSL — Shared Service LAN

= DML — Dedicated Management LAN

= DAL — Dedicated Access LAN

= |AL — Infrastructure Access LAN

= |AL_IBM — Infrastructure Access LAN IBM

7 Network Services Delivery
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What Advantages/Disadvantages are there for SNI?

Advantages Disadvantages

= Standard solution = Sharing of network environment
= Secure solution got much higher security and

= Reuse of environment management requirement as

= Cost reduction single-customer one.

= |t's not always possible standardize
all customer specific requests

= Possibility of conflicts in private IP
address ranges
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Agenda

= Organization structure
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Organization Structure — Network management
GNMC model

)

A X =

Web-Interface for
Problem/Performance/Reports... Client

Call Feedback ‘/onit:)r
Help Desk (CSC):

Call Handling
Ticket opening Ccsc NOC
Problem dispatching
Ticket #
Network Operation Center (NOC)
Level 1/level2:
Ticket handling
Problem isolation
Problem correlation
Problem # \J
v v v
On Site Mainte- Manufac-
Ticketing | support nance turer
System

10 Network Services Delivery © 2006 IBM Corporation




Network Service Delivery — Atlantic Project

NOC - Level 1 support

= Proactive monitoring of different tools. Coordinates problem resolution
and communication.

= Use simple and clear processes. Require best knowledge of these
processes, tools usage and got global overview of systems.

= Necessary 24/7 support

Examples

= Coordinates outages of WAN providers, communicate WAN related
problems.

= Update problem tickets in ticketing systems and inform other teams in
case of problem resolution

= Communication point for CSC — provide feedback for customer
= Coordinates HW replacement
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NOC - Level 2 support

= Advanced problem resolution of troubles coming from 1st level.
= Processes are not so clear for 2" |evel
= Level 2 require skills and experiences

Examples

= Analyze and correct routing problems

= Correct security findings in configuration, patch/upgrade OS on
devices

= Setting and modifying configuration on devices, activation of new
customers or devices

= Change of ACLs, cooperation with 3" level and vendor support if
needed
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Level 3 support

Level 3 support work with complex problems. 3rd level is involved in
problems affecting huge infrastructure.

Solving all not standard solutions
Cooperating and coordinating complex changes in network structure.
Act as Network Architects

Examples

= Providing prevention in wrong setup of routing protocols
= Finding solution for slow application performance
= Deploying new customer to SNI
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= Network monitoring tools
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Why we need proper NSD tools set?

More than 80 percent of application performance and
availability failures will be blamed on network problems, but
the network will represent less than 20 percent of the root
cause

= With proper tools set you can
— With monitoring tool react before customer will recognize problem.
— Locate problem much faster then by manual tracking
— Update many devices by one click

— By performance tools see the trend and recognize problem before it
will occurred

— Based on historical data prevent blaming application problems
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Network Management Toolset

Tivoli Netview
— Detection of problems with implementation of L3 map

Entuity Eye of the Storm
— Perofmance and advanced monitoring / analysis

— Monitor device with SNMP - can detect more than 70 type of errors.

Cisco Works (CW)
— Provides advanced configuration / problem detection for Cisco Platform

CACTI / Vital suite Statistics
—  SNMP orientated performance management tool

Other tools
— TACACS/RADIUS/LDAP — Authentification services

— Evidence databases — CEP+ / MAD / eAMT
— Ticket tracking tools
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Network Management Toolset

Entuity

Cacti / Vital Suite Eye of the Storm

Cisco Works

NEWIE

Syslog / Tacacs
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Business Unit or Product Name

Fault detection with Netview

= Netview is standard tool used by IBM all over the world for
most customers.

= Monitoring of device status
= Clear picture of network infrastructure

= Netview support easy implementation of various scripts
which can automation work.

= With SNMP support of all devices provides advanced
rgonit)oring (not based only on UP/DOWN functionality with
ICMP

= Can receive/forward SNMP traps from/to other tools
(EotS/Cacti...)
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Fault detection - Netview
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Tivol Netwew Event Browser

oli Met¥iew restricted -- http:138.222.124.36:8080 & IEIIE[

”E[ Object Monitor Test Tools Window Help
: Event Browser

File Filter View Event Tools

@ "Hgl '!@|| All Events v|

| Time | Mode | Description |;Beue_r4tfg
| 2061349 ALUREGWYWRH3 Interface DEC down. Critical
206135800 smitp02.de.abb.com 1. RIFRQ-ERROR 'Hostlocalhost- 2141 messages idle'-- Z2FMT ERROR: accessing element #2, only 1 av... wWarning
2061381 smitpl3.deabh.com 1: SRAMG-SLE-DOWN 'Hostlocalhast - Linable to connect 5LS server.' - 2. FMT ERROR: accessing eleme... Majar
20613582 LUSABBSNWIMCTOTH Latency packet loss - Source: USABBSMIMCTOH-A40151-LSABBZPRINJOTR-50101 512k PYVC to Princet... Critical
2061354 smip03.deabh.com 1. SPAMG-SLES-LIP Hostlocalhost- SLS semver is available'-- 2.FMT ERROR: accessing element #2, only ... Cleared
20613895 smipl2.deabh.com IMTERMAL-SERVER-ERROR Hostlocalhost - SMTF Internal Server Test Failed. Hast - smitp01.de.abb.cao... Warning
20E13:85  smitp03.de.abb.com 1. SPAMC-SLE-DOWWE 'Hostlocalhost - Linable to connect 5LS server.' - 2. FMT ERROR: accessing eleme... Major
2061388 apsmtp0l.sg.abb.cam IMTERMAL-SERVER-ERROR Hostlocalhast - SMTF Internal Server Test Failed. Hast - mail.ahbory, Fort - 25" Warning
2061388 smipl3.de.abb.com 1: SPAMC-S5LE-LIP Hostlocalhost- SLS server is availahle'-- 2.FMT ERROR: accessing element #2, only .. Cleared
2061399 apsmip0l.sg.abbcom IMTERMAL-SERVER-ERROR 'Hostlocalhost - SMTF Internal Server Test Failed. Host - smitp01.de.abb.co... wWarning
20613599 apsmtp0l.sg.abb.cam IMTERMAL-SERVER-ERROR Hostlocalhast - SMTF Internal Server Test Failed. Hast - mail.at.abhocom, P Warning
206 14:00 MEOODES Interface 138.221.99 4 down. Critical
2061400 MEKOODES Mode Down. Critical
2.0614:.00  ALUREG-YWREH3 Interface DEC up. Cleared
206 14:.00 0 MWEDODGE9 Interface 138.221.89.4 up. Cleared
2.0614:00  WEOOOGES Made L. Cleared
20614:01 smipl2.de.abb.com 1. RIFC-ERRCOR 'Hostlocalhost - 2150 messages idle'-- 2.FMT ERROR: accessing element #2, anly 1 av... WWarning
2061401 smitp02.de.abb.com 1 WFQ-DoWrN 'Hostlocalhost - WFQ Test Failed. Monitor port not responding.' - 2:FMT ERROR: accessing ... Major
Z20614:08  BLETWM-CFWO Interface 10.31.96.111 down, Critical
12061405 MNLRTM-CFYO | Critical
206 14:.06  ALUREG-YWWRH3 Interrace DEC p. Cleared
20614:06  BLETWM-CFWO Interface 10.31.96.111 up. Cleared
2.0614:068 BLETWM-CFWO Mode Up. Cleared
20614:08 AUREGYWRH3 Interface DEC dowh. Critical
2.0614:07 ESABBYMAD--01R Latency packet loss - Source: ESABBYMAD--01R-T8-DEABBYEHG--03R_latency_loss object has been nao l... Cleared
i 2061408 smip03.de.ghb.com 1. SPAMQ-SLE-DOWWH ‘Hostlocalhost - Unahle to connect SLS semver.-- 2.FMT ERROR: accessing eleme.... Majar
| Total 102 Displayed: 102 Sslected: 1 '

Submap Explorer - default [Read Only] - [ABB-Asia] .
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Entuity Eye of the Storm

with SNMP
Forward major issues to netview
= Provides advanced troubles finding

Availability management
= Keeps historical data

21 Network Services Delivery

= Advanced monitoring of devices (LAN, WAN and firewalls)

Feature performance monitoring gives us possibility for
prevention in outages based on wrong implementation

Provides statistic for core lines (Trunks, Etherchannels)
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Entuity Eye of the Storm — port listing

ent Yiewer

Wiews Tools Window Help

BE O MEYE S

- 4| 9

1124.44

fices

ALINE

BeMelux
Corporate
Denmark

EMEA

France

Germany

[ arway

Spain

=gsential Reparts
Hubs

Firewsalis and Router
Switches
741
B 10.34.11.200
B 10.34.24 240
B 10.34.24 242
B 10.34.28.238
B 10.34.28.240
B 103432112
F 10.34.36.242
F 10.34.36.245
B 10.34.36.246
B 10.34.36.247
B 10.34.36.244
B 10346913
B 10.34.40.20
YLANS
Switzerland
K

jonal

ional Infrastructure
_forwarding

A[ects:}j138.222. 124,44/ ABE Spain/Switches/10,34.17.41/

&)= ABE Spain
General B+ Ports | 425 Applications | & VLANs | 5 Edended Info | B

Chassis Datal

| 103417.41
/ Port Type | Speed Fropeties Hiosts WVLAMS Applications
F [101 ] RMOM: 0100 Port 1 on Unit1 Ethernet(s) 100.0 Mhis 00:30:c1 50427
E [102] RMOM:10/100 Port 2 on Unit1 Ethernet(s) 100.0 Mhs 00.0d:60:08:23:22
B [103] RMOM:10/100 Port 3 on Unit1 Ethernet(s) 100.0 Mhs 00:10:a4:a8: 7745
B [104 ] RMOM:10/100 Port 4 on Unit1 Ethernet(g) 100.0 Mhs 00:0c:60:67:19:d9
B+ [105]RMOM:10/100 Port 8 an Unit 1 Ethernet(g) 100.0 Mhs 00:0c:60:2c.ec.84
B+ [106]RMOM:10/100 Port 6 on Unit 1 Ethernet(B) 100.0 Mhs
B [107 ] RMOM:10/100 Port 7 on Unit 1 Ethernet(B) 100.0 Mhs 00:0c:60:22:fazec
E [108] RMOM:10/100 Port 8 on Unit 1 Ethernet(B) 10.0 Mb/s
F [108] RMOM:10/100 Port @ on Unit 1 Ethernet(s) 100.0 Mhis
E [110] RMOM:10/4100 Port 10 on Unit1 Ethernet(s) 100.0 Mhs
E [111 ] RMOM:10M00 Port 11 on Unit1 Ethernet(s) 100.0 Mhs
B [112] RMOM:10/00 Port 12 on Unit1 Ethernet(s) 100.0 Mhs
B [113] RMOM:GE Part13 an Unit1 Ethernet(g) 1.0 Ghis JPLIMK
B+ [1327]Local Workgroup Encapsulation Tag 6 Prop. Multiplexing 0.0 ks
B [140]3Com Switch type:SLIF on Unit 1 SLIF 19.2 khis
F= [141]13Com Switch an Unit 1 Ethernet(B) 10.0 Mhfs
F= [181]Trunk1 an Unit1 Ethernet(B) 0.0 kis
B [18268] Local Workgroup Encapsulation Tag 9 Frop. Multiplexing 0.0 kis
B [18383 ] Local Workgroup Encapsulation Tag 14 Prop. Multiplexing 0.0 kis
B [1904] Local Workgroup Encapsulation Tag 8 Prop. Multiplexing 0.0 kis
B [25355] Local Workgroup Encapsulation Tag 4 Frop. Multiplexing 0.0hbrs
B [26240] Local Workgroup Encapsulation Tag 7 Frop. Multiplexing 0.0hbrs
B+ [30613]Local Workgroup Encapsulation Tag 11 Prop. Multiplexing 0.0 ks
B [36621 ] Local Workgroup Encapsulation Tag & Frop. Multiplexing 0.0 kis
B [47273] Local Warkgroup Encapsulation Tag 13 Frop. Multiplexing 0.0 kis
B [4T7366 ] Local Workgroup Encapsulation Tag 1 Frop. Multiplexing 0.0 kis
B [49663 ] Local Workgroup Encapsulation Tag 12 Prop. Multiplexing 0.0 kis
B [51121]802.1Q Encapsulation Tag 0001 Prop. Multiplexing 0.0 kis
B [59623 ] Local Workgroup Encapsulation Tag 16 Prop. Multiplexing 0.0 kis
B [61072] Local Workgroup Encapsulation Tag 2 Frop. Multiplexing 0.0hbrs
B+ [B1721]Local Workgroup Encapsulation Tag 14 Prop. Multiplexing 0.0 ks
B [6231] Local Workgroup Encapsulation Tag 10 Frop. Multiplexing 0.0 kis
B [65]RMOMNVLAMN 1 Frop. ¥ituallnternal 0.0 kis
[ [8000] Local Waorkgroup Encapsulation Tag 3 Frop. Multiplexing 0.0 kis

l@ CZBEO070@T38.222.124.44
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Entuity Eye of the Storm — device report
10.49.29.130

Cisco Internetwork Operating System Software [0S {tm)
cBsupi_rp Software (césup1_rp-DSV-M), Version
12.1(23)E2, RELEASE SOFTW

Speed Total | Spare || Availability: 100%
101 O0ND 48 43 (B0%} {]utages: 0
1Gb 86 18 {27%} Monitored Servers: 0

Monitored Applications: 0

Top trunk ports Top server ports
| R | EECTEE Il oo |
| 193 | ChigmbiEL. 4
L B ——,
| 7 g — 1
TEreh ] A, |—l
1 O ERE |
i 'I'k Tk 1k e LR s HHE e
& LEEewion o L% Srndion

Bus Uilization

- AvErags ==— M aximim

SO

i_; iw iﬁi‘ WY E=Y At Hﬂiﬂ .
n L j i ’wﬂj L

Jam 8 Jan G Jan 18 Jam 11 dan 12 Jan 13 Jam 14 Jam 45
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Entuity Eye of the Storm

Availability Summary

Over the 4 week period Wed Feb 01 2006 - Wed Mar 01 2006
Generated at 0042 on Wed Mar 01 2006 far the Germany view
Based on data from 28 availability samples each covering 1 day

OVERALL AVAILABILITY SUMMARY

Application: — (appication: . Server — Netwark: -}

Server: -- (Server: - Nehworc -
WAN link: 94.17%

NETWORK AVAILABILITY SUMMARY

IP Address Cutages: 320 on 136 elements (385 teng MTEF: 458 .%hours MTTR: 9,945 Iminutes
monkored)

Router Outages: 25 on 8 devices (23 neng montoned) MTBF: 321.6hours MTTH: 45minutes
Switch Outages: 6 on § devices (&2 naing mangared) MTEF: 655 . Thours MTTR: 26, 505minutes

APPLICATION AVAILABILITY SUMMARY
Application Qutages: NoONE (o seing montored) | MTEF: —- | MTTR: —

SERVER AVAILABILITY SUMMARY
Server Oulages: NONE o bsing monkorsn) | MTEF: —- | MTTR: —

WAN LINK AVAILABILITY SUMMARY

Wan Link Cutages: 108 on 38 links (126 reng monitorea) | MTEBF: 333 2hours | MTTR: 6,995 4minutes
Top problem WARN links Outage Downtime Top problem WARN links Outage Downtime
{saried by numbar of oulages) count {minutes} [sored by downtime) count [minu=s)
136.273.192 322 : [ 23] 15 155. 7minutas 10.49.127.159 - [ 124 ] Vian120 1 38 EOmEERE
DEASEYEHGE-03R-TES002- 5G4 BSY Sl

10.49.340.3 - [ 206 ] Vians1 1 38 E0mETes
136.273.192 222 - { 17 ] att-umman 12 | 1,717 Eminates
DEASEYERE-03R-TE-ZAABEY ME--11 10422202 1107 [ viand 1 38 E00manutze
136223192222 1 {12 10 | 340 Sminutes 10.49.427.75 ([ 135 ) vianili 1 38, 8600minut=E
DEASEYERE-Q3R-TA- CIABEYERO-00 10,40.240.3 1 [ 203 ] Vian 1 32 E0aMENLESE

136.228.192 222 1 { 19] 3 | 21 Bminutes
DEASBYEHG-03R-T11-CHABSYBAD--0mre

136278 192 222 1 [15] 7 | ZEmirules
DEASEYERE-03R-TT-ATASEYPCS-01fr
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Configuration with Cisco Works

= CW support mapping devices in network made by Cisco
devices.

= CW is able to download configs but it also allow to upload
them to device, modify directly on CW which allow to made
small common changes by “one click” on many devices

= CW give you chance to work with device like with real (show
physical surface)

= Data colleting from devices / mass changes / security
activities

= Can create reports for Cisco platform
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Cisco SYSTEMS

Cizcovvorks | Help | About

1492 P : ﬁ

147 240,222
| 10132035 || Ge
O cs@deshocknt =136 %A] Device IP Address 10.132.0.35
=] SCampus@deeh.qckD‘lsrmi% _ _Dewce{yp& Clscq 3750 Stack 149 240.2.90
B (SR s pivises 24-hour Change U nmary Mumber of records: 0 Bt
ol e : lnasamary Last Collected Time  May 27 2006 08:18.09 CEST i 5 9402 7
0910'132'0'10 Configuration Last Archived Time hay 16 2008 12:07:.05 CEST / o
S : Emergencies; 0 Alerts: O Critical: O Errors: 0 !
O 101320100 2-hour Syslog Message Summary o0 L CE S T
Oy g 132040 : : arnings: O lotifications: O nformational: 0
F== COP Meighbaors . 10.152.190.2
O P 13204002 COP Meighbors. . . B o ygmnzm
0310_132_0_103 EIPath Analysis (czzstatl Zaiiiservers 0. 3-deehqckd1s107 |= ,,:Clu:
OEF 01320104 FBle Edit action Help '
O e yg 132011 EETERETE
OEPn132012 ® patatrace O Voice Trace
Ot 32013 s 105 <]
- -Tom: .. .8 -
Q132014 — _ =
Q& n1z2015 To: [140.240.221 2
O 132018 Tools _ _ Reports. _ Management Tasks StartTrace || Stopiiace |
O =g 50017 = Management Station to Device =  Change Audit Report = Add Images to Software =
o = Ping = Credential Verification Report Repository 22l [
o & e = Telnet - Detailed Device Report = Analyze using Cizco.com Image Layer 3
10.132.0:13 = Trace Route = Syslog Messages Report = Analyze using Repository Image
O o15202 = Edit Device Credentials = Switch Port Usage Report - = Check Device Credential "
O g ae0 = Packet Capture Recently Down = Distribute Images i 149.240.2.19
O ﬁ 10132052 - SHMP Set = Switch Port Usage Report - = Edit Config & .
O o 10,1320 24 (@ sy L LT HMWM{?J: Bl Hrnsed Do = Run S\Eloa \go uﬁ'n!a“d 149.240.2.21

O EPn130028

Oed 0132028
-< I I|.||

Clscoorks. | Help | &hout ©
biseo Sritens :

CiscoView (DEEHQCKO1SR0136)

Davice NarmedP img 2405095 '@| GulurLegeZn'd ._ Preferances | . Mini RO

Catalyst 2950 sones

T UL BRI 5310

HiOE
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Cisco Works — example of report

3 Resource Manager Essentials - Microsoft Internet Explorer

File  Edit ‘“iew

Favorites  Tools

Help

=10] x|

Gisco SYSTEMS

Reloads Report - 1 Day

Back

Close

DEvE A ICSVFDrmatj Fepors I1 Diany j

Device Name| Device Type Reload Reason Reload Time
Catalyst IOS 25 Mar 2006 22:38:14
10,459 84 132 3508 P OWEr- Ot WEST
Catalyst IOS 25 Mar 2006 21:59:02
10,459 84 133 3545 P OWEr- Ot WEST
Catalyst IOS 25 Mar 2006 21:50:20
10,459 84 134 3545 P OWEr- Ot WEST
Catalyst IOS 25 Mar 2006 21:57:19
10,459 84 135 3545 P OWEr- Ot WEST
10.49 84 140 Catalyst IOS Eeload |l Warning Possible Sysuptime wrap 26 War 2006 00:02:02
— 2545 detected MEST
10,49 84 143 Catalyst IOS Eeload |l Warning Possible Sysuptime wrap 26 War 2006 00:07:39
— 2524 detected WEST
Cenerated: 26 Llar 2006 15:14:12 WEST
Cisco Systemms, Inc. ©
@ Done | |ﬂ Internet &
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Cisco Works — Cisco View

sco¥iew 5.5 - Microsoft Internet Explorer

File Edit Wiew Favorites Tools Help

\_J Bach. = ‘}) T |ﬂ RELI .:\| ‘ /;.-}Sea_r'ch fl}fl Favorites @Mgdié €3}| ' _,; T _l 9 ﬁ

Address |-’v§j htbpi 138,222,124, 12: 1741 C3C0nm/ servietfcom, cisco.nm.cvw, servlet CvServlst

= Bl s |Links 2

rSeiect Device

1011324 ﬂ

Ws-14013

UFLINK UPLINK UTILIZATION

1| EHIEIME

Telnet

Cisco.com

Ciscao Suppart

Frefatences

Ahout

Help ]I

|§'| Applet com. cisco,nm.cyvw, os. Cvideb started

|
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Business Unit or Product Name

Performance with Lucent Vital suite / CACTI

= One of the most important part of our work is troubleshooting are
network performance problems.

= Requirements for Performance Tools:

= Collect variable information from device and store them for
analyze . (historical data)

= Fast analyze of network performance situations
— On which point is network overload.
— And what kind of traffic is overloading it.
= Proactive Information to prevent overload of WAN / LAN networks
= Lucent vital suite are the standard tool for Performance
= Can analyze QoS separately
= List of TOP talkers

Jméno seminafe - VUT FlI 3/2/2007 © 2003 IBM Corporation
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Cacti — graphs

Traffic Analysis for MXABBYMEX--01R-5S00100-MPLS (PVC to RPM)

Day

200 k

150 Kk

Bits persecond

100 k

50 k

a -
20:08 22:00 @0:00 02:00 ©4:00 06:00 0B:00 10:00 12:00 14:80 16:00 18:00

E Inbound Current: 12,04 k Average: 40,69 k  Maximum: 226.05 k
M Outbound Current: 13.86 k Awverage: 25.90 k  Maximum: 244 .86 k

Last updated: 2006-03-26 19:46:43 UTC

Traffic Analysis for MXABBYMEX--01R-500100-MPLS (PVC to RPM)

Week

Eits persecond
]
=
i e s i e e e S S

o
(=)

Mon Tue wWed Thu Fri Sat Sun

67.39 k Average: 252.23 k Maximum:
21.59 k° Average: 154.32 k HMaximum:

M Inbound Current:
B Outbound Current:

Last updated: 2006-03-26 19:46:43 UTC

Traffic Analysis for MXABBYMEX--01R-500100-MPLS (PVC to RPM)

... Month

Bits persecond

Week B9 Week 18 Week 11

47.14 k  Average: 272.43 kK HMaximum: 1.50 M
24.94 k  Average: 155.49 k Maximum: 1.62 M

Week 12

W Inbound Current:
B Outbound Current:

Last updated: 2086-03-26 19:46:43 UTC

Traffic Analysis for MXABBYMEX--01R-S00100-MPLS (PVC to RPM)
600 k Y . :
. Year

400 k

300 k

Eits persecond

200 k

100 k

o
Mar Apr May Jun Jul Aug Sep Oct Now Dec Jan Feb Mar

B Inbound Current: 70,26 k Average: 213.04 k Maximum: G589.14 k
W Outbound Current: 94 .46 k- Average: 119.60 k Maximum: 479.72 k

Last updated: 2006-03-26 19:51:47 UTC
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Evidence Databases & Other Databases

= All databases are bind
= Asset Evidence (eAMT)

= Central Evidence of all devices
— Device type/hardware information
— Location information
— |P address, hosthame, interfaces
— Contacts for other support groups / provider / on-site support
— Security Evidence with historical data
— Etc.

= Evidence for Security findings
—  Keeps OS bugs

— With each finding in configuration bug reports to responsible support
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= LAN Management

32 Network Services Delivery © 2006 IBM Corporation
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LAN Management

= LAN = Local Area Network

= Device’s vendors

— Cisco, Nortel, 3com, Alel, Allied Telesyn, Blue Coat, Digital, D-link, Enterasys, HP, IBM,
Intel, Intermac, Kingston, KTl Networks, LANart, LinkSys, Netgear, Nokia, Olicom,
Planet, Symbol, Synoptics, Xtreme

— Migration of all existing platforms to Cisco for providing best centralized support
= Device’s categories

—  Firewalls

— Routers

—  Switches
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LAN — simple connection
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LAN — Data Centre
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Datacentre example
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= WAN Management
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WAN Management

= WAN = Wide Area Network

= Used solutions
— Leased line

— ATM/Frame Relay

— MPLS

— DSL/ADSL/ISDN

— Internet tunnel (iVPN)

= WAN lines are usually provided by external companies (BT, AT&T,
HP, DT...)

= NOC (1stlevel) is contact point between customer and provider

Today’s trends for WAN

= MPLS = Multiprotocol Label Switching )
= QoS = Quality of Service )
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WAN Specifications and requirements

line
= 80 — 100 % WAN link utilization (“we pay 100, we use 1007)
= For monitoring of QoS we need good tools

40 Network Services Delivery

= Setting QoS on WAN lines leads to better performance and usage of
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QoS — Basic categorization

41

Category 1
— interactive applications with non-packet burst traffic (e.g. telnet, VolP)

— Packet loss should be avoided

Category 2
— Interactive applications with packet bursty traffic (e.g. http)
— Few packet loss

Category 3
— Non-interactive batch traffic (e.g. replication, UDP packets)
— Packet loss possible

Category Default
— Non classified traffic

— High packet loss on congestions, best effort

Network Services Delivery
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WAN Problem determination

where problems can occur.

There are many different providers and routers

Corporate Network

Country Network
Provider C

Country Network Provider B
Provider A ?
Provider A Provider B Provider C
Location Reporting Tool Reporting Tool Reporting Tool
data : data : data :
feed | feed | feed¢

User

IBM Reporting Solution

N

Datacenter

=

Application Server
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= Firewall
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Firewall

Firewall types

Standard used FW
Checkpoint ProviderOne
Usage of FW
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Types of existing Firewalls

= Software

Checkpoint Firewall-1 (diverse versions)

Cisco PIX

= Operating Systems

Checkpoint Secure Platform (SPlat)
Sun Solaris

Microsoft Windows

Linux

Nokia IPSO

= Hardware

PC Architecture
Sun

Nokia

Cisco PIX
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Firewall Standard for all replaced and new build firewalls

= Software
— Checkpoint Firewall-1 Next Generation with Application Intelligence

— Cisco PIX
= Operating Systems
— Checkpoint Secure Platform
— Cisco PIX Firewall OS
= Hardware
— IBM x-Series Servers
— Cisco PIX
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Checkpoint - ProviderOne

= Easy centralized management

Saved all FW rule sets

Central Logging

Multi-platform management (Nokia, Splat)
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Checkpoint - ProviderOne
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Usage of Firewalls

Secure separation of networks

Advanced security (not only ACLSs)
Implementation of statefull FW

VPN implementation — VPN concentrators
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All network environments (Internet/DMZ/Corporate networks)
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= |P Services
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IP Services (IPSE)

= DNS/DHCP
= NTP
= Proxy
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QIP — central management for DNS/DHCP

= One central (with backup feature) QIP management server

= Structure-based implementation of QIP provides opportunity to use other QIP
servers which are reporting to QIP management server

= Location types:
— Less than 250 users DHCP — IP helper

— Less than 499 users local DHCP server or IP helper
— More than 500 users (Super location), local DHCP is provided by redundant servers

= Rules
— Static Addresses for Servers and active network devices

— Dynamic addresses for PCs and Printers

DNS management

= Central management of all DNS records
— 2" level domain (customer.com)

— Sub-domains (location.customer.com)
= Domain management can be delegated to another server
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QP Enterprise
Server

~ Internet

B location

DHCP Server
local Installation

. Firew all
. ! =" IP Helper
]
Server

re DC locations

C Location

Location
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local Installation
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hardw are

54 Network Services Delivery © 2006 IBM Corporation




NTP

55

Network Service Delivery — Atlantic Project

Time synchronization service
NTP is installed on Intranet DNS servers

NTP could be distributed for each domain to different servers (location based)
More NTP for one location provide redundancy. Also internet backup is

possible

Network Services Delivery
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Proxy Solution

= |n past main scope of proxy servers was to provide better usage of WAN
lines (http proxy)

= Today’s usage of Proxy servers is to provide secure and balanced
connection

= We can recognize two types of proxies
— Transparent (act as proxy for any traffic — mainly socks proxies)

— Passive (use proxy feature only if application provide such functionality — http/ftp)

© 2006 IBM Corporation
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= Network Security
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Network Security

Configuration standards
Checking or real configuration

Actualized SW/HW
User revalidation
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Network Security — Standard configuration

= General Rules
= Applicable for different HW/OS
= Pre-defined standards pro Cisco, Nortel, IPSO and other platforms
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Network Security — Checking actual configuration

Correct setup for new device in network
Revalidation is made at least each half of year
Documentation of findings

Corrective actions if applicable
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Network security — Actual versions SW/HW

= Monitoring for new information/releases
— Patches

— New versions

= Risk management
= Planning upgrade
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Network Security — User revalidation

= Quarterly revalidation if users still exists — User verification
= Yearly revalidation if users still needs access — Business need
= Storing of evidence
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= Typical problems - LAN/WAN
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Typical problems LAN/WAN

= Slow network
— LAN

— Internet/WAN

= Device unreachable - LAN
= Location unreachable - WAN
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Example 1 — Slow LAN network

= User reports slow network

= It's needed to identify if problem occurs on local server or remote
site/internet

= Find port settings (speed/duplex) on switch and settings on user PC
and server.

= Find statistic data for port errors

= Cooperate with Server support group to eliminate possible server
problems

= Replace cable if port settings are not showing any incorrect settings
and errors are shown on port report
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Example 2 — Slow Internet/WWAN network

= Up/Down Management
— Find if there is no WAN issue (only backup running)

= QoS Statistics and Reports
— Find if there are peak on network or load near threshold

= Netflow Traffic Analysis
— Find which traffic cause big network load
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Example 3 — Device unreachable

= Incoming event in NW management tool (Netview, ...)

= Event verification (Ping, SNMP request)

= Try to connect from different location (using different paths)

= Contact On-Site Support to eliminate power outage or cabling
problems

= Manual restart (cold reboot)

= Console connect

= HW replacement
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Example 4 — Location unreachable

Incoming event in NW management tool (Netview, ...)

Contact On-Site Support to eliminate power outage or cabling
problems

Connect via manual backup solution if available (dial up)
Contact WAN provider for check line problems
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= Typical problems - FW, IPSE
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Example 1 — User can’t connect to network

Check IP address

If IP don’t correspond to location there could be problem with IPSE
Check DHCP service on server

Check if there are free IPs in pool
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Example 2 — User can’t connect to service

= Check IP addresses and locations (source / destination)
= Check if there is no network / server / service outage)

= Find route

= Check all rules on FW - ProviderOne

= Check all ACLs on routers / Switches

= Check VLANs
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Example 3 — New server in location

Get necessary approvals

Find required connections
Find data flow in network
Correct all FW rules and ACLs
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Questions

Answers
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