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Signal and Graph Terminology
= Signal

= A description of how one parameter is related to
another one

= Continuous signal

= Both parameters can assume a continuous range of values
" Discrete sighal or digitized signal
= Signals formed from quantized parameters



Signal and Graph Terminology
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* Type of parameter on horizontal axis



Mean and Standard Deviation

= Mean (u)
= Average value of a signal (N samples)

1 N-1
“ &
= Standard deviation (o)
= A measure of how far the signal fluctuates from mean
" Only measures AC portion of a signal

= Variance (0?): power of this fluctuation
2 1 <« 2
O X, —
= 12( 1)
" rms (root-mean-square)

= Measures both AC and DC components of a signal
" AsignalwithnoDC—-> rms=o0



Mean and Standard Deviation

= Relationship between o and peak-to-peak value of
several waveforms

a. Square Wave, Vpp = 2o b. Triangle wave. Vpp = y/12 0

i i

c. Sine wave. Vpp =

o AAAAI
RRVATAVAVAY

d. Random noise. Vpp = 6-8 ¢




Mean and Standard Deviation
= Two limitations of calculation using

1 N-1

1 N-1
U=—>yx o= X, — 2
NS N—lg( “)

" |f u>>0 - subtracting two numbers that are very close
in value - excessive round off error

" Running statistics - requires all samples be involved in
each new calculation

= Solution



Mean and Standard Deviation

" |n some situations
= Mean (1) = what is being measured
= Standard deviation (o) = noise and other interference
= Signal-to-noise ratio (SNR) = /o
= Coefficient of variation (CV) = (o/n)*100%



Signal vs. Underlying Process

= Statistics

" Interpreting numerical data such as acquired signals
= Statistical noise

= Statistics of acquired signal change each time experiment is
repeated

" Probability
= Used to understand processes that generate signals
* Probabilities of underlying process are constant

= Typical error in calculating mean of an underlying
process due to statistical noise

O

Error = —

N2



Signal vs. Underlying Process

" Error in mean
= Reduces value of o
" To compensate for this

Gz—iNz_l(x— )2—>02—;]§(x— )’
N H N_1& H

" Left equation - o of acquired signal
" Right equation - an estimate of o of underlying process



Signal vs. Underlying Process

" Nonstationary signals
= Are not a result of statistical noise

. Generated from underlylng process changmg
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" Problem: slowly changing u interferes with calculating o

= Solution: breaking signal into short sections — calculating
statistics for each section — averaging os



The Histogram, Pmf and Pdf

= Histogram

" Displays number o

Amplitude
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Examples of histograms. Figure (a) shows
128 samples from a very long signal. with
each sample being an integer between 0 and
255. Figures (b) and (c) show histograms
using 128 and 256.000 samples from the
signal. respectively. As shown. the histogram
1s smoother when more samples are used.

f samples having each possible value

9

8—4‘ b. 128 point histogram !
s 7
2
E
2
2
5
p

TITTTTTTEITTTT T e e rerees
90 100 110 120 130 140 150 160 170
Value of sample
10000
¢. 256.000 point histogram ‘

%8000
L
o
Z
26000
2
5
Z

90 100 110 120 130 140 150 160 170
Value of sample



The Histogram, Pmf and Pdf

= Histogram
* Represented by H,, where i is index for value of sample
= H.is number of samples that have a value of i

" |f M is number of points in histogram and N number of
points in signal

M-1
N=>H,
i=0

» Histogram is formed from an acquired signal = noisy



The Histogram, Pmf and Pdf

= Probability mass function (pmf)
= Curve for underlying process

= \What would be obtained with an infinite number of
samples

" can be estimated from histogram or by some
mathematical technique

= Vertical axis of pmf expressed on a fractional basis: each
value in histogram divided by total number of samples

= Sum of all valuesin pmf =1



The Histogram, Pmf and Pdf

* Probability density (or distribution) function (pdf)
= Pdf is to continuous signals what pmf is to discrete ones
" |[ndicates signal can take on a continuous range of values
= Vertical axis of pdf is in units of probability density
» Total area under pdf curve = jcurve =1



The Histogram, Pmf
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The relationship between (a) the histogram. (b) the
probability mass function (pmf). and (c) the
probability density function (pdf). The histogram 1s
calculated from a finite number of samples. The pmf
describes the probabilities of the underlying process.
The pdf 1s similar to the pmf, but 1s used with
continuous rather than discrete signals. Even though
the vertical axis of (b) and (c¢) have the same values
(0 to 0.06). this 1s only a coincidence of this example.
The amplitude of these three curves is determined by:
(a) the sum of the values in the histogram being equal
to the number of samples in the signal: (b) the sum of
the values in the pmf being equal to one. and (c¢) the
area under the pdf curve being equal to one.
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FIGURE 2-6

Three common waveforms and their
probability density functions. As in
these examples, the pdf graph is often
rotated one-quarter turn and placed at
the side of the signal it describes. The
pdf of a square wave. shown in (a).
consists of two infinitesimally narrow
spikes, corresponding to the signal only
having two possible values. The pdf of
the triangle wave. (b). has a constant
value over a range, and is often called a
uniform distribution. The pdf of random
noise, as in (c), is the most interesting of
all. a bell shaped curve known as a
Gaussian.
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The Histogram, Pmf and Pdf

T T T pclf
a. Square wave
1
¥
=
=
=0
=
£
<
-1
2
i 16 32 48 64 80 9 112 127
Time (or other variable)
2 .
= T : T T Pdi
b. Triangle wave
1
L
=
g
Zo0
&
<
-1
2
i 16 32 48 64 80 9 112 127
Time (or other variable)
2 T T T pdf
¢. Random noise
1
|
[
=
=
= 0 o Y
=
g
q:
-1
-2
0 16 32 48 64 80 96 112 127

Time (or other variable)

16



The Histogram, Pmf and Pdf

" Problem in calculating histogram

= Number of levels each sample can take on >> number of
samples in signal

= Always true for signals represented in floating point
notation

" Previously described approach involves counting number
of samples that have each of possible quantization levels

= Not possible with floating point data = billions of possible
levels nearly all of which have no samples

= Solution: binning

= Done by arbitrarily selecting length of histogram to be some
convenient number called bins

= Value of each bin = total number of samples having a value
within a certain range



Amplitude
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Example of binned histograms. As shown in
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samples long. with each sample a floating point 5 | | |
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Figures (b) and (c) show binned histograms of 3 50 ! ! !
this signal, using 601 and 9 bins, respectively. s T"""-tf___—"_;:"_ i
As shown. a large number of bins results 1 poor 2 i i
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the horizontal axis. Using more samples makes
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The Normal Distribution

= Signals formed from random processes
» Usually have a bell shaped pdf
= Called normal distribution or Gauss distribution
» Basic shape of curve generated from
yx)=e™
* Adding adjustable p and o + normalizing (area under
curve = 1) - general form of normal distribution

P(x)=—

N2mo

e—(x—,u)2 /202



The Normal Distribution
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The Normal Distribution

= Cumulative distribution function (cdf)
" |ntegral of pdf

= Used to find probability that a signal is within a certain range
of values

" Problem with Gaussian
= Cannot be integrated using elementary methods

= Solution: calculating by numerical integration — providing a
table for use in calculating probabilities



The Normal Distribution
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clex'iati_csll: 1). Tllfi'?’::'ﬂ values are caltr:ulflltedrby 08 | 2119 26 | 0053
numerically integrating the normal distribution -0.7 | .2420 2.7 | .9965
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deviations referenced to the mean. 0.0 | .5000 3.4 9997



Digital Noise Generation
" Generate signals that resemble various types of
random noise

* To test performance of algorithms that must work in
presence of noise

= Random number generator
* Heart of digital noise generation



Digital Noise Generation

= First method
= Central limit theorem

= A sum of random numbers becomes normally distributed as
more and more of random numbers are added together

" |n Programming languages
= X =RND - 0< X< 1, uniform distribution
= 1=0.5,0=1/4/12=0.29
= X =RND + RND = 0< X < 2, triangular distribution
. /1:1,0:1/\/8
= X=RND +... + RND (12 times), 0 < X < 12, Gaussian

distribution
m U= 6,0 =1

= Can be used to create a normally distributed noise signal



Digital Noise Generation

" For each sample in signal
= Add twelve random numbers
= Subtract six to make mean equal to zero
= Multiply by standard deviation desired
= Add desired mean



Digital Noise Generation
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Digital Noise Generation

= Second method

= Random number generator invoked twice to obtain R,
and R,

= A normally distributed random number, X, is found
X =(-2log, R))"* cos(27R,)
» u=0,0=1
" To generate normally distributed random signals
= Take each number generated by equation above
= Multiply it by desired standard deviation
= Add desired mean



Precision and Accuracy

= Example

" An oceanographer measuring water depth using a sonar
system

" Location is exactly 1000 meters deep (true value)
= Oceanographer takes many successive readings
" Measurements are arranged as following histogram

mean — - true value
140 .

FIGURE 2-11 120 _]__ i Accuracy
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Accuracy is the difference between the 5
true value and the mean of the under-lying 3 g0
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1s the spread of the values. specified by °
the standard deviation. the signal-to-noise 2 Precision
ratio. or the CV. £
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Precision and Accuracy

= Accuracy
= Amount of shift of mean from true value

= Precision
= Width of distribution, expressed by standard deviation,
signal-to-noise ratio, or CV
" Poor repeatability

" A measurement that has good accuracy, but poor
precision

" Poor precision results from random errors
= Random errors change each time measurement is repeated
" Precision is a measure of random noise

= Averaging several measurements always improves precision



Precision and Accuracy

" precise measurement but with poor accuracy
» Poor accuracy results from systematic errors

= Systematic errors become repeated in exactly same manner
each time measurement is conducted

= Accuracy dependant on how system is calibrated

= Averaging individual measurements does not improve accuracy



