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Feature

“A feature is an individual measurable
property within a recorded dataset. In
machine learning and statistics, features
are often called “variables” or
“attributes.”

In a patient medical dataset, features
could be age, gender, blood pressure,
cholesterol level, and other observed
characteristics relevant to the
patient.
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Introduction; Motivation

crucial step in the ML pipeline
quality of features affects model’s performance
creating new features / transforming existing ones
growing interest in developing new methods
increasing complexity and diversity of data sources

Fig. 0. ML pipeline with highlighted
Feature Extraction & Engineering phase
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Feature Construction (FC)
new features are constructed from raw data or previously constructed features
in order to:

improve robustness
interpretability
and/or generalization

result: features, that may better describe target concept

in SOTA - three groups:
standalone (operator-based)
embedded into automated ML
feature interactions
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Standalone FC Methods

following steps:
(1) generating a set of candidates
(2) ranking candidate features
(3) evaluating and selecting high-ranked features
(4) adding promising features to dataset

mostly human-guided, less efficient
problem- or domain-specific
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Embedded FC Methods
automated construction of features
reduces exploration time,
two approaches

expand-reduce (ExploreKit, Deep Feature Synthesis, Auto-Sklearn)
wrapper approach

usually not fully automated
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Feature Interactions
certain features are not individually related to target concept
need to be combined with other features
to avoid construction of meaning-less features
before FC process
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Genetic Programming
one of the evolutionary computation (EC) algorithms

other: ant colony opt. (ACO), swarm opt. (SO)
evolution of computer programs
representation: tree-like structures
individuals: treated as trees
operators: mutation, crossover
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Genetic Programming

Fig. 2. Evolutionary algorithms: base template
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Pick two frameworks for FC based on GP1.
 Evolutionary Forest a.
M3GPb.

Pick four datasets 2.
toy ds: diabetesa.
kaggle ds: laptop/house prices, medical insuranceb.

Datasets preprocessing3.

Zuzana Pitsmausová Feature Construction

Pipeline
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4. Use picked frameworks for creating new features
5. Compare several regressors trained on both old and newly created features (R2)

AdaBoostRega.
ExtraTreeRegb.
RandomForestReg c.

6. Plot the results; Compare picked frameworks

Zuzana Pitsmausová Feature Construction

Pipeline
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toy dataset: diabetes
three kaggle datasets:  Laptop Prices, House Prices, Medical Insurance
basic preprocessing:

check for NaN values
check distribution of particular cols
if necessary encoding features to numerical form
additional small adjustments

train, test split (80:20)

Zuzana Pitsmausová Feature Construction

Datasets

17/42

https://scikit-learn.org/stable/datasets/toy_dataset.html
https://www.kaggle.com/datasets/muhammetvarl/laptop-price
https://www.kaggle.com/datasets/balakrishcodes/others
https://www.kaggle.com/datasets/balakrishcodes/others
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Frameworks
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Technology Used
Python 3.9
deepnote
frameworks: M3GP, EF
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automated feature engineering library based on GP
provides ensemble EvolutionaryTreeRegressor model
new candidate GP individuals generated through

mutation
crossover

each individual: group of GP trees, one tree represents one feature

option to:
see important features (based on fitness fc) and plot them
use them for creating new train/test data

vast number of hyperparameters (tried adjusting fundamental ones)

Zuzana Pitsmausová Feature Construction

Evolutionary Forest Framework
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EF: Diabates
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EF: Laptop Prices
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EF: House Prices
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EF: Medical Insurance
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EF: Summary
tested on four datasets
hard to jump to certain conclusions
diverse results
powerful performance on a small dataset

27/42



25 April, 2024Zuzana Pitsmausová Feature Construction

1.

2.

3.

Introduction; Motivation

Feature Construction & SOTA

Background

4. Problem Setting

5. Evolutionary Forest

Outline

6. M3GP

28/42



25 April, 2024Zuzana Pitsmausová Feature Construction

M3GP
originally designed to perform multiclass classification
according to the authors - powerful FC tool
in the original articles - tested within classification task

method:
feature represented as a tree with:

inner nodes (operators) 
leaves (original features)

each individual consists of few features (trees)
three mutation operators, two crossover operators
support for various fitness functions (reg/class)
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M3GP: Creating New Individual
crossovers:

STXO: 
randomly swaps two nodes of two individuals
returns the two individuals as offsprings

M3XO:
randomly swaps two features of two individuals

mutations:
STMUT

randomly selects one node from a single individual
replaces the node with a newly generated node

M3ADD
randomly generates a new node (feature)
added to the list of features

M3REM
randomly removes one feature from a single individual
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M3GP: Parameter Setting
tried many combinations
high effect of random state (mainly for Diabetes ds)
did not really find a satisfactory combination
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random state: 0

random state: 1

random state: 2
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M3GP: Diabetes
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random state: 3
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M3GP: Diabetes
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M3GP: Laptop Prices
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M3GP: House Prices

35/42



25 April, 2024Zuzana Pitsmausová Feature Construction

M3GP: Medical Insurance
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M3GP: Summary
tested on four datasets
results heavily depended on the random state
did not find satisfactory combination of parameters
time-consuming
no clear improvement
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Comparison: EF, M3GP

frameworks focusing on FC using GP
individual = set of new features, not just one feature
use crossover and mutation 
M3GP - operators for adding and removing features 
EF - fixed number of features (set during init)
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Comparison: EF, M3GP
highly dependent on random_state
obtain both reasonable and bad results
new features - enhance and decrease the final score outcome

EF - brought fairly better results
in terms of usability (time)

a bit overkill - very complex methods, not that satisfactory results
maybe due to the dataset
it would need further investigation
test it on more datasets
hyper-parameter tuning (Optuna, Grid Search)

39/42



25 April, 2024Zuzana Pitsmausová Feature Construction

Sources, Articles
FC SOTA:

Vouk, B., Guid, M., Robnik-Sikonja, M.: Feature construction using explanations of individual
predictions. Engineering Applications of Artificial Intelligence 120, 105823 (2023).
https://doi.org/https://doi.org/10.1016/j.engappai.2023.105823

GP (figure):
https://www.researchgate.net/figure/Genetic-programming-Tree-based-crossover_fig4_282769665

Pipeline (figure):
https://www.heavy.ai/technical-glossary/feature-engineering

Evolutionary Algorithm (figure):
https://is.muni.cz/auth/el/fi/podzim2023/IV126/um/3.pdf
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https://www.sciencedirect.com/science/article/pii/S0952197623000076
https://www.researchgate.net/figure/Genetic-programming-Tree-based-crossover_fig4_282769665
https://www.heavy.ai/technical-glossary/feature-engineering
https://is.muni.cz/auth/el/fi/podzim2023/IV126/um/3.pdf
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Sources, Articles
Evolutionary Forest:

articles:
H. Zhang, A. Zhou and H. Zhang, "An Evolutionary Forest for Regression," in IEEE Transactions on
Evolutionary Computation, vol. 26, no. 4, pp. 735-749, Aug. 2022, doi:
10.1109/TEVC.2021.3136667.
H. Zhang, A. Zhou, Q. Chen, B. Xue and M. Zhang, "SR-Forest: A Genetic Programming based
Heterogeneous Ensemble Learning Method," in IEEE Transactions on Evolutionary Computation,
doi: 10.1109/TEVC.2023.3243172.

github implementation:
https://github.com/hengzhe-zhang/EvolutionaryForest
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https://ieeexplore.ieee.org/document/9656554
https://ieeexplore.ieee.org/abstract/document/10040601
https://github.com/hengzhe-zhang/EvolutionaryForest
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Sources, Articles
M3GP:

articles:
J. E. Batista and S. Silva, "Comparative study of classifier performance using automatic feature
construction by M3GP," 2022 IEEE Congress on Evolutionary Computation (CEC), Padua, Italy,
2022, pp. 1-8, doi: 10.1109/CEC55065.2022.9870343. 
 Muñoz, L., Trujillo, L., & Silva, S. (2015). M3GP - multiclass classification with GP. In Genetic
Programming - 18th European Conference, EuroGP 2015, Proceedings (Vol. 9025, pp. 78-91).
(Lecture Notes in Computer Science (including subseries Lecture Notes in Artificial Intelligence
and Lecture Notes in Bioinformatics); Vol. 9025). Springer-Verlag. https://doi.org/10.1007/978-3-
319-16501-1_7

github implementation:
https://github.com/jespb/Python-M3GP
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https://ieeexplore.ieee.org/abstract/document/9870343
https://link.springer.com/chapter/10.1007/978-3-319-16501-1_7
https://link.springer.com/chapter/10.1007/978-3-319-16501-1_7
https://github.com/jespb/Python-M3GP

