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Phonetics

Vowels

Long Vowels

i sheep ar farm ur coo 2! horse 31  bird
Short Vowels
I ship * hat U foot b sock (UK) A cup
e head 2 above r mother (US) 3 worm (US)
Consonants
Voiced
b book d day g give v very o) the
z00 3 vision d3z jump | look run
j yes w we m  moon n name n sing
Voiceless
pen t town k cat f fish 0 think
3 say I she tf  cheese
Diphthongs
er day ar eye DI boy au mouth 92U nose (UK)
oU nose (US) I9  ear (UK) ed hair (UK) U9 pure (UK)
Other Symbols
h [haend] hand D ['kwees.D] croissant (UK) i ['haep.i] happy
t ['bAt.2] butter (US) u [,in.flu'en.z3] influenza ! ['l1t.1] little

3|, 3m, @n can be pronounced either: 3l or !, etc.: ['le1.b2l] = ['le1.bal] = ['le1.b!]

r linking r is pronounced only before a vowel in British English: [f2:r] four : [fo:iraep.!z] four apples

main stress [,ek.spek'te1.J>n] expectation
secondary stress [,rit'tel] retell

. syllable division ['s1s.tam] system

Cambridge Dictionary Online [Internet]. c2010 [cited 2010 Feb 24]. Phonetics.

Available from: <http://dictionary.cambridge.org/help/phonetics.asp>.



10

15

20

25

30

35

40

45

50

Annotation-based Image Retrieval

XIN-JING WANG, LEI ZHANG
Microsoft Research Asia, Beijing, China

Definition

Given (i) a textual query and (ii) a set of images and
their annotations (phrases or keywords) annotation-
based image retrieval systems retrieve images
according to the matching score of the query and the
corresponding annotations. There are three levels of
queries according to Eakins [7]:

e Level 1: Retrieval by primitive features such
as color, texture, shape or the spatial location
of image elements, typically querying by an
example, i.e., ““find pictures like this.”’

e Level 2: Retrieval by derived features, with
some degree of logical inference. For
example, ‘“find a picture of a flower.”’

e Level 3: Retrieval by abstract attributes,
involving a significant amount of high-level
reasoning about the purpose of the objects or
scenes depicted. This includes retrieval of
named events, of pictures with emotional or
religious significance, etc.,, e.g., “‘find
pictures of a joyful crowd.”’

Together, levels 2 and 3 are referred to as semantic
image retrieval, which can also be regarded as
annotation-based image retrieval.

Historical Background

There are two frameworks of image retrieval [6]:
annotation-based (or more popularly, text-based) and
content-based. The annotation-based approach can be
tracked back to the 1970s. In such systems, the images
are manually annotated by text descriptors, which are
used by a database management system (DBMS) to
perform image retrieval. There are two disadvantages
with this approach. The first is that a considerable level
of human labor is required for manual annotation. The
second is that because of the subjectivity of human
perception, the manually labeled annotations may not
converge. To overcome the aforementioned
disadvantages, content-based image retrieval (CBIR)
was introduced in the early 1980s. In CBIR, images are
indexed by their visual content, such as color, texture,
shapes. In the past decade, several commercial
products and experimental prototype systems were
developed, such as QBIC, Photobook, Virage,
VisualSEEK, Netra, SIMPLIcity.
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However, the discrepancy between the limited
descriptive power of low-level image features and the
richness of user semantics, which is referred to as the
““semantic gap’’ bounds the performance of CBIR. On
the other hand, due to the explosive growth of visual
data (both online and offline) and the phenomenal
success in Web search, there has been increasing
expectation for image search technologies. For these
reasons, the main challenge of image retrieval is
understanding media by bridging the semantic gap
between the bit stream and the visual content
interpretation by humans [3]. Hence, the focus is on
automatic image annotation techniques.

Foundations

The state-of-the-art image auto-annotation techniques
include four main categories [3,6]: (i) using machine
learning tools to map low-level features to concepts,
(ii) exploring the relations between image content and
the textual terms in the associated metadata, (iii)
generating semantic template (ST) to support high-
level image retrieval, (iv) making use of both the visual
content of images and the textual information obtained
from the Web to learn the annotations.

Machine Learning Approaches

A typical approach is using Support Vector Machine
(SVM) as a discriminative classifier over image low-
level features. Though straightforward, it has been
shown effective in detecting a number of visual
concepts.

Recently there has been a surge of interest in
leveraging and handling relational data, e.g., images
and their surrounding texts. Blei et al. [1] extend the
Latent Dirichlet Allocation (LDA) model to the mix of
words and images and proposed a Correlation LDA
model.

Relation Exploring Approaches

Another notable direction for annotating image visual
content is exploring the relations among image content
and the textual terms in the associated metadata. Such
metadata are abundant, but are often incomplete and
noisy. By exploring the co-occurrence relations among
the images and the words, the initial labels may be
filtered and propagated from initial labeled images to
additional relevant ones in the same collection [3].
Jeon et al. [5] proposed a cross-media relevance model
to learn the joint probabilistic distributions of the
words and the visual tokens in each image, which are
then used to estimate the likelihood of detecting a
specific semantic concept in a new image.
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Semantic Template Approaches

Though it is not yet widely used in the techniques
mentioned above, Semantic Template (ST) is a
promising approach in annotation-based image
retrieval (a map between high-level concept and low-
level visual features).

Chang and Chen [2] show a typical example of ST, in
which a visual template is a set of icons or example
scenes/objects denoting a personalized view of
concepts such as meetings, sunset, etc. The generation
of a ST is based on user definition. For a concept, the
objects, their spatial and temporal constraints, and the
weights of each feature of each object are specified.
This initial query scenario is provided to the system,
and then through the interaction with users, the system
finally converges to a small set of exemplar queries
that “*best’’match (maximize the recall) the concept in
the user’s mind.

Large-Scale Web Data Supported Approaches

Good scalability to a large set of concepts is required
in ensuring the practicability of image annotation. On
the other hand, images from the Web repositories, e.g.,
Web search engines or photo sharing sites, come with
free but less reliable labels. In [9], a novel search-
based annotation framework was proposed to explore
such Web-based resources. Fundamentally, it is to
automatically expand the text labels of an image of
interest, using its initial keyword and image content.
The process of [9] is shown in Fig. 1. It contains three
stages: the text-based search stage, the content-based
search stage, and the annotation learning stage, which
are differentiated using different colors (black, brown,
blue) and labels (A., B., C.).When a user submits a
query image as well as a query keyword, the system
first uses the keyword to search a large-scale Web
image database (2.4 million images crawled from
several Web photo forums), in which images are
associated with meaningful but noisy descriptions, as
tagged by ““A.”” in Fig. 1. The intention of this step is
to select a semantically relevant image subset from the
original pool.

Visual feature-based search is then applied to further
filter the subset and save only those visually similar
images (the path labeled by ““B.”” in Fig. 1). By these
means, a group of image search results which are both
semantically and visually similar to the query image
are obtained. Finally, based on the search results, the
system collects their associated textual descriptions
and applies the Search Result Clustering (SRC)
algorithm to group the images into clusters.
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Answer the following questions:

1)
2)

3)
4)
5)
6)

7)

Describe retrieval by primitive features.
What is meant by abstract attributes in the
context of retrieving images?

What is meant by semantic image retrieval?
Why is it called semantic?

What is annotation and what are its
disadvantages?

What are the machine learning tools good for
in image retrieval?

Describe the term of relation exploring
approach.

What is the generation of semantic template
based on?

Match the following terms and their definitions:

1)
2)
3)
4)

a)
b)

c)

d)

semantic gap
SVM
metadata
CBIR

a machine learning approach

data about data

the discrepancy between the limited
descriptive potential of low-level image
features and the richness of user’s description
getting back stored data objects byinspecting
their visual characteristic, suchas color,
texture, shapes.

Mark the following statements as true or false:

1)
2)

3)
4)

5)

Retrieval by derived features can be based on
color of the picture.

The content-based approach uses descriptors
to retrieve images.

SVM works on low-level features.

Images from the Web repositories come with
highly reliable labels.

Search Result Clustering refers to grouping
information about images.



Vocabulary

abundant [s'ban.d®*nt] - hojny, pfekypujici

query ['kwra.ri] @ ['kwir.i] - dotaz

annotation [@n.su'ter.f2n] @ [-3-] - anotace
classifier ['klae.s1.fa1s] - klasifikator
co-occurrence [kaua'ka.rans] € [koua'ka.rans] -
spolecny vyskyt

descriptor [dis'kripta] - deskriptor, popisek
discriminative [dis'kriminativ] @ [dis'krimanativ] -
rozliSujici, schopny rozliSovat

exemplar [1g'zem.pla:r] @ [-pla:r] - typicky
priklad, vzor, model

explosive [1k'splau.s1v] @ [-'splou-] - explozivni,
vybusny

hence [hents] - tudiz (formalni)

incomplete [;1n.kam'pli:t] - nekompletni
likelihood ['la1.kli.hud] - pravdépodobnost
machine learning [ma'fi:n] ['I3:1.n1n] @ [-] ['I3-] -
strojové uceni

metadata ['metadeita] - metadata, data popisujici
jind data

noisy ['no1.zi] - obsahujici Sum, hlucny
phenomenal [fa'nom.1.n2l] @ [-'na:.ma-] - GZasny,
vyjimecny

pool [pu:l] - Glozisté, zasoba, bazén

relational [ri'leifanal] - relacni, vztahovy

retrieval [r1'trizval] - ziskavani, vyhledavani
scenario [s1'na:.ri.ou] @ [ sa'ner.i.ou] - scénaF
semantic [s1'man.tik] @ [-t1k-] - sémanticky,
vyznamovy

subset ['sAb.set] - podmnozina

token ['tau.ken] @ ['tou-] - znameni, znak,
symbol

to annotate st ['@n.sv.tert] € [-3-] - anotovat
néco, vybavit anotaci

to bridge st [brid3] - preklenout néco

to leverage st ['liz.ver.1d3] @[ 'lev.s-.1d3] - vyuZivat
k uzitku

to overcome st (overcome, overcame, overcome)
[,au.va'kam] @ [,ou.va-] - pfekonat néco

to propagate ['prop.s.gert] @ ['pra:.ps-] -
rozsifovat, mnozit

to retrieve [r1'trirv] - ziskavat, vyhledavat

visual ['vi3.u.3l] - vizualni
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Client-Server DBMS

M. TAMER OZSU
University of Waterloo, Waterloo, ON, Canada

Definition

Client-server DBMS (database management system)
refers to an architectura paradigm that separates
database functionality between client machines and
SErVers.

Historical Background

The original idea, which is to offload the database
management functions to a special server, dates back to
the early 1970s [1]. At the time, the computer on which
the database system was run was called the database
machine, database computer, or backend computer,
while the computer that ran the applications was called
the host computer. More recent terms for these are the
database server and application server, respectively.
The client-server architecture, as it appears today, has
become a popular architecture around the beginning of
the 1990s [2]. Prior to that, the distribution of database
functionality assumed that there was no functional
difference between the client machines and servers
(i.e, an ealier form of today's peer-to-peer
architecture). Client-server architectures are believed
to be easier to manage than peer-to-peer systems,
which has increased their popularity.

Foundations

Client-server DBMS architecture involves a number of
database client machines accessing one or more
database server machines. The general idea is very
simple and elegant: distinguish the functionality that
needs to be provided and divide these functions into
two classes: server functions and client functions. This
provides atwo-level architecture that makesit easier to
manage the complexity of modern DBMSs and the
complexity of distribution.

In client-server DBMSs, the database management
functionality is shared between the clients and the
server(s) (Fig. 1). The server isresponsible for the bulk
of the data management tasks as it handles the storage,
query optimization, and transaction management
(locking and recovery). The client, in addition to the
application and the user interface, has a DBMS client
module that is responsible for managing the data that
are cached to the client, and (sometimes) managing the
transaction locks that may have been cached as well. It
is also possible to place consistency checking of user
queries at the client side, but this is not common since
it requires the replication of the system catalog at the
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client machines. The communication between the
clients and the server(s) is at the level of SQL
statements: the clients pass SQL queries to the server
without trying to understand or optimize them; the
server executes these queries and returns the result
relation to the client. The communication between
clients and servers is typically over a computer
network.

User Application
interface program

Client DBMS

Operating
system

Communication software

SQL
queries

Communication software

Result
relation

Semantic data controller

Query optimizer

Transaction manager

Recovery manager

QS —~B=00 0

Runtime support processor

System

T3S

Client-Server DBMS. Figure 1. Client-server reference
In the model discussed above, there is only one server
which is accessed by multiple clients. This is referred
to as multiple client-single server architecture [3].
There are a number of advantages of this model. As
indicated above, they are smple; the simplicity is
primarily due to the fact that data management
responsibility is delegated to one server. Therefore,
from a data management perspective, this architecture
is similar to centralized databases although there are
some (important) differences from centralized systems
in the way transactions are executed and caches are
managed. A second advantage is that they provide
predictable performance. This is due to the movement
of non-database functions to the clients, allowing the
server to focus entirely on data management. This,
however, is also the cause of the major disadvantage of
client-server systems. Since the data management
functionality is centralized at one server, the server
becomes a bottleneck and these systems cannot scale
very well.

The disadvantage of the simple client-server systems




90

95

100

105

110

115

are partialy aleviated by a more sophisticated
architecture where there are multiple servers in the
system (the so-called multiple client-multiple server
approach). In this case, two alternative management
strategies are possible; either each client manages its
own connection to the appropriate server or each client
knows of only its ‘“home server’”, which then
communicates with other servers as required. The
former approach simplifies server code, but loads the
client machines with additional responsibilities,
leading to what has been called ‘“heavy client”
systems. The latter approach, on the other hand,
concentrates the data management functionality at the
servers. Thus, the transparency of data access is
provided at the server interface, leading to “‘light
clients.”

The integration of workstations in a distributed
environment enables an extension of the client-server
architecture and provides for a more efficient function
distribution.  Application  programs run  on
workstations, called application servers, while database
functions are handled by dedicated computers, called
database servers. The clients run the user interface.
This leads to the present trend in three-tier distributed
system architecture, where sites are organized as
specialized servers rather than as general-purpose
computers (Fig. 2).

Client Client
Network
Application
server
Network
Database
server

Client-Server DBMS. Figure 2. Database server
approach.

The application server approach (indeed, an n-tier
distributed approach) can be extended by the
introduction of multiple database servers and multiple
application servers, as can be done in client-server
architectures. In this case, it is common for each
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application server to be dedicated to one or a few
applications, while database servers operate in the
multiple server fashion discussed above.

Key Applications

Many of the current database applications employ
either a two-layer client-server architecture or the
three-layer application-server approach.

(Abridged)
Recommended Reading

1. Canaday R.H., Harrisson R.D., Ivie E.L., Rydery
J.L., and Wehr L.A. A back-end computer for data base
management. Comm. ACM, 17(10):575-582, 1974.

2. Orfdi R., Harkey D., and Edwards J Essentia
Client/Server Survival Guide, Wiley, New York, 1994.
3. Ozsu M.T. and Valduriez P. Principles of Distributed
Database Systems, 2nd edn., Prentice-Hall, Englewood
Cliffs, NJ, 1999.



Answer the following questions:

1)
2)

3
4)
5)
6)
7)
8)

9)

What is a host computer?

What is the basic idea behind the client-
server architecture?

Give examples of server functions.

Give examples of client functions.

What is SQL?

What is the major disadvantage of simple
client-server systems?

What isamultiple client - multiple server
approach?

What management strategies are possible
with the approach in no. 7?

What is athree-tier distributed system
architecture?

Match the following terms with their definitions:

1
2)
3)
4)

guery optimization
heavy client

result relation
transaction management

the return of query execution

atechnique of handling concurrent accessto
data

atechnique of finding the best execution
plan to satisfy requests

a computer that manages its own connection
to the appropriate server

Mark the following statements as true or false:

1)
2)
3)

4)

Peer-to-peer systems are easier to manage
than client-server architectures.
Consistency checking of user queriesis
invariably placed at the server side.
Multiple client - single server architectures
provide predictable performance.
Nowadays, there is atendency to organize
sites as specialized servers rather than
general purpose computers.

10



Vocabulary

bulk [balk] - mnoZzstvi, objem

cache [ka] - vyrovnavaci pamét

consistency [kan's1s.t°nt.si] - konzistence,
neporusenost

entirely [1n'ta1a.li] @ [-'tair-] - Uplné&, zcela
extension [1k'sten.t [°n] - rozSifeni, nastavba
host [haust] @ [houst] - hostitel, hostitelsky
module ['mod.ju:l] @ ['ma:.d3u:l] - modul,
jednotka

optimization [op.ti.mai'zeif>n] - optimalizace
paradigm ['peer.a.daim] @ ['per-] - paradigma,
model

predictable [pr1i'dik.ts.bl] - predvidatelny
primarily [prai'mer.1.li] - v prvé fadé

tier [trar] @ [t1r] - vrstva

to alleviate [3'lir.vi.e1t] - odlehdit, ulevit

to dedicate ['ded.1.ke1t] - vénovat, vyhradit
to distinguish [d1'stin.gwif] - rozlisit, odlisSit
to execute ['ek.s1.kju:t] - provést

to focus on ['fau.kas pn] @ ['fou- a:in] - zaméFit
se na, soustredit se na

to handle ['han.dl] - zabyvat se, zachazet

to offload [,of'lsud] @ ['a:f.loud] - odlehdit,
snizit

Phrases

in relation to [r1'le1.f>n] - ve vztahu k
prior to [prarar] @ [prair] - pfed

1"
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Image Representation

VALERIE GOUET-BRUNET
CNAM Paris, Paris, France

Definition

In computer science, the representation of an image
can take many forms. Mostly it refers to the way that
the conveyed information, such as color, is coded
digitally and how the image is stored, i.e. how an
image file is structured. Several open or patented
standards were proposed to create, manipulate, store
and exchange digital images. They describe the format
of image files, the agorithms of image encoding such
as compression as well as the format of additional
information often called metadata. The visual content
of the image can also take part in its representation.
The more recent concept has provided new approaches
to representation and new standards, gathered together
into the discipline named content-based image
indexing.

Historical Background

The first use of digital images began in the early 1920s
with the technological development of facsimile
transmission, and in particular with the Bartlane cable
transmission system that was the first system that
tranglated pictures into a digital code for efficient
picture transmission. Later, in the 1960s and 1970s, the
advent of digital image technology was closely tied to
the development of government programs for space
exploration and espionage and also to medical research
with the invention of computerized axial tomography.
With the availability of the CCD image sensors
(charge-coupled device), the private sector also began
to make significant contributions to the development of
digital cameras.

In the mid-1980s, image format TIFF was created by
the company Aldus with the aim of agreeing on a
common file format for bitmapped images issued from
scanners. In parallel, researchers at Xerox PARC had
developed the first laser printer and had recognized the
need for a standard means of defining page images.
After several fruitless attempts, Adobe Systems
proposed the PostScript language in 1982, quickly
adapted for driving laser printers. Since then, other file
formats dedicated to digital images were aso
proposed, such as GIF (1987), JPEG (1992), PDF
(1993), PNG (1995) and SVG (1998). Today, a great
effort is made to propose standard formats able to
preserve data integrity for archiving purposes, to
migrate easily to future technologies as well as to
provide efficient compression for access and
dissemination.
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In 2000, the standard JPEG 2000 was proposed.
Moreover, ambitious programs, MPEG-7 and MPEG-
21, started in the late 1990s, are focusing on the
harmonization of methods for representing, storing,
sharing and accessing multimedia contents (text, audio,
image and video) in aunified framework.

Foundations

Basics of Image Representation

Digital images can be classified into two main
categories: vector graphics and bitmapped images (also
called raster images). Vector images are geometrical
2D objects created with drawing software or CAD
(computer-aided design) systems. They are represented
by geometrical primitives such as points, lines, curves,
and shapes or polygons, which are al based upon
mathematical equations. Unlike bitmaps that are
resolution-dependent, vector images are scaable,
which means that the scale at which they are shown
will not affect their appearance. Such images are
dedicated to the representation of images with smple
content, such as diagrams, icons or logos.

A bitmapped image is composed of a set of dots or
squares, caled pixels (for picture elements), arranged
in a matrix of columns and rows. Each pixel has a
specific color or shade of gray, and in combination
with neighboring pixels it creates the illusion of a
continuous tone image. Unlike human vision, sensors
that capture images are not limited to the visual band
of the electromagnetic spectrum and digital images can
cover amost the entire spectrum, ranging from gamma
to radio waves.

Managing bitmapped images requires the choice and
manipulation of several parameters such as:

Color model. A color model is an abstract
mathematical model describing the way colors can be
represented as tuples of numbers. From this model, the
combination of dedicated primary colors provides all
the colors possible that are embedded in the
corresponding color space. RGB, CMYK, CIELAB
and CIELUV are the most known color models and
spaces.

Dynamic range. The dynamic range of a digital image
(also caled color depth) determines the maximum
range of gray level or color values carried by each
pixel. The number of bits used to represent each pixel
determines how many colors can appear in the image.
Photographic-quality images are usually associated
with 24-bit dynamic range, such asin the JPEG format.
Resolution. Resolution expresses the density of
elements, pixels for instance, within a specific area
This term does not have any sense when dealing with
digital images asfiles, but it applies when associating a
digital image with a physical support, such as display
on a screen, printing on a printer or capture with a
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scanner. Resolution is classically represented in terms
of dpi (dots per inch) unit, which was originally the
unit adopted for printing.

Appearance of bitmapped images, which are made up
of a fixed grid of pixels, clearly depends on the
resolution chosen, unlike vector images that are
scalable and then have the same appearance whatever
the dimensions chosen for visualization.

Image Compression

Image compression is the process of shrinking the size
of digital image files. Compression agorithms are
especialy characterized by two factors. compression
ratio and generational integrity. Compression ratio is
the ratio of compressed image size to uncompressed
size and generational integrity refers to the ability for a
compression scheme to prevent or mitigate loss of
data, and therefore image quality, through multiple
cycles of compression and decompression. Lossless
compression ensures that the image data is retained, as
with Run-length encoding, Huffman coding and LZW
coding. On the other hand, lossy compression schemes
involve intentionally sacrificing the quality of stored
images by selectively discarding pieces of data.
Run-Length Encoding (RLE) is probably the simplest
form of lossless data compression: sequences in which
the same data value occurs in many consecutive data
elements are stored as a single data value and count.
Image data is normally run-length encoded in a
sequential process that treats the image data as a 1D
stream, line by line, column by column or diagonally
in a zigzag fashion. Common digital image formats for
run-length encoded data include TGA, PCX. It is
possible with BMP, TIFF and JPEG.

Huffman Coding, created in 1951 by David A.
Huffman, is an entropy encoding algorithm used for
lossless data compression. The basic idea of this
algorithm is to code with few digits the most common
input symbols of a document. Each symbol is encoded
by using a variable-length code table, where the codes
are defined according to the estimated probability of
occurrence for each possible symbol. Today, Huffman
coding is often used during the final process of some
other compression methods such as JPEG and MP3.
LZW Coding Lempel-Ziv-Welch (LZW) is a lossless
data compression agorithm created by Abraham
Lempel, Jacob Ziv, and Terry Welch and published in
1984. The compression algorithm builds a string
tranglation table that is based on fixed-length codes
(usualy 12-hit). As the system character serially
examines the document if the string read is not stored
in the table, a new code is created in the table and
associated with this string. Otherwise, the current
string is encoded with an existing code. This algorithm
became very widely used after it became part of the
GIF image format in 1987. In contrast to other
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compression techniques such as JPEG, it alows
preserving very sharp edges, suitable for line art
images often stored in GIF format.

JPEG Compression JPEG is the most common image
format used for compressing and storing by digital
cameras and other photographic image capture devices.
““JPEG’’ stands for Joint Photographic Experts Group,
the name of the committee that created the standard,
which was approved in 1994 as SO 10918-1 standard.
This algorithm stands on the representation of the
image in the frequency domain by using a two-
dimensiona DCT (Discrete Cosine Transform) that
describes the variability of the signal in terms of low-
level and high-level frequencies. The human eye
notices small differences in brightness over arelatively
large area, but does not distinguish the exact strength
of a high frequency brightness variation very well.
Consequently, the amount of information in the high
frequency components of the DCT can be neglected
without drastically affecting perceptual image quality:
the DCT components are divided by factors of a
quantization matrix that increase with the spatia
frequency, and then rounded to the nearest integer.
This is the main lossy operation in the whole process.
Typically, many of the higher frequency components
are rounded to zero and the other components become
small numbers, which take many fewer bits to store.

File Formats

There are alot of image formats for vector graphics as
well as for bitmapped images. Most of them are open
standards and patent expired for the others.

Vector image formats contain a geometric description
of the objects which can be rendered smoothly at any
desired size. Among the most common formats, there
are;

- SVG (Scalable Vector Graphics) is an open XML
based standard created in 1998 and developed by the
World Wide Web Consortium to address the need for a
versatile, scriptable and all-purpose vector format for
the web and otherwise.

- EPS (Encapsulated PostScript) is a standard file
format created by Adobe Systems in the mid-1980s. It
follows DSC (Document Structuring Conventions)
rulesthat are a set of standards for PostScript.

File formats abound for bitmapped images, but many
digital imaging projects have settled on the formula of
TIFF, JPEG, GIF and also PNG files.

- TIFF, for Tagged Image File Format, is afile format
for storing images such as photographs as well as
graphics. It was originaly created by the company
Aldus, was then under the control of Adobe Systems
and is now in the public domain. TIFF supports severa
lossless and lossy techniques of image compression,
such as LZW, Huffman coding and JPEG. The ability
to store image data in a lossless format makes TIFF
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files a useful method for archiving images and
preservation purposes.

- JPEG, for Joint Photographers Experts Group, is a
file format that was developed specifically for high
quality compression of photographic imagesin a 24-bit
RGB color model. It is generaly employed for online
presentation and dissemination; the associated lossy
algorithm for compression makes it inappropriate for
archiving purposes. The file format associated is JFIF
(JPEG File Interchange

Format, 1992), a public domain storage format for
JPEG compressed images. Unlike TIFF, JFIF does not
alow for the storage of associated metadata, a failing
that has led to the development of SPIFF (Still Picture
Interchange File Format), which is now the
international standard.

- GIF, for Graphics Interchange Format, is an 8-bit
image format for indexed colors that was introduced by
CompuServe in 1987 and has since come into
widespread usage for art images such as diagrams or
logos with alimited numbers of colors.

In 1995 CompuServe proposed the PNG format
(Portable Network Graphics) as a replacement for the
GIF format without patent license. PNG offers a better
and lossless compression technique called DEFLATE
(that combines LZ77 with Huffman coding). Since
2003, it has been an international standard.

Today, the status of TIFF as the de facto standard
format for archiva digital image filesis challenged by
other formats such as PNG and JPEG 2000 that are
able to preserve data integrity as well as to provide
efficient compression ratios for access and
dissemination.

Metadata Representation

Metadata are commonly defined as ‘‘ data about data.””’
They congtitute the documentation or a structured
description associated with a document. Image files
automatically include a certain amount of metadata
that are stored in an area of the file defined by the file
format and called the header but information may aso
be stored externally.

In the widely used TIFF format, the term *‘tagged’”
indicates that developers can define and apply
dedicated tags to enable them to include their own
proprietary information (caled ‘‘private tags'’) inside
a TIFF file without causing problems of compatibility.
More recently, Exif format (Exchangeable image file
format) was created by the Japan Electronic Industries
Development Association. The latest version was
published in 2002 and while the specification is not
currently maintained by any industry or standards
organization, its use by camera manufacturersis nearly
universal. Exif fields are generated at the creation of
the image and should not be modified after with the
aim of including additional information like title or
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keywords. To do this, other formats are recommended,
such as XMP (eXtensible Metadata Platform). This last
is an XML-based standard for creating, processing and
storing standardized, extensible and proprietary
metadata, created by Adobe Systems in 2001. XMP
metadata can be embedded into a significant number of
popular file formats. It is used in PDF and other image
formats such as JPEG, JPEG 2000, GIF, PNG, TIFF
and EPS.

In parallel to generic standards, standards dedicated to
specific image applications also exist, such as DICOM
(Digital Imaging and Communications in Medicine).
This is a standard created in 1992 and widely adopted
by hospitals, for handling, storing, printing and
transmitting information in medica imaging. It
includes a file format definition and a network
communications protocol.

Metadata constitute the documentation of all aspects of
digital files essential to their persistence, usefulness
and access. Images without appropriate metadata may
become hard to view, migrate to new technology, or to
access among large volumes of images. When
annotation is inappropriate or is missing, the
representation of the visual content of images by image
analysis may be an interesting aternative.

Image Content Representation

Born in the early 1990s, Content-Based Image
Indexing (CBIR) is a discipline that exploits
techniques of image analysis and databases. Indexing
an image by its content consists of automatically
extracting structures that describe the visua content
relevantly for the considered application. These
structures can describe the visual content of an image
globally or locally by characterizing its distribution of
color, shape and texture, or parts or objects of the
image. The visua structures exhibited are considered
asthe index of the image, they are digitally represented
with one or severa multidimensional vectors called
signature of the image.

Key Applications

JPEG 2000 is a standard that gathers an image file
format and an algorithm of image compression, created
by the Joint Photographic Experts Group committee in
2000. The coding algorithm of JPEG 2000 is similar to
the JPEG one. It mainly differs in the use of wavelets
instead of a DCT. Wavelets provide a decomposition
of the image into a pyramid of sub-images which store
different levels of resolution of the image. They can be
of two types, according to the objective:

(1) a Daubechies wavelet transform that requires
guantization to reduce the amount of bits representing
data, as JPEG does, and then imposes lossy
compression;
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(2) a rounded version of Le Gall wavelet transform,
that uses only integer coefficients and then does not
reguire quantization, providing lossless coding.

The aim of this standard is not only improving
compression performance but also adding features,
among which are transmission error resilience and
region of interest (ROI). This last offers the
opportunity of storing parts of the same picture using
different quality. Some parts of particular interest such
as faces can be stored with higher quality, to the
detriment of other ones where low quality/high
compression can be tolerated. The JPEG 2000 standard
defines two file formats that support embedded XML
metadata: JP2, which supports simple XML, and JPX,
which has a more robust XML system based on an
embedded metadata initiative of the International
Imaging  Industry  Association (the DIG35
specification).

Future Directions

Today, there is a need of a unified framework for the
creation, representation, storage, access, delivery,
management and protection of multimedia contents.
New standards for managing these contents are the
international standards MPEG-21 and MPEG-7.
MPEG-21 isastandard started in 1999 by MPEG
(Moving Picture Experts Group) and now normalized
as ISO/IEC 21000. Its main objectives are to define an
open framework for multimedia applications and more
precisely to provide a standardized structure for
various media contents and to facilitate their access,
delivery, management and protection. MPEG-7 is
another 1SO/IEC standard started by MPEG in 1998
and formally called Multimedia Content Description
Interface. One of its main objectives is to provide
unified and efficient searching, filtering and content
identification methods for these media.

(Abridged)
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Answer the following questions:

1)

2)
3)

4)
5)
6)
7)

8)
9)

What are the two main categories of digital
images and what is the difference between
them?

What are the key factors in determining image
quality?

What is compression and what types of
compression are mentioned in the text?
Name some types of |ossless compression.
What is JPEG and what is it used for?
Name some vector image formats.

What are file formats in which bitmap data
can be saved?

What term is used for “data about data’?
Why do we need content-based image
indexing?

10) In what way does JPEG 2000 differ from the

JPEG standard?

11) What isthe standard for multimedia

applications?

Match the following terms with their definitions:

1)
2)
3)
4)
5)
6)
7)

0)

d)

e

Run-length encoding (RLE)
Bitmapped image

Content-based information retrieval
Color model

L ossy compression

TIFF

JPEG 2000

A fileformat that uses wavelet compression
An attempt to describe color in a
mathematical, predictable and reproducible
way

An image made up of a given number of
pixels, each with a specific color value, laid
outinagrid

Technology that is able to retrieve images on
the basis of machine-recognizable visual
criteria

Reduction in file size that involves permanent
loss of information

f)

0)

Large runs of consecutive identical data
values replaced by a simple code with the data
value and length of the run

Tagged Image File Format

Mark the following statements as true or false:

1)

2)

3)

4)

5)

6)

Vector graphics areimages that are
completely described using mathematical
definitions.

V ector drawings can usually be scaled without
any lossin quality.

Common raster images include 2- and 3-D
architectural drawings, flow charts, logos and
fonts.

The Lempel-Ziv (LZ) compression methods
are among the most popular algorithms for
lossy storage.

JPEG 2000 is a newer version of the JPEG
format that compresses images viawavel ets.
PNG (Portable Network Graphics) was a
predecessor of the GIF format for transfer and
display images online.



Vocabulary

advent ['aed.vent], [-vant] - pfichod, nastup
band [band] - pasmo

column ['kol.am] @ ['ka:.lam] - sloupec
consecutive [kan'sek.ju.tiv] @ [-t1v] - ndsledny
cosine ['kau.sain] @ ['kou-] - kosinus

curve [k3:v] @[ kz1v] - kiivka

dedicated ['ded.1.ker.tzd] @ [-t1d] - zamé&Feny,
vénovany

detriment ['det.rr.mant] - Skoda, ujma
dimension [ da1i'men.tf°n] - rozmér
dissemination [d1'sem.1.ne1f?n] - Sifeni

edge [ed3] - hrana

formula ['f>1.mju.la] @ ['f>ir-] - vzorec, program,
plan

framework ['fretm.w3:k] @ [-w3:k] - ramec
geometrical primitives [,d3ii.a'met.rik.sl]
['pri.mi.tivz] - geometrické datvary

grid [gr1d] - m¥izka

charge coupled device [tfa:d3] ['kap.lt] [d1'vais] €
[tfarrd3] [-] [-] - zafizeni s vazanymi naboji
intentionally [1n'ten.f2n.3li] - zamérné

line [lain] - ¢ara, pfimka

lossless ['loslis] - bezeztratovy

lossy ['losi] - ztratovy

means [mi:nz] - prostiedek

objective [ab'dzek.t1v] - cil

occurrence [a'kar.2nts] @ [-'k3:1-] - vyskyt
perceptual [pa'sep.fu.al] - vnimavostni
persistence [pa's1s.tents] @ [pa-] - stélost,
vytrvalost

point [paint] - bod

polygon ['pol.1.gon] @ ['pa:.l1.ga:n] -
mnohouhelnik, polygon

probability [,prob.s'bil.1.ti] @ [,pra:.ba'bil.s.ti] -
pravdépodobnost

proprietary [pra'prara.tri] @ [-ter.i] - vlastnicky,
patentovany

replacement for [r1'pleis.mant] - nahrada za
representation [,rep.ri.zen'te1.f°n] - zobrazeni,
vyobrazeni

resilience [r1'zil.i.ant s] - odolnost

row [rau] @[ rou] - Fadek

run-length coding [ran] [lenk 8] [kaudin] € [-] [-]
[koudin] - kédovani délkou béhu

scalable ['skei.la.bl] - Skalovatelny

scriptable ['skrip.ta.bl] - skriptovatelny

shade [fe1d] - odstin

shape [fe1p] - tvar, atvar

smoothly ['smu:d.li] - hladce

strength [strenB] - sila, intenzita

string [strin] - fetézec

to allow for [3'lau] - pocitat s ¢im

to associate with [s'sau.si.ert] @ [-'sou-] -
spojovat s

to be made up of [me1d] - byt slozen

to capture ['keaep.tfa] @ [-tf=] - zachytit

to convey [kan'vei] - sdélit, vyjadrit

to differ in st ['dif.ar] @ [-2] - li3it se v nécem
to discard [d1'ska:d] @ [-'ska:rd] - odhodit

to distinguish [d1'stin.gwif] - rozlisSit

to embed st in st [1m'bed] - zapustit, zasadit do
to employ [1m'plo1] - pouzit, vyuzit

to exploit [1k'splo1t] - vyuzit, zuzitkovat

to facilitate [fa's1l.1.te1t] - usnadnit

to focus on st ['fou.kas] @ ['fou-] - zaméfFit se na
to challenge ['tfal.1nd3] - zpochybnit, vznést
namitky

to migrate [mai1'greit] - pfesunout, pfemistit
to mitigate ['mit.1.gert] @ ['mit-] - zmirnit

to neglect st [n1'glekt] - zanedbat, opomenout
to preserve [pr1'z3:v] @ [-'z31v] - uchovat

to render ['ren.dar] @ [-da] - zobrazit

to retain [r1'tein] - uchovat

to round [raund] - zaokrouhlit

to sacrifice ['sek.r1.fars] - obétovat

to settle on st ['set.l]] @ ['set-] - rozhodnout se
pro

to shrink [frink] - zmensit

to stand for [stend] - znamenat

to tie [ta1] - vazat se, souviset

to treat st as [tri:t] - povazovat co za

tuple [tju:pal] - n-tice

unlike [An'lazk] - na rozdil

versatile ['v3:.sa.ta1l] @ ['v31.s9.t2] - vSestranny,
univerzalni



Phrases

in a zigzag fashion ['zig.zag] ['fe].2n] - klikaté,
cikcak

in contrast to ['kon.tra:st] @ ['ka:n.traest] -
naproti tomu, na rozdil

in parallel to ['par.a.lel] @ ['per-] - soubézné
in particular [pa'tzk.ju.lar] @ [pa-'tik.ja.lo] -
obzvlasté

widely used - hojné vyuzivany

with the aim of agreeing - s cilem shodnout se
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Processor Cache

PETER BONCZ
CWI, Amsterdam, The Netherlands

Definition

To hide the high latencies of DRAM access, modern
computer architecture now features a memory
hierarchy that besides DRAM also includes SRAM
cache memories, typically located on the CPU chip.
Memory access first checks these caches, which takes
only afew cycles. Only if the needed datais not found,
an expensive memory access is needed.

Key Points

CPU caches are SRAM memories located on the CPU
chip, intended to hide the high latency of accessing off-
chip DRAM memory. Caches are organized in cache
lines (typically 64 bytes). In a fully-associative cache,
each memory line can be stored in any location of the
cache. To make checking the cache fast, however, CPU
caches tend to have limited associativity, such that
storage of a particular cache line is possible in only 2
or 4 locations. Thus only 2 or 4 locations need to be
checked during lookup (these are called 2- resp. 4-way
associative caches). The cache hit ratio is determined
by the spatial and temporal locality of the memory
access generated by the running program(s).

Cache misses can either be compulsory misses (getting
the cache lines of all used memory once), capacity
misses (caused by the cache being too small to keep all
multiply used linesin cache), or conflict misses (dueto
the limited associativity of the cache).

Most modern CPUs have at least three independent
caches: an instruction cache to speed up executable
instruction fetch, a data cache to speed up data fetch
and store, and a Trandation Lookaside Buffer(TLB)
used to speed up virtual-to-physical address tranglation
for both executable instructions and data. The TLB is
not organized in cache lines; it simply holds pairs of
(virtual, logical) page mappings, typically a fairly
limited amount (e.g., 64). In practice, this means that
algorithms that repeatedly touch memory in more than
64 pages (whose size is often 4 KB) shortly after each
other, run into TLB thrashing. This problem can
sometimes be mitigated by setting a large virtual
memory page size, or by using special large OS pages
(sometimes supported in the CPU with a separate,
smaller, TLB for large pages).

Another issue is the tradeoff between latency and hit
rate. Larger caches have better hit rates but longer
latency. To address this tradeoff, many computers use
multiple levels of cache, with small fast caches backed
up by larger slower caches. Multi-level caches
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generally operate by checking the smallest Level 1
(L1) cache firgt; if it hits, the processor proceeds at
high speed. If the smaller cache misses, the next larger
cache (L2) is checked, and so on, before externa
memory is checked. As the latency difference between
main memory and the fastest cache has become larger,
some processors have begun to utilize as many as three
levels of on-chip cache.

For multi-CPU and multi-core systems, the fact that
some of the higher levels of cache are not shared, yet
provide coherent access to shared memory, causes
additional cache-coherency inter-core communication
to invalid stale copies of cache lines on other cores
when one core modifies it. In multi-core CPUs, an
important issue is that cache level is shared among all
cores — this cache level is on the one hand a potential
hot-spot for cache conflicts, on the other hand provides
an opportunity for very fast inter-core data exchange.

In case of sequential data processing, the memory
controller or memory chipset in modern computers
often detects this access pattern and starts requesting
the subsequent cache lines in advance. This is caled
hardware prefetching. Prefetching effectively allows
hiding compulsory cache misses. Without prefetching,
the effective memory bandwidth would equate cache
line size divided by memory latency (e.g., 64/50ns =
1.2 GB/s). Thanks to hardware prefetching, modern
computer architectures reach four times that on
sequential access. Modern CPUs also offer explicit
prefetching instructions, which a software writer can
exploit to perform (non-sequential) memory access in
advance, hiding their latency. In database systems,
such software prefetching has successfully been used
in making hash-table lookup faster (e.g., in hash-join
and hash aggregation).

In database systems, a series of cache-conscious data
storage layouts (e.g., DSM and PAX) have been
proposed to improve cache line usage. Also, a number
of cache-conscious query processing algorithms, such
as cache-partitioned hash join and hash-join using
memory prefetching, have been studied. In the area of
data structures and theoretical computer science, there
has recently been interest in cache-oblivious
algorithms that regardless of the exact parameters of
the memory hierarchy (number of levels, cache size,
cache line sizes and latencies) perform well.

(Abridged)
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Answer the following questions:

1

2)
3)

4)
5)
6)

What kinds of independent caches are
mentioned in the text?

What is the cache hit ratio determined by?
What kinds of cache misses are mentioned in
the text?

What are cache-oblivious algorithms?

How do multi-level caches operate?

What enables afaster hash-table lookup?

Match the following terms with their definitions:

1)
2)
3
4)
a)
b)

0)

d)

hardware prefetching

cache miss

fully-associative cache
tranglation loookaside buffer

this type of cache speeds up virtual-to-
physical address translation

requesting the subsegquent memory linesin
advance

a situation when the requested data does not
occur in the cache

in this type of cache each memory line can be
stored in any location of the cache

Mark the following statements as true or false:

1)

2)
3)

4)

Modern computer architecture does not
include DRAM, only SRAM.

A big problem with DRAM isits high latency.

A trandlation lookaside buffer is organized in
cachelines.

Larger caches have worse hit rates but lower
latency.
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Vocabulary

Coherent [kav 'h1a.rant] @[ kou'hrr.ant] -
souvisly, soudrzny

Compulsory [kam'pal.ser.i] @[ -s-] - povinny
conscious ['kon.tfas] @ [ 'ka:n-] - védom si
néceho

fairly ['fea.li] @ [ 'fer-] - celkem, dost

hotspot [Apotspot] @ [hp:tspp:t] - ohnisko
independent [,1n.d1'pen.dent] - nezavisly
invalid [1n'vel.1d] - neplatny

latency ['le1.tent.si] - zpozdéni

oblivious [a'bl1v.i.as] - zapomnétlivy, zapominajici,
nedbajici (néceho)

ratio ['re1.[i.au] @[ -ou] - pomér

sequential [s1'kwen.[3l] - nasledujici, postupny
spatial ['spei1.f2I] - prostorovy

stale [ste1l] - zdle zastaraly

subsequent ['sAb.s1.kwant] - nasledujici, pFisti
table ['te1.bl] - tabulka

temporal ['tem.par.2l]] @ [ -pa-.al] - Easovy
thrashing [Orzf1n] - zahlceni paméti

to equate [1'kwerit] - rovnat se

to fetch [fet[] - prinést

to mitigate ['mit.1.gert] @ [ 'mit-] - zmirnit

to multiply ['mal.tr.plar] @ [ -t1-] - nasobit

to propose [pra'pauz] @® [ -'pouz] - navrhnout
to tend to [tend] - mit tendenci k

to utilize [ju:.tr.latz] @[ -tal.a1-] - vyuZit,
upotrebit

trade-off ['trexd.pf] @ [ -a:f] - kompromis

Phrases

in advance [ad'va:nts] @ [-'vaents] - dopFedu,
predbézné, v predstihu
regardless of [r1'ga:d.las] @ [-'ga:rd-] - bez

ohledu na
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Spatial Data Mining

SHASHI SHEKHAR, JAMES KANG,
VIJAY GANDHI
University of Minnesota, Minneapolis, MN, USA

Definition

Spatial data mining is the process of discovering
nontrivial, interesting, and useful patterns in large
spatial datasets. The most common spatial pattern
families are co-locations, spatial hotspots, spatial
outliers, and location predictions.

Historical Background

Spatial data mining research began several decades ago
when practitioners and researchers noticed that critical
assumptionsin classical data mining and statistics were
violated by spatial datasets. First, whereas classical
datasets often assume that data are discrete, spatial data
were observed to reside in continuous space. For
example, classical data mining and statistical methods
may use market-basket datasets (e.g., history of
Walmart's transactions), where each item-type in a
transaction is discrete. However, ‘‘transactions’ are
not natural in continuous spatia datasets, and
decomposing space across transactions leads to loss of
information about neighbor relationships between
items across transaction boundaries. In addition, spatia
data often exhibits heterogeneity (i.e., no places on the
Earth are identical), whereas classica data mining
techniques often focus on spatially stationary global
patterns (i.e., ignoring spatial variations across
locations). Finaly, one of the common assumptions in
classical statistical analysis is that data samples are
independently generated. However, this assumption is
generaly false when analyzing spatial data, because
spatial data tends to be highly self-correlated. For
example, people with similar characteristics,
occupation and background tend to cluster together in
the same neighborhoods. In spatial statistics this
tendency is called spatial auto-correlation. Ignoring
spatial auto-correlation when analyzing data with
gpatial characteristics may produce hypotheses or
models that are inaccurate or inconsistent with the data
set. Thus, classica data mining algorithms often
perform poorly when applied to spatial data sets. Better
methods are needed to analyze spatial data to detect
spatia patterns.

Foundations
The spatial data mining literature has focused on four

main types of spatia patterns; (i) spatial outliers,
which are spatial locations showing a significant
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difference from their neighbors; (ii) spatial co-
locations, or subsets of event types that tend to be
found more often together throughout space than other
subsets of event types; (iii) location predictions, that is,
information that is inferred about locations favored by
an event type based on other explanatory spatia
variables; and (iv) spatia hotspots, unusua spatial
groupings of events. The remainder of this section
presents a general overview of each of these pattern
categories.

A spatial outlier is a spatialy referenced object whose
non-spatial attribute values differ significantly from
those of other spatially referenced objects in its spatial
neighborhood. For example, consider spatial outliers,
detected in traffic measurements for sensors on
highway 1-35W (North bound) in the Minneapolis-St.
Paul area, for a 24-h time period. Station 9 may be
considered a spatial outlier as it exhibits inconsistent
traffic flow compared with its neighboring stations.
Once a spatia outlier is identified, one may proceed
with diagnosis. For example, the sensor at Station 9
may be diagnosed as malfunctioning. Spatia attributes
are used to characterize location, neighborhood, and
distance. Non-spatia attribute dimensions are used to
compare a spatialy referenced object to its neighbors.
Spatial statistics literature provides two kinds of bi-
partite multidimensional tests, namely graphical tests
and quantitative tests. Graphical tests, such as
Variogram clouds and Moran scatterplots, are based on
the visualization of spatial data and highlight spatial
outliers. Quantitative methods provide a precise test to
distinguish spatia outliers from the remainder of data.

Soatial co-location pattern discovery finds frequently
co-located subsets of spatial event types given a map
of their locations. Spatiad co-location is a
generalization of a classical data mining pattern family
called association rules, since transactions are not
natural in spatial datasets, and partitioning space across
transactions leads to loss of information about
neighbor relationships between items near transaction
boundaries. Additional details about co-location
interest measures, e.g. participation index and K
functions, and mining algorithms are described in [2].

Location prediction is concerned with the discovery of
a model to infer preferred locations of a spatia
phenomenon from the maps of other explanatory
spatial features. For example, ecologists may build
models to predict habitats for endangered species using
maps of vegetation, water bodies, climate, and other
related species. For example, consider an example of a
dataset used in building a location prediction model for
red-winged blackbirds in the Dar and Stubble
wetlands on the shores of Lake Erie in Ohio, USA.
This dataset consists of nest location, distance to open
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water, vegetation durability and water depth maps.
Classical prediction methods may be ineffective in this
problem due to the presence of spatial auto-correlation.
Spatial data mining techniques that capture the spatial
autocorrelation of nest location such as the Spatia
Autoregressive Moddl (SAR) [1] and Markov Random
Fields based Bayesian Classifiers (MRF-BC) are used
for location prediction modeling.

Spatial Hotspots are unusual spatial groupings of
events that tend to be much more closely related than
other events. Examples of spatia hotspots can be
incidents of crimein acity or outbreaks of a disease.
Hotspot patterns have properties of clustering as well
as anomalies from classical data mining. However,
hotspot discovery [4] remains a challenging area of
research due to variation in shape, size, density of
hotspots and underlying space (e.g., Euclidean or
spatial  networks such as roadmaps). Additiona
challenges arise from the spatio-temporal semantics
such as emerging hotspots, displacement etc.

Key Applications

Spatial data mining and the discovery of gspatia
patterns has applications in a number of areas.
Detecting spatial outliersis useful in many applications
of geographic information systems and gspatia
databases, including the domains of public safety,
public health, climatology, and location-based services.
As noted earlier, for example, spatia outlier
applications may be used to identify defective or out of
the ordinary (i.e.,, unusualy behaving) sensors in a
transportation system. Spatial co-location discovery is
useful in ecology in the analysis of animal and plant
habitats to identify co-locations of predator-prey
species, symbiotic species, or fire events with fuel and
ignition sources. Location prediction may provide
applications toward predicting the climatic effects of
El Nino on locations around the world. Finaly,
identification of spatial hotspots can be used in crime
prevention and reduction, as well asin epidemiological
tracking of disease.
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Answer the following questions:

1)
2)

3)
4)
5)
6)
7)

8)
9)

What is spatial data mining?

What are the basic differences between
classical datasets and spatial datasets?

Why are classical data mining algorithms
unsuitable for spatial datasets?

What does it mean that spatial data tends to be
highly self-correlated? How would you
explain spatial auto correlation?

Name the four main types of spatial patterns.
Explain aspatial outlier and give asimple
example.

What are spatial and non-spatial attributes?
Which pairs are frequently co-located?

Give some examples of hotspots.

10) Name some areas where spatial dataminingis

applied.

Match the following terms with their definitions:

1)
2)
3
4)
5)
6)
7)

a)

b)

0)

d)

f)

9

Spatial data mining (SDM)

Spatial outlier

L ocation prediction

Spatial co-location

Hotspot analysis

Spatial autocorrelation

Variogram clouds and Moran scatterplots

Presence of two or more spatial objects at the
same location or at significantly close
distances from each other

Process of finding unusually dense event
clusters across time and space

Process of discovering interesting, useful,
non-trivial patterns from large spatial datasets
Spatial outlier detection algorithms based on
visuaization

Observation which appears to be inconsi stent
with its neighborhood

Prediction of events occurring at particular
geographic locations

Spatial datavalues are influenced by valuesin
their immediate vicinity

Mark the following statements as true or false:

1)
2)
3)
4)

5)

Many of the relationships on spatial data are
implicit.

Spatial autocorrelation means that nearby
things are more different than distant things.
In spatial data mining data samples are not
independent.

Classical data mining techniques perform well
when applied to spatial data sets.

Spatial data mining is based on the same
assumptions as classical data mining.

24



Vocabulary

anomaly [s'nbm.3.li] @ [-'na:.ma-] - odchylka
assumption [a'samp.[>n] - predpoklad, domnénka
boundary ['baun.dar.i] [-dri] @ [-da-] - hranice,
mez

defective [d1'fek.t1v] - vadny, chybny

discrete [d1'skri:t] - nespojity, oddéleny,
samostatny

displacement [d1'sple1s.mant] - pfemisténi, posun
endangered [1n'dern.d3ad] @ [-d3a.d] - ohroZeny
grouping ['gru:.pin] - seskupeni

habitat ['hab.1.tet] - pfirozené prostfedi, domov
hypothesis (pl. hypotheses) [ha1r'pp8.3.515] @
[-'pa:.B3-], pl. [ha1'ppB.3.si:z] - hypotéza,
predpoklad, domnénka

ignition [1g'nif.2n] - vzniceni, vzplanuti

incident ['In¢.s1.d°nt] - pfipad, incident, pfihoda,
udalost

inconsistent [,1n.kan's1s.tent] - neslucitelny, jsouci
VvV rozporu

namely ['neim.li] - a to, jmenovité

nontrivial [non'triv.i.al] - podstatny, dulezity

out of the ordinary [aut] ['2:1.d1.n3.ri] @ [-]
['oir.den.er-] - neobvykly, zvlastni

outbreak ['aut.bre1k] - vypuknuti

outlier ['aut.lai.s] - co lezi mimo

pattern ['pat.sn] @ ['paet.awn] - vzorec, zplsob,
pribéh

phenomenon (pl. phenomena) [fa'nom.1.nan] @
[-'naz.ma.na:n], pl. [fa'nbm.1.n3] - jev

predator ['pred.s.tor] @ [-t=] - dravec, predator
prey [pre1] - kofist

remainder [r1'me1n.dar] @ [-da] - zbytek

species ['spi:.fizz] - druh

stationary ['ste1.f°n.er.i] @ [-[3.ner-] - nemé&nny,
nehybny

throughout space [Bru:'aut][speis] - po celém
prostoru

to be concerned with st [kan's3:nd] @ [ -'s3und] -
zabyvat se ¢im

to cluster ['klas.tar] @ [-t=1] - shlukovat se,
seskupit

to co-locate [kau.lau 'kert] @ [kou.lou 'kert] -
vyskytovat se spolecné

to decompose [ diz.kam'pauz] @ [-'pouz] -
rozlozit

to favor ['fer.ver] @ [ -va] - podporovat

to highlight ['ha1.lart] - zvyraznit, poukdazat

to infer [1n'f3:r] @[ -'f3:] - dedukovat, vyvozovat
to note [naut] @ [ nout] - upozornit, poukazat
to partition [pa:'tif.en] @ [pa:r-] - rozdélit

to proceed [prau'siid] @ [prou-] - pokracovat,
postupovat

to reference ['ref.or.onts] @ [-2-] - odkazovat

to tend [tend] - mit sklon, tendenci, byt nachylny
to track [traek] - sledovat

to violate ['vara.lert] - porusit, nedodrzet

Phrases

due to - kvali

either - or - bud - nebo

from the standpoint ['steend.point] - z hlediska
in infant stages ['1n.fant] - na pocatku vyvoje
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Stemming

CHRISD. PAICE
Lancaster University, Lancaster, UK

Definition

Stemming is a process by which word endings or other
affixes are removed or modified in order that word
forms which differ in non-relevant ways may be
merged and treated as equivalent. A computer program
which performs such a transformation is referred to as
a stemmer or stemming agorithm. The output of a
stemming algorithm is known as a stem.

Historical Background

The need for stemming first arose in the field of
information retrieval (IR), where queries containing
search terms need to be matched against document
surrogates containing index terms.  With the
development of computer-based systems for IR, the
problem immediately arose that a small difference in
form between a search term and an index term could
result in afailure to retrieve some relevant documents.
Thus, if a query used the term ‘‘explosion” and a
document was indexed by the term ‘‘explosives,’”’
there would be no match on this term (whether or not
the document would actually be retrieved would
depend on the logic and remaining terms of the query).
The first stemmer for the English language to be fully
described in the literature was developed in the late
1960s by Julie Beth Lovins [11]. This has now been
largely superseded by the Porter stemmer [14], which
is probably the most widely used, and the Paice/Husk
stemmer [12]. Stemmers have also been developed for
awide variety of other languages.

Foundations

Definitions

In an IR context, the process of taking two distinct
words, phrases or other expressions and treating them
as semantically equivalent is referred to as conflation.
The two expressions need not be precisely
synonymous, but they must refer to the same core
concept (compare ‘‘computed’’ and ‘‘computable’’).
In this article, the term “‘practically equivdent” is
used to mean that, for the purposes of a particular
application, the words may as well be taken as
equivalent. The term conflation is sometimes used as
though it is equivalent to stemming, but it is in fact a
much broader concept, sinceit includes (i) cases where
the strings concerned are multi-word expressions, asin
“*access time'’ and ‘‘times for access’, and (ii) cases
where the strings are not etymologically related, as in
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“‘index term’’ and ‘‘descriptor’’. In case (i) special
string matching techniques may be used, whereas in
case (ii) reference to a dictionary or thesaurus is
necessary. The present account deals exclusively with
the conflation of single etymologically related words.
There are various possible approaches to word
conflation, including the following.

1. Direct matching. In this method, the character
sequences of two words are compared directly, and a
similarity value is computed. The words are then
considered to match if their mutual similarity exceeds a
predefined threshold. To give a simple example, the
first six letters of the words ‘‘exceeds’ and
“‘exceeded’’ are the same, so these words together
contain 12 matching letters out of 15. Hence, a
similarity of 12/15 = 0.80 can be computed. Use of a
threshold (say, 0.70) alows a decision as to whether
the words can be considered equivalent. With such a
method, setting the threshold is problematic. Thus, the
similarity between ‘‘exceeds’ and ‘‘excess’ is 0.62,
which is below the stated threshold. However,
allowing for this by lowering the threshold to 0.60
would cause ‘‘excess’ and ‘‘except’’ (similarity 0.67)
to be wrongly conflated.

2. Lexicd conflation. In this case a thesaurus or
dictionary is used to decide whether two words are
equivalent. Obviously, this method can be used even
for etymologically unrelated words. A problem here is
obtaining a suitably comprehensive and up-to-date
thesaurus, and one which explicitly lists routine
variants such as plurals.

3. Cluster-based conflation. This method, investigated
by Xu and Croft [15], involves creating clusters of
practicaly equivalent words by analyzing the word
associations in a large representative text corpus. Each
query word is then supplemented by adding in the
other words in its cluster. In contrast to method (2), the
clusters created are specific to the text collection in
guestion. However, the creation of the clusters can be
very time-consuming.

4. N-gram conflation. In this method, each word is
decomposed into a collection of N-letter fragments (N-
grams), and a similarity is computed between the N-
gram collections of two words; a threshold is then
applied to decide whether the words are equivalent.
This approach was pioneered by Adamson and
Boreham[1], who used sets of bigrams, where N = 2.
For example, after eliminating duplicates and sorting
into order, ‘‘exceeds’ can be represented by the
bigram set {ce, ds, ed, ee, ex, xc} and *‘exceeded’’ by
{ce, de, ed, ee, ex, xc}. Out of 7 distinct bigrams here,
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5 are shared between the two words; hence a similarity
of 5/7 = 0.712 can be computed.

5. Stemming. Stemming refers to the removal of any
suffixes (and sometimes other affixes) from an input
word to produce a stem. Two words are then deemed
to be equivalent if their stems are identical. This
method is much favored because it is fast: all words
can be reduced to stems on input to the system, and
simple string matching used thereafter. The remainder
of this article focuses on stemming in this narrow
sense.

Prefixes and Infixes

In English, stemmers are usualy designed for
removing suffixes from words. The remova of
“intimate’’ prefixes such as *‘‘intro-, pro-’ and
‘“con-"’ generally results in words being wrongly
conflated (consider ‘‘intro-duction,”” ‘‘pro-duction’’
and *‘con-duction’”).

However, there may be a case for removing looser
prefixes such as ‘‘*hyper-"’ or ‘‘macro-.”" Also, prefix
removal may be desirable in certain domains with
highly artificial vocabularies, such as chemistry and
medicine. As explained below, there are some
languages in which removal or replacement of
prefixes, or even infixes, isin fact essential.

IR

Performance and Evaluation

Since stemmers were originaly developed to aid the
operation of information retrieval systems, it was
natural that they were first assessed in terms of their
effect on retrieval performance, as well as on
‘“‘dictionary compression’’ rates. Researchers were
frustrated to find that the effects on retrieval
performance for English language material were small
and often negative [10]. Remova of ‘‘-s’ and other
regular inflectional endings might be modestly helpful,
but use of heavier stemming could easily result in a
loss of performance [7].

Stemming errors are of two kinds: understemming, in
which a pair of practicaly equivalent words are not
conflated, and overstemming, in which two
semantically distinct words are wrongly conflated.

Non-English Stemmers

Stemming is appropriate for most (though not all)
natural languages, and appears to be especialy
beneficial for highly inflected languages [9]. There is
neither space nor need to describe non-English
stemmers here, except to note that some languages
exhibit much greater structural complexity, and this
warrants special approaches. Thus, a typical Arabic

170

175

180

185

190

195

200

205

210

215

220

word consists of a root verb of three (or occasionally
four or five) consonants (e.g., ‘ ‘k-t-b’’ for ‘‘to write'"),
into which various prefixes, infixes and suffixes are
inserted to produce specific variant forms (*‘ katabna ’:
““‘wewrote’” and ‘‘kitab’’: **book’").

Some researchers have concentrated on extracting the
correct root from a word [3], but Aljlayl and Frieder
have demonstrated that better retrieval performance is
obtained by using a simpler ‘‘light stemming’’
approach, in which only the most frequent suffixes and
prefixes are removed [4]. Ther results showed that
extraction of roots causes unacceptable levels of
overstemming.

Key Applications

As noted earlier, stemmers are routinely used in
information retrieval systems to control vocabulary
variability. They also find use in a variety of other
natural language tasks, especially when it isrequired to
aggregate mentions of a concept within a document or
set of documents. For example, stemmers may be used
in constructing lexical chains within a text. Stemming
can also have a role to play in the standardization of
data for input to a data warehouse.
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Answer the following questions:

1)
2)
3)
4)
5)

6)
7)

8)

9)

How would you describe stemming? What is
its purpose?

What often resulted in afailureto retrieve
relevant documents during searchesin the
past?

What is conflation?

Is there any difference between conflation and
stemming?

What tools have to be used when strings are
not etymologically related?

Describe direct matching.

What does the term of threshold refer to in the
text?

What is the disadvantage of cluster-based
conflation?

What are bigrams?

Match the following terms and their definitions:

1)
2)
3
4)
5)

b)
c)

d)
€)

lexical conflation
cluster-based conflation
N-gram conflation
understemming
overstemming

amethod using a corpus of texts

amethod based on bigrams

a situation where more-or-less equivalent
words are not conflated

amethod using adictionary or thesaurus

a situation where two semantically distinct
words are wrongly conflated

Mark the following statements as true or false:

1)
2)

3)

During the conflation, the expressions need to
be synonymous.

The words mother and father are
etymologically related.

In stemming, two words are considered
equivalent provided their stems are identical.

4)
5)
6)

Hyper- in hyperactive is a suffix.

The term affix covers both prefix and suffix.
Stemming appears beneficia for highly
inflected languages.

The light-stemming approach is based on
removing the least frequent affixes.
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Vocabulary

account [a'kaunt] - vycet; Ucet

actual ['&k.tfu.al] [-tju-] [-tful] - vilastni

actually ['=k.tfu.a.li] [-tju-] [-tfu.li] - vlastné
affix ['af.1ks] - affix (pfedpona, pfipona)
algorithm ['al.ga.r1.0°m] - algoritmus

bigram ['baigreem] - bigram (skupina dvou
pismen, slabik ¢i slov)

cluster ['kias.tar] @ [-ta] - hrozen, skupina, klastr
comprehensive [ kom.pri'hent.stv] @ [ ka:m-]

- komplexni, obsahly

conflation [kan'fle1fon] - spojovani

compression [kem'pre[.>n] rate [re1t] -
kompresivita

consonant ['kon.ss.nant] @ ['ka:n-] - souhlaska
core [ko:r] @ [ko:r] - jadro; jadfinec

corpus ['kaz.pas] @ ['ka:r-] - korpus, télo; soubor
textd

distinct [d1'stinkt] - rdzny rozdilny

duplicate ['dju:.pl1.kat] @ ['du:-] - duplikat;
duplikovany (srovnej vyslovnost s ,to duplicate”
['dju:.plr.kert] @['du:-])

inflectional [in'flekfanal] - sklonovaci, sklofujici,
sklonovatelny

equivalent [1'kwiv.2l.2nt] - ekvivalentni
etymological [,et.r'mpl.a.d3ikel] @ [-'ma:.ls-] -
etymologicky, vztahujici se k ptvodu slova
exclusive [1k'sklu:.s1v] - vyhradni

failure ['fe1.ljar] @ [-lja] - nelspéch

hence [hents] - tudiz

however [hau'ev.ar] @ [-2] - v3ak, aviak
identical [ar'den.t1.k?l] @ [-t3-] - identicky, stejny
lexical ['lek.s1.k?1] - lexikalni

lexical ['lek.s1.kol] chains [tfein] - lexikalni Ffetézce
loose [lu:s] - volny

mutual ['mjur.tfu.sl] - vzajemny

predefined [pri:di'faind] @ [pri:da'faind] - pfedem

definovany

prefix ['pri:.fiks] - pfedpona

query ['kwra.ri] @ [ 'kwir.i] - dotaz

remainder [r1'mein.dar] @ [-d=] - zbytek

root [ru:t] - koren

routine [ru:'tizn] - obvykly

semantic [s1'man.tik] @ [-t1k] - sémanticky,
vyznamovy

stem [stem] - kmen; stopka

surrogate ['sar.a.gat] @ ['s3:-] - ndhradnik;
nahradni

suffix ['saf.1ks] - pfipona

synonymous [s1'non.1.mas] @ [-'na:.na-] -
podobného vyznamu

thereafter [dea'ra:f.tar] @ [ der'aef.ta] - poté
thesaurus [03'so:ras] - tesaurus

threshold ['Oref.A#suld] @ [-Aould] - prah

thus [0As] - tak, a tak

to aggregate st ['®g.r1.geit] - (na)hromadit néco
to aid st [exd] - napomahat nécemu

to arise (arise, arose, arisen) [a'raiz] - objevit se;
vyvstat

to assess st [a'ses] - hodnotit néco

to conflate [kan'flert] - spojit, spojovat

to decompose st [, dir.kem'pauz] @ [-'pouz] -
rozlozit néco

to deem [di:m] - povazovat

to duplicate st ['dju:.pli.kert] @ ['du:-]

- duplikovat néco

to eliminate st [1'lim.1.ne1t] - eliminovat néco
to exceed st [1k'si:d] - prekrocit néco

to exhibit st [1g'z1b.1t] - vykazovat néco

to extract st [1k'straekt] - extrahovat, vytahnout
néco

to favor st ['fer.var] @ [-va] - davat nécemu
prednost

to investigate st [1n'ves.t1.ge1t] - vySetfovat néco
to merge st [m3:d3] @[ m3:d3] - spojit néco,
sloucit

to obtain st [ab'te1n] - ziskat néco

to pioneer [,pars'niar] @ [-'n1r] - razit cestu

to retrieve st [r1'triiv] - vyhledat, vyzvednout néco
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to supersede st [,sur.pa'sizd] @ [-pa--] - nahradit
néco

to supplement st ['sap.l1.mant] - doplnit néco

to treat st [triit] - zachdzet s nécim

to warrant st ['wor.ent] @ ['w>:r-] - opraviiovat
néco

variability [ vea.ri.a'b1l.1.ti] @ [ver.i.a'b1l.a.ti] -
variabilita

variant ['vea.ri.ant] @ ['ver.i-] - varianta
warehouse ['wea.haus] @ ['wer-] - skladi3t&

whereas [wea'rez] @ [wer'ez] - kdeZto

Phrases

In contrast to st ['kon.tra:st] @ ['ka:n.traest] -
Oproti nécemu

Obviously, ... ['vb.vi.a.sli] @ ['a:b-] - Samozfejmé
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Storage Devices

KALADHAR VORUGANTI
Network Appliance, Sunnyvale, CA, USA

Definition

One of the goals of database, file and block storage
systems is to store data persistently. There are many
different types of persistent storage devices
technologies such as disks, tapes, DVDs, and Flash.
The focus of this write-up is on the design trade-offs,
from a usability standpoint, between these different
types of persistent storage devices and not on the
component details of these different technologies.

Historical Background

From a historical standpoint, tapes were the first type
of persistent storage followed by disks, CDs, DVDs,
and Flash. Newer types of memory technologies such
as PRAM and MRAM are till in their infant stages.
These newer non-volatile memory technologies
promise DRAM access speeds and packaging
densities, but these technologies are till too expensive
with respect to cost/gigabyte.

Foundations

- Tapes/Tape Libraries. Tape readerstape head, tape
library, tape robot, and tape cartridge are the key
components of a tape subsystem. Tapes provide the
best storage packaging density in comparison to other
types of persistent storage devices. Tapes do not
provide random access to storage. Data on tapes can be
stored either in compressed or uncompressed format.
Unlike disks, tape cartridges can be easily transported
between sites. Most organizations typicaly migrate
data from older tape cartridges to newer tape cartridges
every 5 years to prevent data loss due to materia
degradation. One can employ disk based caches in
front of tape subsystems in order to allow for tapes to
handle bursty traffic. Tapes that provide Write-Once,
Read Many (WORM) characteristics are also available.
WORM tapes are useful in data compliance
environments where regulations warrant guarantees
that a piece of data has not been altered. DLT and LTO
are currently the two dominant tape technologies in the
market. Technology-wise both these standards have
minor differences. Finally, from a pure media cost
standpoint, tapes are less expensive (cost per gigabyte)
than disks and other forms of persistent media.

- Diskg/Storage ControllerssfNAS Boxes: Disks are the
most widely used form of persistent storage media
Disks are typically accessed by enterprise level
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applications when they are packaged as part of the
processing server box (direct attached storage model),
or are part of a network attached storage box (NAS)
and accessed via NAS protocols or, are packaged as
part of a storage controller box and accessed via
storage area network protocols (SAN). The current
trend is for protocol consolidation, where the same
storage controller provides support for both SAN and
NAS protocols. Typicaly, the size of the storage
controllers can vary from a few terabytes to hundreds
of terabytes (refrigerator sized storage controllers). A
storage controller typically consists of redundant
processors, protocol processing network cards, and
RAID processing adapter cards. The disks are
connected to each other via either arbitrated loop or
switched networks. Storage controllers also contain
multi-gigabyte volatile caches. Disks are also packaged
as part of laptops.

There is a marked difference in the manufacturing
process, and testing process between the enterprise
class disks and commodity laptop class disks. Disks
vary in their form factor, rotational speed, storage
capacity, number of available ports, and the protocols
used to access them. Currently, seria SCSI, paralel
SCSl, seria ATA and parale ATA, Fiber Channel,
and SSA are the different protocols in use for
accessing disks. Lower RPM and disk idle mode are
new disk spin-down modes that allow disks to
consume less power when they are not actively being
used.

- DVD/Juke Boxes: DVDs and CDs are optical storage
media that provide random access and WORM
capabilities. Only recently, the multiple erase capacity
of anindividual CD or DVD was less than the capacity
of asingle disk drive or tape cartridge. DV Ds can store
more data than a CD, and a high definition DVD can
store more data than a DVD. There are numerous
competing standards for CDs, DVDs and high
definition DVDs, however, format agnostic DVD
players and DVD writers are emerging. Usage of
DVDs is more prominent in the consumer space rather
than in the enterprise space. A juke box system allows
one to access a library of CDs or DVDs. DVDs have
slower access speeds than most types of disks.

- Flash/SSDg/Hybrid Disks: Flash is memory
technology that has non-volatile characteristics. Flash
memory has slower read times than DRAM. Moreover,
it has much slower write times than DRAM.

One has to perform an erase operation before one can
re-use a flash memory location. One can only perform
alimited number of erase operations. Thus, the number
of write operations determines the Flash memory life.
SLC and MLC are the two different NAND flash
technologies. SLC can be erased a greater number of
times, and it has faster access times than MLC based
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flash. NAND flash has faster write and erase times
than NOR flash. NOR flash has faster read times than
NAND flash. NAND flash is used to store large
amounts of data, whereas NOR flash is used to store
executable code.

People are using MLC flash in cameras and digital
gadgets, and are using SLC flash as part of solid state
disks (SSDs). SSDs provide block level access
interface (SCSl), and they contain a controller that
performs flash wear leveling and block alocation.
Hybrid disks that contain a combination of disks and
Flash are emerging. Hybrid disks provide a Flash
cache in front of the disk media. One typicaly can
store meta-data or recently used data in the flash
portion of hybrid disks to save on power consumption.
That is, one does not have to spin up the disk. Flash
storage provides much better random access speeds
than disk based storage.

Key Applications

Tapes are being used primarily for archival purposes
because they provide good sequential read/write times.
Disks are the media of choice for most on-line
applications. Optical media (CDs, DVDs) are popular
in the consumer electronic space. Flash based SSDs are
popular for those workloads that exhibit random 10s.
Disks are being used in laptops, desktops and storage
servers (SANs, NAS, DAS). Tape based WORM
media and content addressable based disk storage are
providing WORM media capabilities in tape and disk
technologies, and thus, these technologies can be used
to also store compliance/regulatory data.

(Abridged)
Recommended Reading

1. Anderson D., Dykes J., and Riedel E. More than an
interface- SCSI versus ATA. In Proc. Second Annual
Conf. on FAST. San Francisco, CA, 2003.

2. Toigo J. Holy Grail of Network Storage
Management. Prentice Hall, Englewood Cliffs, NJ,
2003.

3. Voruganti K., Menon J.,, and Gopisetty S. Land
below aDBMS. SIGMOD Rec., 33(1):64—70, 2004.
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Answer the following questions:

1)
2)

3)
4)

5)
6)
7)
8)

9

Name some of the persistent storage devices
mentioned in the text.

What are the advantages and disadvantages of
tapes?

Where are WORM tapes useful ?

Name the two dominant tape technol ogies that
are currently on the market.

What is the most widely used form of
persistent storage medium?

What are the protocols which are currently in
use for accessing disks?

What spin-down modes are used to save on
power consumption?

What are the characteristics of some of the
optical storage media?

Wheat isflash technology?

10) Whereisflash memory used?

Match the following terms with their definitions:

1)
2)
3)
4)
5)
6)

a)

b)

A library

A disk cache

Fibre channel

A storage area network (SAN)
DLT (digital linear tape)

A jukebox

A mechanism for improving the time it takes
to read from or write to a hard disk

A unit in which optical disk drivesare
mounted

A high-speed special-purpose network (or
sub-network) that interconnects different
kinds of data storage devices

A collection of physical storage media such as
tapes or disks and away to access them

A form of magnetic tape and drive system
used for computer data storage and archiving
A type of high speed interconnection

Mark the following statements as true or false:

1

2)

3

4)

5)

6)

7)

Portable and inexpensive to purchase, tapes
are often used for backing up or archiving
data.

Flash is memory technology that has volatile
characteristics.

WORM disks can be written only once.
NAND has significantly lower storage
capacity than NOR.

MLC isused in solid state drives (SSDs) and
SLCisused in consumer appliances like
cameras, media players, cell phones, etc.

An SSD (solid-state drive or solid-state disk)
is astorage device that stores persistent data
on solid-state flash memory.

In hybrid disks the flash memory handles the
data most frequently written to or retrieved
from storage.
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Vocabulary

access time ['xk.ses][ taim] - pfistupova doba
bursty traffic [ba:sti] [traefik] - shlukovy provoz,
shluky dat

cache [ka[] - skrys, ukryt

competing [kam'pi:tin] - konkurencni

data compliance ['der1.ta] [kem'plat.ants] @ [-t3]
[-] - ochrana dat pfed prepsanim

wear leveling [wear] ['lev.alin] @ [wer] [-] -
strategie zapisu a mazani (vyrovnani opotrebeni)
focus on st ['fou.kas] @ ['fou-] - zaméFeni
format agnostic ['f>:.met] [eg'nos.tik] €@ ['fo:r-]
[-'nai.stik] - pFfehravajici jakykoli format

gadget ['gaeds.1t] - pfistroj, zafizeni

goal [gaul] @ [goul] - cil

high definition [ha1] [ def.1'n1f.an] - vysoké
rozliseni

idle ['a1.dl] - necinny

life [lazf] - Zivotnost

marked [ma:kt] @ [ ma:rkt] - vyrazny
non-volatile [non'vpl.a.ta1l] €@ [non’ var.la.tal] -
staly, stabilni

numerous ['njuz.ma.ros] @[ 'nu:-] - pocetny,
Cetny

persistent [pa'sis.tent] @ [paw-] - stély, trvaly
read time [r1:d] [taim] - pFistupova doba pro Cteni
solid state disk (SSD) ['spl.1d] [stert] [disk] @

[ 'sa:r.lid] [-] [-] - pevny disk na bazi pamét ovych
¢ipu

standpoint ['steend.paint] - stanovisko, hledisko
to access st ['ek.ses] - dostat se k, mit pfistup k
to allocate ['zxl.s.ke1t] - pridélit

to alter ['ol.tar] @[ 'a:l.t ] - zménit

to compete [kem'pi:t] - soutézit

to determine [d1'taz.min] @[ -'t3:-] - urcovat,
udavat

to emerge [1'm3:d3] @[ -'m3:d3] - objevit se

to handle ['hzn.dl] - zvladnout, vyporadat se

to package ['pzk.1d3] - zabalit

to spin down [spin] [daun] - zpomalit otaceni

to spin up [sp1in] [Ap] - zrychlit otaceni

to vary ['vea.ri] @[ 'ver.i] - lisit se, rGznit se

to warrant ['wor.ent] @ ['wo:r-] - zaruéit
trade-off ['trexd.of] @ [-a:f] - kompromis

via [vara] @ ['viz.s] - pFes, prostfednictvim
wise (suffix) [waiz] - pokud jde o, hovofime-Ili o
write time [ra1t] [taim] - pFistupova doba zapisu
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Storage Protection

KENICHI WADA
Hitachi Limited, Tokyo, Japan

Definition

Storage protection is a kind of data protection for data
stored in a storage system. The stored data can be lost
or becomes inaccessible due to, mainly, a falure in
storage component hardware (such as a hard disk drive
or controller), a disastrous event, an operator’'s
mistake, or intentional ateration or erasure of the data.
Storage protection provides the underlying foundation
for high availability and disaster recovery.

Historical Background

In 1956, IBM shipped the first commercial storage that
had a hard disk drive. To protect data from bit errors on
disk platters, the hard disk drive commonly uses cyclic
redundancy check (CRC) and an error-correcting code
(ECC).

CRC and ECC cannot protect data from a whole disk
faillure in which an entire disk becomes inaccessible
(for example, because of a disk head crash). The IBM
3990, which was shipped in the 1980s, had the
replication functionality in which two identical copies
of data were maintained on separate media. This
approach protected data from this kind of failure.
Replication functionality can be implemented in many
other layers of the computer system. Most DBMS
support database replication. Some file systems and
Logica Volume Managers have file or volume
replication functionality. Further, many storage
systems and storage virtualization appliances support
volume replication functionality.

RAID (Redundant Array of Inexpensive Disks) is
another technology for protecting data from whole disk
failure. D. Patterson et a. published a paper ““A Case
for Redundant Arrays of Inexpensive Disks (RAID)”
in June 1988 at the SIGMOD conference [6]. This
paper introduced a five level data protection scheme.
The term RAID was adopted from this paper, but
currently RAID is an acronym for Redundant Arrays of
Independent Disks. It is noted that the patent covering
RAID level 5 technology wasissued in 1978 [5].

RAID level 1isakind of replication. RAID level 2 to
5 can reduce the capacity required to protect data
against disk drive failure than replication, but it is
limited to protect disk drive failure. Replication, on the
other hand, can be used to protect databases, file
systems and logical volume. Further replication can be
used for disaster recovery, if data are replicated
remotely.
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Foundations

Hard disk drives commonly use Reed-Solomon code
[7] to correct bit errors. Data in hard disk drives is
usually stored in fixed length blocks. Controllers in
hard disk drives calculate ECC for each block and
record it associated with the original data. When data
are read the controller checks data integrity using ECC.
CRC can be used with ECC for detecting bit errors
and/or reducing the possibility of correction error.

Most DBMS support database replication with
master/slave relation between the origina and the
replica. The master process updates and transfers it to
the dave. This type of replication can provide high
availability to the client of the DBMS in case of
storage system failures as well as server failures.
Another type of database replication is multi-master,
which is mostly used to provide high performance
parallel processing. Both types can be either
synchronous or asynchronous replication. In
synchronous replication, updates made in original are
guaranteed in the replica, note there may be some
delay in asynchronous replication.

Volume replication by storage system is also widely
accepted as data protection. There are synchronous and
asynchronous replications, the same as database
replication. Asynchronous volume replication is often
used for long distance remote replication. It may
prevent performance degradation caused by replication
delay, but could cause some data loss in case of
recovery. Synchronous replication, on the other hand,
may provide no data loss recovery, but may cause
performance degradation due to replication delay.
Volume replication is aso used within a loca data
center for online backup. Backup servers use replica
volume for backup when original volume is online. To
support this, a storage system can pause update
delegation from origina to replica volume.

RAID (Redundant Array of Independent Disks) is a set
of disks from one or more commonly accessible disk
subsystems, combined with a body of control software,
in which part of the physical storage capacity is used to
store redundant information about user data stored on
the remainder of the storage capacity. The term RAID
refers to a group of storage schemes that divide and
replicate data among multiple disks, to enhance the
availability of data at desired cost and performance
levels. A number of standard schemes have evolved
which are referred to as levels. Origindly, five RAID
levels were introduced [6], but many more variations
have evolved. Currently, there are several sublevels as
well as many non-standard levels. There are trade-offs
among RAID levels in terms of performance, cost and
reliability.
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Key Applications

Storage protection is essential to achieve business
continuity and legal compliance with adequate
performance, cost, and reliability.

(Abridged)
Recommended Reading

1. ANSI. NFPA1600 Standard on Disaster/Emergency
Management and Business Continuity Programs.

2. BSI. BS25999; Business Continuity Management.

3. Houghton A. Error Coding for Engineers. Kluwer
Academic Publications, Hingham, MA, 2001.

4. Keeton K., Santos C., Beyer D., Chase J, and
Wilkes J. Designing for disasters. In Proc. 3rd
USENIX Conf. on File and Storage Technologies,
2004.

5. Ouchi N.K. (IBM Corporation). System for
recovering data stored in failed memory unit. US
Patent 4,092,732, 1978.

6. Patterson D., Gibson G, and Katz R. A case for
redundant arrays of inexpensive disks (RAID). In
1988.

7. Sweeney P. Error Control Coding From Theory to
Practice. Wiley, New York, 2002.

8. http://www.sec.gov/
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Answer the following questions:

1)
2)
3)
4)

5)
6)

7)

How can data loss occur?

What are CRC and ECC?

What does RAID stand for?

How many RAID levelswere originally
introduced?

What is Reed-Solomon code used for?
Besides disaster recovery, what is storage
protection good for?

What is the basic difference between RAID 1
and the other RAID levels?

Match the following terms with their definitions:

1)
2)
3
4)

a)

b)

d)

synchronous replication
asynchronous replication
RAID level

dataintegrity check

in this approach, changesin the original can
take sometime to reflect in the replica
away to determine whether data is corrupted
in this approach, changesin the original are
immediately reflected in the replica

a specific strategy of distributing data over
multiple disks

Mark the following statements as true or false:

1)
2)

3

When datais read, the controller checks data
integrity using CRC.

Replication can also be used to protect
databases and file systems.

Remote replication often employs the
asynchronous volume replication approach.
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Vocabulary

appliance [3'plai.ant s] - pfistroj

array [a're1] - pole, sada

compliance [kam'plar.ants] - shoda, dodrzeni
degradation [, deg.ra'de1.f>n] - pokles, zhorSeni
disastrous [d1'za:.stras] @ [-'zaes.tras] -
katastrofalni, neblahy

disk platter [d1sk] ['plaet.ar] @ [-] ['plaet .2 -
diskova plotha

erasure [1'rer.3ar] @ [-3] - smazani

failure ['fe1.ljar] @ [lj=] - selhani
inaccessible [,1n.ak'ses.1.bl] - nepfistupny,
nedostupny

integrity [1n'teg.ra.ti] @ [-ti] - celistvost,
neporusenost

intentional [1n'ten.f?n.?l] - zamérny

loss [lps] @ [la:s] - ztrata

recovery [r1'kav.2r.i] @ [-a-] - obnova
redundancy [r1'dan.dent .si] - nadbytecnost
replica ['rep.l1.k3] - kopie, duplikat

scheme [ski:m] - schéma, soustava

to evolve [1'vpolv] @ [-'va:lv/] - vyvinout se

volume ['vol.ju:m] @ ['va:l-] - objem; svazek

Phrases

due to [dju:] @ [du:] - kvdli; zplsobeny (¢im)
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Video

YING LI
IBM T.J. Watson Research Center, Hawthorne,
NY, USA

Definition

Video, which means ‘‘| se€’’ in Latin, is an eectronic
representation of a sequence of images or frames, put
together to simulate motion and interactivity. From the
producer’s perspective, a video ddivers information
created from the recording of rea events to be
processed simultaneously by a viewer’s eyes and ears.
For most of time, a video aso contains other forms of
media such as audio.

Video isalso referred to as a storage format for moving
pictures as compared to image, audio, graphics and
animation.

Historical Background

Video technology was first developed for television
systems, but it has been further developed in many
formats to alow for consumer video recordings.
Generally speaking, there are two main types of video:
analog video and digita video. Analog videos are
usualy recorded as PAL (Phase Alternating Line) or
NTSC (Nationa Television System Committee)
electric signals following the VHS (Video Home
System) standard and stored in magnetic tapes. Digital
videos, on the contrary, are usualy captured by digital
cameras and stored in digital video formats such as
DVD (Digital Versatile Disc), QuickTime and MPEG-
4 (Moving Picture Experts Group).

Launched in September 1976, VHS became a standard
format for consumer recording and viewing by the
1990s. Since then, it has dominated both home and
commercia video markets. In March 1997, the DVD
format was introduced to American consumers, which
gradualy pulled consumers away from VHS in the
following years due to its much better quality. In June
2003, the DVD’s market share exceeded that of the
VHS for the first time. Since then, it has been steadily
expanding its consumer market, and by July 2006,
most major film studios have stopped releasing new
movie titles in VHS format, opting for DVD-only
releases. Now, VHS is gradualy disappearing from
both rental and retail stores, and DVD has dominated
the whole commercial market. Nevertheless, VHS is
still  popular for home recording of television
programs, due to the large installed base and the lower
cost of VHS recorders and tape.

For the last few decades, as video technology quickly
advances and the cost of storage devices rapidly
decreases, digital videos have become widely available
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in diverse application areas such as medicine, remote
sensing, entertainment, education and online
information services. This has thus led to very active
research in various video-related areas.

Foundations

The last three decades have witnessed a significant
amount of research efforts on various aspects of video
technologies. Roughly speaking, they fall into the
following three general  categories.  video
representation, video content analysis, and video
application. Specifically, video representation deals
with the way a video is represented, in another word,
the file format. Video content analysis, on the other
hand, aims to automatically structure and ultimately
understand the video by analyzing its underlying
content. Due to the difficult nature of this problem,
such process usually involves the analysis of multiple
media modalities including visual, audio and text
information. Finally, video application applies what it
has learned from the analysis engine, and facilitates
various types of content access including video
browsing, summarization and retrieval. A brief
discussion on each of these three research domains is
given below.

Video Representation

A video sequence with accompanying sound track can
occupy a vast amount of storage space when
represented in digital format. As estimated in [6], a
1-min video clip could possibly occupy up to 448 MB.
Consequently, compression has been playing an
important role in modern schemes for video
representation.

A wide variety of methods have been proposed to
compress the video stream. Nevertheless, almost al of
them build their approaches upon the fact that video
data contains both spatial and temporal redundancy.
Specifically, to reduce the spatial redundancy, an intra-
frame compression is applied which registers
differences between parts of a single frame. Such a
task is more closely related to image compression.
Likewise, to reduce the temporal redundancy, an inter-
frame compression is exploited which registers
differences between neighboring frames. This involves
discrete  Cosine transfoom  (DCT), motion
compensation and other techniques. Some popular
video compression mechanisms include H.261, H.263,
H.264, MPEG-1,MPEG-2, MPEG-4 and MJPEG

(Motion-Joint ~ Photographic ~ Experts  Group).
Specificaly, H261 is a 1990 ITU-T
(Telecommunication  Standardization  Sector  of

International Telecommunication Union) video coding
standard originally designed for transmission over
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ISDN lines. Later on, H.263 and H.264, which provide
more capabilities and mainly target at video-
conferencing applications, were standardized in 1995
and 2003, respectively. In 1998, the Moving Picture
Experts Group (MPEG) was formed to establish an
international standard for the coded representation of
moving pictures and associated audio on digital storage
media. Currently, there have been three established
MPEG standards from this effort: MPEG-1, MPEG-2,
and MPEG-4. Each of them targets at different
commercial applications. For instance, MPEG-1 is
usually used as the Video CD (VCD) format, MPEG-2
for High Definition Television (HDTV), and MPEG-4
for streaming video applications. Finally, to facilitate
mobile appliances such as digital cameras, MJPEG was
developed in the 1990s which uses intra-frame coding
technology that is very similar to those used in MPEG-
1 or MPEG-2. However, it does not use inter-frame
prediction, which on the one hand, results in a loss of
compression capability, yet on the other hand, it makes
the degree of compression capability independent of
the amount of motion in the scene. Moreover, it also
eases video editing as simple editing can now be
performed at any frame.

Video Content Analysis

Video is a type of rich media as it often consists of
other media types such as audio and text.
Conseguently, research on video content analysis can
be grouped into three classes: visua content analysis,
audio content anaysis, and audiovisual content
analysis. A general goa of video content analysisis to
extract the underlying video structure so as to facilitate
convenient and nonlinear content access. Yet a more
aggressive goa is to automatically understand video
semantics so as to support applications such as video
summarization and retrieval that require an in-depth
understanding of the video content.

Video Application

Besides the large amount of research efforts on video
content analysis, there are also many attentions on
studying various video applications. After all, making
the bulky and unstructured video content convenient
and efficient to access, present, share, search and
deliver is the ultimate goa of the entire research
community in this area.

(Abridged)
Recommended Reading

1. Cheung S. and Zakhor A. Efficient video similarity
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measurement with video signature. |IEEE Trans. Circ.
Syst. Video Tech., 13(1):59-74, 2003.

2. Li Y. and Dorai C. SVM-based audio classification
for instructional video analysis. In Proc. |IEEE Int.
Conf. on Acoustics, Speech and Signal Processing,
2004.

3. Li Y. and Kuo C.-C. Video Content Analysis Using
Multimodal  Information: for Movie Content
Extraction, Indexing and Representation. Kluwer, MA,
USA, 2003.

4. Li Y., Narayanan S., and Kuo C.-C. Content-based
movie analysis and indexing based on audiovisual
cues. |IEEE Trans. Circ. Syst. Video Tech,
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Answer the following questions:

1)
2)

3)
4)

5)

6)
7)
8)

What is video?

What is the difference between analog and
digital video?

What makes VHS still popular for home
recording?

What is meant by remote sensing?

What do the terms video representation, video
content analysis, and video application refer
to?

What do most compression formats build on?
What is MPEG-1?

What does the term “rich media” refer to?

Match the following terms and their definitions:

1)
2)
3
4)
5)

video representation
video content analysis
intra-frame compression
inter-frame compression
likewise

away of reducing spatial redundancy
deals with the file format

away to reduce temporal redundancy
involves structuring the video

means the same as “ similarly”

Mark the following statements as true or false:

1)
2)

3)
4)
5)

6)

Video wasfirst developed for home use.
H.261 is avideo coding standard originally
designed for transmission over ISDN lines.
MPEG-4 is used as a high definition
television standard.

MJPEG has been designed for use in mobile
appliances.

MJPEG has nothing in common with MPEG-
1 and MPEG-2 formats

A general goal of video content analysisisto

facilitate convenient and linear content access.
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Vocabulary

analysis [a'nal.a.s15] - analyza, pl. analyses
appliance [3'plar.ants] - zafizeni

audio ['2:.di.au] @ ['a:.di.ou] - audio, zvuk
audiovisual [,>:1.di.au'viz.u.al] @ [,a:.di.ou-]

- audiovizualni

capability [ ker.ps'bil.1.ti] @ [-s.ti] - schopnost
compression [kam'pref.>n] - komprese
consumer [kan'sjur.mar] @ [-'sur.ma] -
spotrebitel

discrete [d1'skri:t] cosine ['kau.sain] @ ['kou-]
transform [traens'foim] @ [-'f>irm] - diskrétni
kosinova transformace

diverse [da1'v3:is] @[ d1'vsus] - rozdilny
domain [deu'mern] @ [dou-] - doména

due to st [dju:] @[ du:] - kvli né¢emu
format ['f>.maet] @ ['frir-] - format

frame [fretm] - ram, ramec

linear ['lin.i.ar] @ [-24] - linearni

market share ['ma:.kit] [fear] @ ['ma:r-] [fer]
- podil na trhu

modality - modalita

motion ['mau.[°n] @ ['mou-] - pohyb
nevertheless [,nev.a.9s'les] @ [-a-] - nicméné
non-linear [non'lzn.i.s] - nelinearni

present ['prez.>nt] - soucasny (compare the
pronunciation with that of verb to present
[pri'zent])

research [r1's3:tf] @[ 'rir.s3:tf] - vyzkum
retrieval [r1'trizval] - vyhledavani, vyzvedavani
sequence ['siz.kwants] - sekvence

spatial ['sper.f?l] and temporal ['tem.pzr.2l]] @
[-pa+.3l] redundancy [r1'dan.d°nt.si] - prostorova a
casova nadbytecnost (redundance)

steady ['sted.i] - staly

thus [0As] - tak, a tak

to aim to do st [exm] - snazit se néco délat, byt

zaméren na délani néceho

to browse st [brauz] - listovat, prochazet nécim
to capture st ['kap.tfar] @ [-tf=] - zachytit néco
to deal with st [d1al] - zabyvat se né¢im

to develop [d1'vel.ap] - vyvinout, vyvijet

to disappear [,d1s.s'p1ar] @ [-'p1r] - zmizet, mizet
to dominate ['dom.1.ne1t] @ ['da:.ma-] -
dominovat

to ease st [i:1z] - udélat néco jednodussi,
zjednodusit

to exceed st [1k'si:d] - prfesahovat, prekrocit néco
to extract st [1k'strakt] - extrahovat, vytahnout
néco

to facilitate st [fa's1l.1.te1t] - zjednodusit néco,
umoznit néco

to fall into st [f>:I] @[ fa:l] - spadat do néceho
to involve st [1n'vplv] @ [-'va:lv] - zahrnovat néco
to launch st [Ib:ntf1 @ [ la:ntf] - vypustit néco,
vydat néco

to occupy ['pk.ju.pa1] @ ['a:.kju-] - zabirat,
okupovat

to opt for st [bpt] @ [a:pt] - rozhodnout se pro
néco, zvolit néco

to present st [pri'zent] - prezentovat néco

to refer to st [ri'fa:] - odkazovat na néco,
oznacovat néco

to release st [r1'lizs] - vypustit, vydat néco

to simulate ['stm.ju.le1t] @ [-t1d] - simulovat,
napodobovat

to witness st ['wit.nas] - byt nécemu svédkem
ultimate ['Al.tz.mat] @ [-ts-] - koneény, nejzazsi

underlying [,An.da'la1.1n] @ [-da--] - zakladni

Phrases

consequently ['kont.s1.kwant.li] @ ['kaint-] -
nasledné

generally speaking - obecné feceno
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independent of st [1n.d1'pen.d?nt] - nezavisly na
nécem

likewise ['latk.wa1z] - podobné

on the contrary ['kon.tra.ri] @ ['ka:n.tre-] -
naopak

on the one hand ..., on the other hand ... - na
jedné strané ..., na druhé strané ...

to play an important role in st - hrat dileZitou

ulohu v nécem
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