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Computational methods for marketing

Business intelligence: analytical reporting (pivoting)
Statistical methods: probabilistic
Artificial intelligence: directed learning:

* Neural networks NN

 Memory-Based Reasoning MBR

 Survival analysis

Artificial intelligence: undirected learning:

« Segmentation

» Clustering

« Association rules

Fuzzy inference (possibilities, natural language reasoning)

Web data minin
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Data Mining Techniques Applications

« Marketing — Predictive DM techniques, like artificial
neural networks (ANN), have been used for target
marketing including market segmentation.

* Direct marketing — customers are likely to respond to
new products based on their previous consumer
behavior.

 Retail - DM methods have likewise been used for sales
forecasting.

» Market basket analysis — uncover which products are
likely to be purchased together.
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Characteristics of artificial intelligence

Symbolic processing (versus Numeric)
Heuristic (versus algorithmic)

Inferencing

Machine learning

 Heuristics

Informal, judgmental knowledge of an application area
that constitutes the “rules of good judgment” in the field.
Heuristics also encompasses the knowledge of how to
solve problems efficiently and effectively, how to plan
steps in solving a complex problem, how to improve
performance, and so forth.

It can be transferred as tacit knowledge

Marketing activities are heuristic to high extent
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Characteristics of artificial intelligence

Inferencing

Reasoning capabilities that can build higher-level knowledge
from existing heuristics

Expert knowledge and experience capturing
Machine learning

Learning capabilities that allow systems to adjust their
behavior and react to changes in the outside environment
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Designing the Knowledge Discovery System

1. Business Understanding — To obtain the highest benefit
from data mining, there must be a clear statement of the
business objectives.

2. Data Understanding — Knowing the data well can permit
the designer to tailor the algorithm or tools used for data
mining to his/her specific problem.

3. Data Preparation — Data selection, variable construction
and transformation, integration, and formatting

4. Model building and validation — Building an accurate
model is a trial and error process. The process often
requires data mining specialist to iteratively try several
options, until the best model emerges.

5. Evaluation and interpretation — Once the model is
determined, the validation dataset is fed through the
model.

6. Deploymentkittpoivegitapletnenting the ‘live’ model 7
within an oraanization to aid the decision makina process.
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The lterative Nature of the Knowledge Discovery
process

Business S 3 Data
Understanding Understanding

Deployment
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Data Mining Technique categories

1. Predictive Techniques

« Classification: serve to classify the discrete outcome
variable.

* Prediction or Estimation: predict a continuous

outcome (as opposed to classification techniques that
predict discrete outcomes).

2. Descriptive Techniques

« Affinity or association: serve to find items closely
associated in the data set.

« Clustering: create clusters according to similarity

defined by complex of variables of input objects, rather
than an outcome variable.
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1.

2.

3.

Web Data Mining - Types

Web structure mining — Examines how the Web documents
are structured, and attempts to discover the model underlying
the link structures of the Web.

* Intra-page structure mining evaluates the arrangement
of the various HTML or XML tags within a page

* Inter-page structure refers to hyper-links connecting
one page to another.

Web usage mining (Clickstream Analysis) — Involves the
identification of patterns in user navigation through Web
pages in a domain.

* Processing, Pattern analysis, and Pattern discovery

Web content mining — Used to discover what a Web page is
about and how to uncover new knowledge from it.
Dalia KrikS¢itniené, MKIS 2014, Brno 11



Barriers to the use of DM

« Two of the most significant barriers that prevented
the earlier deployment of knowledge discovery in the
business relate to:

Lack of data to support the analysis

Limited computing power to perform the
mathematical calculations required by the data
mining algorithms.

Dalia KrikS¢itniené, MKIS 2014, Brno 12



Variables for consideration in airline planning

Intelligence Through Technology

Customer Profile

Frequent Flyer Customer Demographics
Revenue l / System tables
Market Value f Overbooking
Service Events --..,,.:51 ‘/— Issued Tickets
Customer Valuation -5 e Flight Stats
Parts & Maintenance s - ‘ -— Aggncv Prqﬁle
Interim Revenue ——— = ERtEFprise = «4—— Lineof Flight
OA Schedule —» 4—— Interline Billing
Seat Inventory —9 Data Warehouse 44— Market Share
Bookings ——» Single view of ++—— Dining Services
ARC g HR
Compensation —%_ [ *—— Pros Revenue
Schedules -"“"':_:, "'""‘"- Forecasting
Flight Attendant Payroll FJIDt Pay

CRS Billing -'"::,.y Dperatmns

Sy g Operations
Data Mining touch points P

Traditional Batch Updates 19 *_i_nsidelllll ;
Active Real-time Updates Dalia Krlkéélﬂnlene, MK'S 2014’ Brno Culture to Customer




Classification of data mining methods for CRM
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Neural networks

* They are used for classification, regression, time series
forecasting tasks

« Supervised and unsupervised learning

* Supervised means, that you have data samples with the
known outcome (e.g. credit success and failure cases).
Theses samples are used for creating NN model by
learning. The outcome for new unknown samples is
computed according to NN model

* Unsupervised means, that we do not know the outcome
for samples, but we can cluster them according to their
similarity by taking into account all known information,

put into data records consinsting of many variables.
Dalia Krik&€itiniené, MKIS 2014, Brno 15



Good NN problem has following
characteristics

 Inputs are well understood. You know which features
(indicators) are important, but not necessarily know how
to combine them

* Qutputs are well understood. You know wht you try to
model

* EXxperience is available- you have enough examples
where both input and output are known. These cases will
be used to train network

* A black box model is acceptable. Explaining and
interpreting model is not necessary

Dalia KrikS¢itniené, MKIS 2014, Brno 16



Neural network analysis

Neural network performance is based on node’s
activation function

Inputs are combined into single value, then passed to
transfer function to produce output

Each input has its own weight
Usually combination function is a weighted sum

Other possibilities-max function (e.g. radial basis
network has other combination)

Transfer function is made by 0-1 or sigmoid (continuous)
If linear- neural network is the same as linear regression

Sigmoid is sensitive in middle range: small change
makes big difference

Dalia KrikS¢itniené, MKIS 2014, Brno 17



Neural network analysis

NN has linear behavior similarity in large ranges and
non-linear in small

Power of NN is in non-linear behavior due to activation of
constituent unite

It leads to requirement to have similar ranges of inputs
(standardized or near to 0)

In this case weight adjustment will have bigger impact

Dalia KrikS¢itniené, MKIS 2014, Brno 18



Neural network models

The generally applied network types for designing neural
network models are Multilayer Perceptron, Radial Basis
Function and Probabilistic Neural Network.

The main difference is in their algorithms, used for analysis
and grouping of the input cases for further classification.

Dalia KrikS¢itniené, MKIS 2014, 19
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The Multilayer Perceptron NN model

The following diagram illustrates a perceptron network with three layers:

This network has an input layer (on the left) with three neurons, one hidden
layer (in the middle) with three neurons and an output layer (on the right)
with three neurons.

There is one neuron in the input layer for each predictor variable. In the case
of categorical variables, N-1 neurons are used to represent the N categories

of the variable.
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Multilayer perceptron

« Hidden layer gets inputs from all nodes in input layer
« Standardization is important

 In hidden layer — hyperbolic tangent is preferred, as it
gives positive and negative values

« Transfer function depends on target

* For continuous- linear is preferred

* For binary- logistic, which behaves as probability
* One hidden layer is usually sufficient
 The wider it is, the bigger capacity NN gains

« The drawback of increasing hidden layer is memorizing
instead of generalizing (overfit)
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Multilayer perceptron

* A small number of hidden layer nodes with non-linear
transfer functions are sufficient for very flexible models

* Qutput is weighted linear combination

« Usually output is one value and is calculated from all
nodes of hidden layer

* One additional input- constant which is weighted as well

* Topologies can vary- NN can have more outputs (e.g.
calculating probability that customer will by in each of the
departments NN has output for each department)

« The results can be used in different ways, usually selected
by experimenting: take max, take top 3, take those above
threshold, take meeting percentage from maxs

Dalia KrikS¢itniené, MKIS 2014, Brno 22



Multilayer perceptron

Training is performed for one set in order to test
performance with the other

It is similar to finding one best fit line for regresssion

In NN there is no single case of best fit, it uses
optimization

Goal is to find set of weights which minimize the overall
error function, e.g. average square error

Dalia KrikS¢itniené, MKIS 2014, Brno 23



Multilayer perceptron

First successful training method- back propogation, 3

steps:

« Get data, compute outputs with existing weights of the
system (e.g. random)

« Calculate overall error by taking difference of actual
values

« Erroris sent back to network, weights are adjusted

Then blame is adjusted to nodes, and weights adjusted for
these nodes

(complex math procedure of partial derivatives is used)

 After sufficient generations and showing sufficient
training samples the error no longer decreases- stop

Dalia KrikS¢itniené, MKIS 2014, Brno 24



Multilayer perceptron

* The weights are adjusted: if their change decrease overall
error (not eliminate)

 After sufficient generations and showing sufficient training
samples the error no longer decreases- stop

* Training set has to be balances to have enough various
cases as goal is to generalize

« This technique is called generalization delta rule-2 param:

* Momentum- weight remembers which direction is was
changing, it tries to go same direction. If momentum is
high the NN responds slowly to samples which try to
change direction. Low momentum allows flexibility

» Learning rate controls how quickly weights change.
Best approach is to start big and decrease slowly as
NN is being trained.
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Multilayer perceptron

* Initially weights are random
« Large oscillations are useful
« Getting closer to optimal, learning rate should decrease

* There are more methods, the goal for all of them — to
arrive quickly to optimal

Dalia KrikS¢itniené, MKIS 2014, Brno
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Radial basis function network

» Fitting a curve exactly through a Oty
set of points inear weight
» Weighted distances are computed Ratial basis
between the input x and a set of tunegian
prototypes Radial basis function network Weights

 These scale distances are then
transformed through a set of nonline
basis functions h, and these outputs o(x) imux_ciu |
are summed up in a linear =
combination with the original inputs o(lIx = cill) = exp [=3 |Ix — e[|}
and a constant.

mputx
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Radial basis function network RBF

* They differ from MLPin 2 ways:
* Interpretation relies on geometry rather than biology

* Training method is different as in addition to
optimizing weights used to combine outputs of RBF
nodes , the nodes themselves have parameters that

can be optimized
* As with other types of NN the data processed is always
numeric, so it is possibles to interpret any input record as
point in space
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Radial basis function network

* In RBF network hidden layer nodes are also points in
same space, Each has address specified by vector of
elements which number equals to no. of variables

* |nstead of combination and transfer functions the RBF
have distance and transfer functions

* Distant function os standard Euclidean — suqare root of
quadratic distances of each dimension

* The nodes output is non-linear function of how
dimension is close to the input is: the closer the input,
the stronger the output.
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Radial basis function network

« ,Radial” refers to the fact that all inputs of same distance
from node'‘s position produce same output

* In two dimensions they produc circle, in 3D- sphere

 RBF nodes are in hidden layer and also have transfer
functions

 Instead of S-shape (as in MLP) these are bell-shape
Gaussians (multidimensional normal curve)

* Unlike MLP the RBF does not have weights associated
with connections between input and hidden layers
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Probabilistic NN

Input Hidden Class
nodes nodes nodes

4 11

Decision

node

h3

h4
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Probabilistic Neural Network model

This type of network copies every training case
to the hidden layer of the network, where
the Gaussian kernel-based estimation is
further applied. The output layer is then
reduced, by making estimations from each
hidden unit.

The training is extremely fast, as it just copies
the training cases after their normalization to
the network. But this procedure tends to
make the neural network very large,
therefore this makes them slow to execute.

Dalia KrikS¢itniené, MKIS 2014, 32
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Probabilistic Neural Network model

During the testing stage the Probabilistic Neural
Network model requires a number of operations
approximately proportional to the square of the
number of training cases, therefore for the large
number of cases the total duration of creating
model becomes similar to the other network
types that are usually described as being far
slower to train (e.g. multilayer perceptrons).

If the prior probabilities (of class distribution) are
known and different from the frequency
distribution of the training set, they can be
incorporated in training of the network model,
otherwise the distribution Is described by

frequency{StAtSHL I 20 33



Memory-Based Reasoning MBR

« MBR belong to the class of tasks- Nearest neighbour techniques
 MBR results are based on analogous situations in past
« Application:

Collaborative filtering (not only similarity among neighbours but
also their preferences), customer response to offer

Text mining approach

Acoustic engineering: mobile app Shazam which identifies songs
from snippets captured in mobile phone

Fraud detection (similarity to known cases)

Dalia KrikS¢itniené, MKIS 2014, Brno 34



Memory-Based Reasoning MBR

« MBR uses data as it is. Unlike other DM techniques it
does not care of data formats

« Main components: distance function between two
records and combination function (combine results from
several neighbors and give result)

* Ability to adapt- add new categories

* Does not need long training, e.g. for Shazam app new
songs are added on daily basis and app just works

» Disadvantage- method requires larga sample data base.

Classifying new record needs processing all historizal
records

Dalia KrikS¢itniené, MKIS 2014, Brno
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Survival analysis

* It means time-to-event analysis. It tells when to start
worrying about customers doing something important

|t identifies which factors are most correlated with the
event

 Survival curves provide snapshots of customers and
their life cycles, it takes care of very important facet of
customer behaviour- tenure.

* When customer is likely to leave
* .. Or migrate to other customer segment
« Compound effect of other factors to tenure

Dalia KrikS¢itniené, MKIS 2014, Brno 36



Survival analysis

« Survival curve plotting: proportion of customers that are
expected to survive up to particular point in tenute, based
of historical info, how long customers survived in past :
starts at 100%, decreases

« Graph procedures: Cox proportional hazards regression
model. It shows how many customers are here after
some time (e.g. 2000 days). Likelihood that they will stay
longer.and the differences between two groups

] T Dalig,Krik&&janiene MKIS 2014, Brno 37



Association rules

* They allow analysts and researchers to uncover hidden
patterns in large data sets, such as "customers who
order product A often also order product B or C" or
"employees who said positive things about initiative X
also frequently complain about issue Y but are happy
with issue Z."

« Supports all common types of variables or formats in
which categories, items, or transactions are
recorded:Categorical Variables, Multiple Response
Variables, Multiple Dichotomies. STATISTICA
Association Rules (e.g., information regarding purchases
of consumer items)

Dalia KrikS¢itniené, MKIS 2014, Brno 38



Association rules

Association rules network Min  Ma
Mode size: Relative support; Line thickness: Relative confidence
Max. body supp: 46.4; Max joint supp: 33.1; Max head supp: 46.4; Max conf: 843
Min. support = 10.0%, Min. confidence = 10.0%, Min. carrelation = 1.0%

bloga ¢ 1 DaznioGrupe == vienkartinis, GrDienos == dingo

1 DaznioGrupe == vienkartinis, bloga

GrDienos == dingo 1 DaznioGrupe == vienkartinis

1 DaznioGrupe == retas svecias
DaznioGrupe == vienkartinis 1 GrDienos == dingo, bloga
1 bloga

aznioGrupe == retas svecias | 1 GrDienos == dingo

Body Implies Head
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SOM - self organizing maps

« A self-organizing map (SOM) or self-organizing
feature map (SOFM) is a type of artificial neural network
that is trained using unsupervised learning to produce a
low-dimensional (typically two-dimensional), discretized
representation of the input space of the training samples,
called a map. Self-organizing maps are different from
other artificial neural networks in the sense that they use
a neighborhood function to preserve the topological
properties of the input space.

Dalia KrikS¢itniené, MKIS 2014, Brno 40



SOM - self organizing maps

« For data mining purposes, it has become a standard to
approximate the SOM by a two-dimensional hexagonal
grid. The “nodes” on the grid are associated so-called
“reference vectors” which point to distinct regions in the
original data space. Starting with sets of numerical,
multivariate data, these reference vectors on the grid
gradually adapt to the intrinsic shape of the data
distribution, whereby the reference vectors of neighbored
nodes point to adjacent regions in the data space. Thus
the order on the grid reflects the neighborhood within the
data, such that data distribution features can be read
directly from the emerging landscape on the grid.
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SOM - self organizing maps

Viscovery® SOMine

Version 5.2_2 Build 4241
Copyright © 1938-2011 Viscovenr Software GmbH
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SOM - self organizing maps: cluster
differences, influence of single variable to cluster

separation

51

= Last visit

m Life cycle value

= Average visits span
m St.Dev. visits span

52

m Count
@ Life cycle time
m Average buy

SOM-Ward-Clusters

Life cycle time

i |

) =
J T T T T 1
0 271 541 812 1082 1353

Attribute Mean | 5td. Deviati... Minirnurmn Maximurmn
Last visit 107 156 1 649
Count 21.25 746 10.00 43.00
Life cycle value 24553 14066 3938 73582
Life cycle time 1092 287 1439 1392
FAwverage visits s... 55.8 221 139 115.8
FAwverage buy 1186 552 164 3005
St.Dev. visits span an1 4.5 154 218.2
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Fuzzy inference

*Basic approach of ANFIS

L]
e Sl
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Fuzzy Sets

*Sets with fuzzy boundaries

A = Set of tall people

Crisp set A
1.0
170 Heights
(cm)
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Membership Functions (MFs)

» Subjective measures
* Not probability functions

[1“tall” in Taiwan

.8
5 O“tall” in the US
1 C1“tall” in NBA
180 Heights
(cm)
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Fuzzy Inference System (FIS)

If speed is low then resistance = 2
If speed is medium then resistance = 4*speed
If speed is high then resistance = 8*speed

MFs

low medium high
.8
.3
1
2 Speed
Rule1:w1=.3;r1=2
Rule 2: w2 = .8: r2 = 4*2 |:l'> Resistance = X(wi*ri) [ Zwi

Rule 3: w3 = .1; r3 = 8*2 =7.12
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Fuzzy inference: surface diagrams for
relationship among variables

Response Surface, Turimas/Prarastas. 1 (&) Response Surface, Turimas/Frarastas. 1 (5)
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Fuzzy methods for marketing
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Combining methods for exploring customer performance

L @ Computing and
Migrating customers

dynamically
among clusters updating CRM
variables
Fuzzy rules for
assigning Classification by
customers to neural networks
clusters
Defining clusters Defining sensitivity

and ranking of variables during

. life cycle of
variable sets @ customer base
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Web data mining

 Indicators for evaluation

« Opinion mining

* Text mining approaches and process
« Static analytic

* Dynamic analytic

« Sentiment analysis

 Classification

* Social network generation for analysis
» Social network analysis approach

Dalia KrikS¢itniené, MKIS 2014, Brno
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Social media analytics

Application of social media: spread shirt

o Internal spreadshirt ] Integration of
community W community members
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Analytic types in social media: Opinion
mining

Opinion Mining aims at discovering valuable
member/customer/consumer insights
from social media by applying mining algorithms.
Dalia Krik&¢itiniené, MKIS 2014, Brno
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Analytic types in social media: text mining

Text Mining aims at discovery and extraction of relevant information and knowledge
from unstructured text, e.g. semantics of content or relationships of authors.
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Mining process

)=y

- Preprocessing . Classification

» Information * Computer * Machine s Aggregation
Retrieval Linguistics Learning » Data Mining
= Statistics * Support
Vector
Machine

« Example °l like this shoe”

Chunk- Named
Tokenization POS-Tagging Phrasing Entity
Recognition
* Token: | e Token: like e Phrase: like this e« Token: shoe
» Token: like * Root: like shoe e Type: product
* Token: this e Category: VAFIN * Type: verb
e Token: shoe e Type: verb phrase

e Token: . «Daljgdffikscianiene, MKIS 2014, Brno 55



Static analytics (reporting, pivoting)

Product Management

I association of different labels (e.g., product attributes) with sentiments

Frequency of single labels I Associated sentiment
F30 adizero
: - Label: Weight
mmfarioing m 289T% posifive Bpegalive  meulral
o 170 1Jr.mr.
|
( weugnt m 16,06% - 23.81%
oot | LD 12.1
I { T
pravvitty | D 9.42% e
pice | D s.11% -
ar 3,20% .
plnye ﬂ . Realized for all labels {product
0% 10% 0% K 0% % 60 attributes and product components)
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Static analytics (reporting, pivoting)

quality

soft

durable manufacturing

damaged

feeling for
the ball

shot on
geal

playability

shot power

Messi

Robben

heavy

comeenient

feeling

comfort

fii

ugly

color

white/pink

black yellow

weight difference
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Dynamic analytics

Product Management

How often and in which sentiment were the different products discussed over time?

=+ fregquency == positive opinion = sales volume

e 00 | Aowdd Derd®  funld FRbi0 8eeld Agrdd Mol bmIf il Al Sepdld Okl 10

Lounch: new colors for 50 adizero Start of world cup
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Sentiment classification (text)

Analysis of single words within the label (e.g., skills) and associated sentiments

Positive
Single Words Frequency
goal 33 ™ (28) 34,11%
ball 17 b 34) 13,18%
- o ball
oal
technique 11 [ _ E
i neutral | techinical
shoot 04 dribbling
W [136] 52,71% shot
pass
SKILLS badpass Single Words  Frequency
goal [bat |1
-
FIES-E dribbling
tEEhI'I:l::: shot

bad pass

University of Eflangen-Nuremberg NV EININD A B D Fredmut Bodendorf
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Social network generation for analysis

Extraction
Relationship

Posting Pairs of Postings

.| love my iPhonel” * Relationship

Metwork Generation

Discussion i
Network Dalia K{mééugn_g%wm Brno
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Social network analysis approach
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Optimization of quantitative and qualitative
values

« Constraints-meet budget, exceed target sales

« Qualitative goal- to obtain advertisement which could
maximize the effectiveness of reach to public

* The experts are invited (or surveys done) is order to
define effectiveness of each media, also its dependency
on number of shows

« The quantification of expert opinion: the effectiveness
change by the 10t show. It is expresses by number of
people (out of 100) who watch the advertisement

* The goal of the optimization experiment is to maximize
the effectiveness
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