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Modern Cryptography is rich on clever use of beautiful and often much surprising concepts and methods that allows to use outcomes of modern classical and also surprisingly quantum tools, to make transmission of information so safe that even very powerful eavesdropper has next to zero chance to read transmitted information that not intended to him.

In spite of the fact that both coding and cryptography areas have already many very efficient systems using only very small memories, new and new applications require to develop again and again new, faster, and less memory demanding systems for both coding and cryptography.
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Teaching materials

- Detailed slides of all lectures. ( Each chapter will consists of a (i) short prologue, (ii) basic materials and an (iii) Appendix -for much demanding students.
- Appendix of fundamental discrete math and linear algebra - 45 pages
- Two lecture notes of solved examples (at least 100 in each one) and short (2-3) pages overviews for all chapters.
- Posted solutions of homeworks
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2. To verify, for ambitious students, their capability to work hard to be successful in very competitive informatics+mathematics environments.
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Steganography and watermarkinga as key information hiding and discovery methods for a huge variety of applications.

Fundamentals of quantum information transmission and Cryptography. Surprising and even shocking practical applications of quantum information transmission and cryptography. Top current cryptosystem for applications.
Comment: Concerning both lectures and homeworks the overall requirement for students will be significantly smaller than in previous years.
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- In August 2015 Rosetta spacecraft got on the orbit of the comet 67P ((4.3 $\times 4.11$ of its size) one of 4000 known comets of the solar systems) and sent to earth a lot of photos of 67P.
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- All that was, to the large extent, due to the enormously high level coding theory already had in 1993.
- Since that time coding theory has made another enormous progress that has allowed, among other things, almost perfect mobile communication and transmission of music in time and space.
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- Coding theory problems are therefore among the very basic and most frequent
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is often an important and very valuable commodity.
This lecture is about how to protect or even hide information
against noise or even unintended user, using mainly classical, but also quantum tools.
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Error correcting framework
Example


A code $C$ over an alphabet $\Sigma$ is a nonempty subset of $\Sigma^{*}\left(C \subseteq \Sigma^{*}\right)$. A q-nary code is a code over an alphabet of q-symbols.
A binary code is a code over the alphabet $\{0,1\}$.
Examples of codes $\quad \begin{aligned} C 1 & =\{00,01,10,11\} C 2=\{000,010,101,100\} \\ C 3 & =\{00000,01101,10111,11011\}\end{aligned}$

## CHANNELS

## CHANNELS

is any physical medium in which information is stored or through which information is transmitted.

## CHANNELS

is any physical medium in which information is stored or through which information is transmitted.
(Telephone lines, optical fibres and also the atmosphere are examples of channels.)

## CHANNELS

is any physical medium in which information is stored or through which information is transmitted.
(Telephone lines, optical fibres and also the atmosphere are examples of channels.)

## NOISE

## CHANNELS

is any physical medium in which information is stored or through which information is transmitted.
(Telephone lines, optical fibres and also the atmosphere are examples of channels.)

## NOISE

may be caused by sunspots, lighting, meteor showers, random radio disturbances, poor typing, poor hearing, ....

## CHANNELS

is any physical medium in which information is stored or through which information is transmitted.
(Telephone lines, optical fibres and also the atmosphere are examples of channels.)

## NOISE

may be caused by sunspots, lighting, meteor showers, random radio disturbances, poor typing, poor hearing, ....

## CHANNELS

is any physical medium in which information is stored or through which information is transmitted.
(Telephone lines, optical fibres and also the atmosphere are examples of channels.)

## NOISE

may be caused by sunspots, lighting, meteor showers, random radio disturbances, poor typing, poor hearing, ....

## TRANSMISSION GOALS

1 Encoding of information should be very fast.

## CHANNELS

is any physical medium in which information is stored or through which information is transmitted.
(Telephone lines, optical fibres and also the atmosphere are examples of channels.)

## NOISE

may be caused by sunspots, lighting, meteor showers, random radio disturbances, poor typing, poor hearing, ....

## TRANSMISSION GOALS

1 Encoding of information should be very fast.
2 Very similar messages should be encoded very differently.

## CHANNELS

is any physical medium in which information is stored or through which information is transmitted.
(Telephone lines, optical fibres and also the atmosphere are examples of channels.)

## NOISE

may be caused by sunspots, lighting, meteor showers, random radio disturbances, poor typing, poor hearing, ....

## TRANSMISSION GOALS

1 Encoding of information should be very fast.
2 Very similar messages should be encoded very differently.
3 Transmission of encoded messages should be very easy.

## CHANNELS

is any physical medium in which information is stored or through which information is transmitted.
(Telephone lines, optical fibres and also the atmosphere are examples of channels.)

## NOISE

may be caused by sunspots, lighting, meteor showers, random radio disturbances, poor typing, poor hearing, ....

## TRANSMISSION GOALS

1 Encoding of information should be very fast.
2 Very similar messages should be encoded very differently.
3 Transmission of encoded messages should be very easy.
4 Decoding of received messages should be very easy.

## CHANNELS

is any physical medium in which information is stored or through which information is transmitted.
(Telephone lines, optical fibres and also the atmosphere are examples of channels.)

## NOISE

may be caused by sunspots, lighting, meteor showers, random radio disturbances, poor typing, poor hearing, ....

## TRANSMISSION GOALS

1 Encoding of information should be very fast.
12 Very similar messages should be encoded very differently.
3 Transmission of encoded messages should be very easy.
4 Decoding of received messages should be very easy.
[5 Corection of errors introduced in the channel should be reasonably easy.

## CHANNELS

is any physical medium in which information is stored or through which information is transmitted.
(Telephone lines, optical fibres and also the atmosphere are examples of channels.)

## NOISE

may be caused by sunspots, lighting, meteor showers, random radio disturbances, poor typing, poor hearing, ....

## TRANSMISSION GOALS

11 Encoding of information should be very fast.
2. Very similar messages should be encoded very differently.

3 Transmission of encoded messages should be very easy.
4 Decoding of received messages should be very easy.
5 Corection of errors introduced in the channel should be reasonably easy.
[6 As large as possible amount of information should be transferred reliably per a time unit.

## CHANNELS

is any physical medium in which information is stored or through which information is transmitted.
(Telephone lines, optical fibres and also the atmosphere are examples of channels.)

## NOISE

may be caused by sunspots, lighting, meteor showers, random radio disturbances, poor typing, poor hearing, ....

## TRANSMISSION GOALS

11 Encoding of information should be very fast.
12 Very similar messages should be encoded very differently.
3 Transmission of encoded messages should be very easy.
4 Decoding of received messages should be very easy.
5 Corection of errors introduced in the channel should be reasonably easy.
[6 As large as possible amount of information should be transferred reliably per a time unit.

BASIC METHOD OF FIGHTING ERRORS: REDUNDANCY!!!

## CHANNELS

is any physical medium in which information is stored or through which information is transmitted.
(Telephone lines, optical fibres and also the atmosphere are examples of channels.)

## NOISE

may be caused by sunspots, lighting, meteor showers, random radio disturbances, poor typing, poor hearing, ....

## TRANSMISSION GOALS

11 Encoding of information should be very fast.
12 Very similar messages should be encoded very differently.
3 Transmission of encoded messages should be very easy.
4 Decoding of received messages should be very easy.
5. Corection of errors introduced in the channel should be reasonably easy.
[6 As large as possible amount of information should be transferred reliably per a time unit.

## BASIC METHOD OF FIGHTING ERRORS: REDUNDANCY!!!

Example: 0 is encoded as 00000 and 1 is encoded as 11111.
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Also many non-cryptography applications require error-correcting codes. For example, mobiles, CD-players,...
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- For the same quality of the received information, it is possible to achieve that the transmission system operates in more severe conditions;
- For example;

1 It is possible to reduce the size of antennas or solar panels and the weight of batteries;
12 In the space travel systems such savings can be measured in hundred of thousands of dollars;
13 In mobile telephone systems, improving the code enables the operators to increase the potential number of users in each cell.

- Another field of applications of error-correcting codes is that of mass memories: computer hard drives, CD-Rooms, DVDs and so on.
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This should be done in such a way that even if the message is corrupted by a noise, there will be enough redundancy in the encoded message to recover, or to decode the message completely.
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In case: (a) the encoding

$$
0 \rightarrow 000 \quad 1 \rightarrow 111,
$$

is used,
(b) the probability of the bit error is $p<\frac{1}{2}$ and,
(c) the following majority voting decoding

$$
000,001,010,100 \rightarrow 000 \text { and } 111,110,101,011 \rightarrow 111
$$

is used,
then the probability of an erroneous decoding (for the case of 2 or 3 errors) is

$$
3 p^{2}(1-p)+p^{3}=3 p^{2}-2 p^{3}<p
$$
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A single error in encoding each of symbols N, W, S, E can be detected.
(3) $C 3=\{00000,01101,10110,11011\}$

A single error in decoding each of symbols N, W, S, E can be corrected.
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## Basic assumptions about channels

11 Code length preservation. Each output word of a channel it should have the same length as the corresponding input codeword.
2 Independence of errors. The probability of any one symbol being affected by an error in transmissions is the same.

## Basic strategy for decoding

For decoding we use the so-called maximal likelihood principle, or nearest neighbor decoding strategy, or majority voting decoding strategy which says that
the receiver should decode a received word w'
as
the codeword $w$ that is the closest one to $w$ '.
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Example:

$$
h(10101,01100)=3, \quad h(\text { fourth }, \text { eighth })=4
$$

Properties of th Hamming distance
$11 h(x, y)=0 \Leftrightarrow x=y$
2. $h(x, y)=h(y, x)$

3 $h(x, z) \leq h(x, y)+h(y, z)$ triangle inequality
An important parameter of codes $C$ is their minimal distance.

$$
h(C)=\min \{h(x, y) \mid x, y \in C, x \neq y\}
$$

Therefore, $h(C)$ is the smallest number of errors that can change one codeword into another.

## Basic error correcting theorem

11 A code $C$ can detect up to $s$ errors if $h(C) \geq s+1$.
2 A code $C$ can correct up to $t$ errors if $h(C) \geq 2 t+1$.
Proof (1) Trivial. (2) Suppose $h(C) \geq 2 t+1$. Let a codeword $x$ is transmitted and a word $y$ is received such that $h(x, y) \leq t$. If $x^{\prime} \neq x$ is any codeword, then $h\left(y, x^{\prime}\right) \geq t+1$ because otherwise $h\left(y, x^{\prime}\right)<t+1$ and therefore $h\left(x, x^{\prime}\right) \leq h(x, y)+h\left(y, x^{\prime}\right)<2 t+1$ what contradicts the assumption $h(C) \geq 2 t+1$.
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Example Let all $2^{11}$ of binary words of length 11 be codewords
and let the probability of a bit error be $p=10^{-8}$.
Let bits be transmitted at the rate $10^{7}$ bits per second.
The probability that a word is transmitted incorrectly is approximately

$$
11 p(1-p)^{10} \approx \frac{11}{10^{8}}
$$

Therefore $\frac{11}{10^{8}} \cdot \frac{10^{7}}{11}=0.1$ of words per second are transmitted incorrectly.
Therefore, one wrong word is transmitted every 10 seconds, 360 erroneous words every hour and 8640 words every day without being detected!
Let now one parity bit be added.
Any single error can be detected!!!
The probability of at least two errors is:

$$
1-(1-p)^{12}-12(1-p)^{11} p \approx\binom{12}{2}(1-p)^{10} p^{2} \approx \frac{66}{10^{16}}
$$

Therefore, approximately $\frac{66}{10^{16}} \cdot \frac{10^{7}}{12} \approx 5.5 \cdot 10^{-9}$ words per second are transmitted with an undetectable error.
Corollary One undetected error occurs only once every 2000 days! $\left(2000 \approx \frac{10^{9}}{5.5 \times 86400}\right)$.
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## NOTATIONS and EXAMPLES

Notation: $\mathrm{An}(n, M, d)$-code $C$ is a code such that

- $n$ - is the length of codewords.
- $M$ - is the number of codewords.
$\square d-$ is the minimum distance of two codewords in $C$.

Example:

$$
\begin{aligned}
& C 1=\{00,01,10,11\} \text { is a }(2,4,1) \text {-code. } \\
& C 2=\{000,011,101,110\} \text { is a }(3,4,2) \text {-code } \\
& C 3=\{00000,01101,10110,11011\} \text { is a }(5,4,3) \text {-code. }
\end{aligned}
$$

Comment: A good $(n, M, d)$-code has small $n$, large $M$ and also large $d$.
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## Examples (Transmission of photographs from the deep space)

- In 1965-69 Mariner 4-5 probes took the first photographs of another planet - 22 photos. Each photo was divided into $200 \times 200$ elementary squares - pixels. Each pixel was assigned 6 bits representing 64 levels of brightness. and so called Hadamard code was used.

Transmission rate was 8.3 bits per second.

- In 1970-72 Mariners 6-8 took such photographs that each picture was broken into $700 \times 832$ squares. So called Reed-Muller $(32,64,16)$ code was used.

Transmission rate was 16200 bits per second. (Much better quality pictures could be received)
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## HADAMARD CODE

In Mariner 5, 6-bit pixels were encoded using 32-bit long Hadamard code that could correct up to 7 errors.

Hadamard code has 64 codewords. 32 of them are represented by the $32 \times 32$ matrix $H=\left\{h_{I J}\right\}$, where $0 \leq i, j \leq 31$ and

$$
h_{i j}=(-1)^{a_{0} b_{0}+a_{1} b_{1}+\ldots+a_{4} b_{4}}
$$

where i and j have binary representations

$$
i=a_{4} a_{3} a_{2} a_{1} a_{0}, j=b_{4} b_{3} b_{2} b_{1} b_{0}
$$

The remaining 32 codewords are represented by the matrix $-H$. Decoding was quite simple.
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For $q$-nary ( $n, M, d$ )-code $C$ we define the code rate, or information rate, $R_{C}$, by

$$
R_{C}=\frac{\lg _{Q} M}{n} .
$$

The code rate represents the ratio of the number of needed input data symbols to the number of transmitted code symbols.

If a q-nary code has code rate $R$, then we say that it transmits $R$ q-symbols per a channel use - or $R$ is a number of bits per a channel use (box) - in the case of binary alphabet.

Code rate ( $6 / 32$ for Hadamard code), is an important parameter for real implementations, because it shows what fraction of the communication bandwidth is being used to transmit actual data.
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## The ISBN-code I.

Each book till 1.1.2007 had linternational Sstandard BOOK Number which was a 10-digit codeword produced by the publisher with the following structure:

| $I$ | $p$ | $m$ | $w$ | $=x_{1} \ldots x_{10}$ |
| :---: | :---: | :---: | :---: | :---: |
| language | publisher | number | weighted check sum |  |
| 0 | 07 | 709503 | 0 |  |

such that $\sum_{i=1}^{10}(11-i) x_{i} \equiv 0(\bmod 11)$

The publisher has to put $x_{10}=X$ if $x_{10}$ is to be 10 .
The ISBN code was designed to detect: (a) any single error (b) any double error created by a transposition
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\text { Examples of equivalent codes } \\
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Definition Two $q$-ary codes are called equivalent if one can be obtained from the other by a combination of operations of the following type:
[la a permutation of the positions of the code.
[16 a permutation of symbols appearing in a fixed position.
Question: Let a code be displayed as an $\mathrm{M} \times \mathrm{n}$ matrix. To what correspond operations (a) and (b)?

Claim: Distances between codewords are unchanged by operations (a), (b).
Consequently, equivalent codes have the same parameters ( $n, M, d$ ) (and correct the same number of errors).

Examples of equivalent codes

$$
\begin{aligned}
& \text { (1) }\left\{\begin{array}{lllll}
0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 1 & 1 \\
1 & 1 & 1 & 1 & 1 \\
1 & 1 & 0 & 0 & 0
\end{array}\right\}\left\{\begin{array}{lllll}
0 & 0 & 0 & 0 & 0 \\
0 & 1 & 1 & 0 & 1 \\
1 & 0 & 1 & 1 & 0 \\
1 & 1 & 0 & 1 & 1
\end{array}\right\} \\
& \text { (2) }\left\{\begin{array}{lll}
0 & 0 & 0 \\
1 & 1 & 1 \\
2 & 2 & 2
\end{array}\right\}\left\{\begin{array}{lll}
0 & 1 & 2 \\
1 & 2 & 0 \\
2 & 0 & 1
\end{array}\right\}
\end{aligned}
$$

Lemma Any $q$-ary $(n, M, d)$-code over an alphabet $\{0,1, \ldots, q-1\}$ is equivalent to an $(n, M, d)$-code which contains the all-zero codeword $00 \ldots 0$. Proof Trivial.
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Proof
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Proof Let $u$ be a fixed word in $F_{q}^{n}$. The number of words that differ from $u$ in $m$ positions is
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Pictures of Saturn taken by Voyager, in 1980, had $800 \times 800$ pixels with 8 levels of brightness.

Since pictures were in color, each picture was transmitted three times; each time through different color filter. The full color picture was represented by

$$
3 \times 800 \times 800 \times 8=13360000 \text { bits. }
$$

To transmit pictures Voyager used the so called Golay code $G_{24}$.
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and to send through a noisy Chanel UČO of students instead of their names, in such a way that what will be received can be used to determine name that had to be transmitted
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Let us assume that UČO of each student can be seen as its encoding.
Is it possible to give to each student in this class an UČO in such a way that the sum of UČos of any two student of this class will be again an UČO of some student of this class?

The answer is NO and the proof of that is almost trivial. Is it possible to give to each
student UČO in such a way that bit-wise sums of binary representations of UČos of any two student of this class will be again binary representations of UČos of some students of this class?

In general, does it has a sense to look for such codes that some important sum of any two codewords is again a codeword?
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Each base $\mathbf{B}$ of $C$ is usually represented by a $(k, n)$ matrix, $G_{\mathrm{B}}$, so called a generator matrix of $C$, the $i$-th row of which is the $i$-th codeword of $\mathbf{B}$.
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Theorem A binary linear code of dimension $k$ has

$$
\frac{1}{k!} \prod_{i=0}^{k-1}\left(2^{k}-2^{i}\right)
$$

bases.

## EXAMPLE

## If a code $C$ has $2^{200}$ codewords, then there is no way to write down and/or to store all its codewords.

## EXAMPLE

If a code $C$ has $2^{200}$ codewords, then there is no way to write down and/or to store all its codewords.

## WHY

## EXAMPLE

If a code $C$ has $2^{200}$ codewords, then there is no way to write down and/or to store all its codewords.

## WHY

However, In case we have $\left[2^{200}, 200\right]$ linear code $C$, then to specify/store fully $C$ we need only to store

## EXAMPLE

If a code $C$ has $2^{200}$ codewords, then there is no way to write down and/or to store all its codewords.

## WHY

However, In case we have $\left[2^{200}, 200\right]$ linear code $C$, then to specify/store fully $C$ we need only to store

200

codewords

## EXAMPLE

If a code $C$ has $2^{200}$ codewords, then there is no way to write down and/or to store all its codewords.

## WHY

However, In case we have $\left[2^{200}, 200\right]$ linear code $C$, then to specify/store fully $C$ we need only to store
codewords - from one of its basis.
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3 There are simple encoding/decoding procedures for linear codes.
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[b] multiplication of symbols appearing in a fixed position by a non-zero scalar.
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Proof Operations (a) - (c) just replace one basis by another. Last two operations convert a generator matrix to one of an equivalent code.
$554,0-1$
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Theorem Let $G$ be a generator matrix of an $[n, k]$-code. Rows of $G$ are then linearly independent .By operations (a) - (e) the matrix $G$ can be transformed into the form: [ $\left.I_{k} \mid A\right]$ where $I_{k}$ is the $k \times k$ identity matrix, and $A$ is a $k \times(n-k)$ matrix.

Example

$$
\begin{gathered}
\quad\left(\begin{array}{llllllll}
1 & 1 & 1 & 1 & 1 & 1 & 1 \\
1 & 0 & 0 & 0 & 1 & 0 & 1 \\
1 & 1 & 0 & 0 & 0 & 1 & 0 \\
1 & 1 & 1 & 0 & 0 & 0 & 1
\end{array}\right) \rightarrow \\
\rightarrow\left(\begin{array}{lllllll}
1 & 0 & 0 & 0 & 1 & 0 & 1 \\
0 & 1 & 1 & 1 & 0 & 1 & 0 \\
0 & 0 & 1 & 1 & 1 & 0 & 1 \\
0 & 0 & 0 & 1 & 1 & 1 & 0
\end{array}\right) \rightarrow\left(\begin{array}{lllllll}
1 & 0 & 0 & 0 & 1 & 0 & 1 \\
0 & 1 & 0 & 0 & 1 & 1 & 1 \\
0 & 0 & 1 & 1 & 1 & 0 & 1 \\
0 & 0 & 0 & 1 & 1 & 1 & 0
\end{array}\right) \rightarrow
\end{gathered}
$$
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Theorem If $G=\left\{w_{i}\right\}_{i=1}^{k}$ is a generator matrix of a binary linear code $C$ of length $n$ and dimension $k$, then the set of codewords/vectors
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v=u g
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ranges over all $2^{k} n$ words of length $k$
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## with linear codes

Theorem If $G=\left\{w_{i}\right\}_{i=1}^{k}$ is a generator matrix of a binary linear code $C$ of length $n$ and dimension $k$, then the set of codewords/vectors

$$
v=u g
$$

ranges over all $2^{k} n$ words of length $k$
Therefore

$$
C=\left\{u g \mid u \in\{0,1\}^{k}\right\}
$$

Moreover

$$
u_{1} G=u_{2}
$$

if and only if

$$
u_{1}=u_{2}
$$
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Important problems of information theory are how to define formally such concepts as information and how to store or transmit information efficiently.
Let X be a random variable (source) which takes any value x with probability $p(x)$. The entropy of $X$ is defined by

$$
S(X)=-\sum_{x} p(x) \lg p(x)
$$

and it is considered to be the information content of $X$. rbinary variable $X$ which takes on the value 1 with probability $p$ and the value 0 with probability $1-p$, then the information content of $X$ is:

$$
S(X)=H(p)=-p \lg p-(1-p) \lg (1-p)^{1}
$$

Problem: What is the minimal number of bits needed to transmit $n$ values of $X$ ? Basic idea: Encode more (less) probable outputs of $X$ by shorter (longer) binary words. Example (Moorse code - 1838)
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SHANNON's noiseless coding theorem says that in order to transmit $n$ values of $X$, we need, and it is sufficient, to use $n S(X)$ bits.
More exactly, we cannot do better than the bound $n S(X)$ says, and we can reach the bound $n S(X)$ as close as desirable.

Example: Let a source $X$ produce the value 1 with probability $p=\frac{1}{4}$
and the value 0 with probability $1-p=\frac{3}{4}$
Assume we want to encode blocks of the outputs of $X$ of length 4 .
By SHANNON's theorem we need $4 H\left(\frac{1}{4}\right)=3.245$ bits per blocks (in average)
A simple and practical method known as Huffman code requires in this case 3.273 bits per a 4-bit message.

| mess. | code | mess. | code | mess. | code | mess. | code |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 0000 | 10 | 0100 | 010 | 1000 | 011 | 1100 | 11101 |
| 0001 | 000 | 0101 | 11001 | 1001 | 11011 | 1101 | 111110 |
| 0010 | 001 | 0110 | 11010 | 1010 | 11100 | 1110 | 111101 |
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SHANNON's noiseless coding theorem says that in order to transmit $n$ values of $X$, we need, and it is sufficient, to use $n S(X)$ bits.
More exactly, we cannot do better than the bound $n S(X)$ says, and we can reach the bound $n S(X)$ as close as desirable.

Example: Let a source $X$ produce the value 1 with probability $p=\frac{1}{4}$ and the value 0 with probability $1-p=\frac{3}{4}$

Assume we want to encode blocks of the outputs of $X$ of length 4 .
By SHANNON's theorem we need $4 H\left(\frac{1}{4}\right)=3.245$ bits per blocks (in average)
A simple and practical method known as Huffman code requires in this case 3.273 bits per a 4-bit message.

| mess. | code | mess. | code | mess. | code | mess. | code |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 0000 | 10 | 0100 | 010 | 1000 | 011 | 1100 | 11101 |
| 0001 | 000 | 0101 | 11001 | 1001 | 11011 | 1101 | 111110 |
| 0010 | 001 | 0110 | 11010 | 1010 | 11100 | 1110 | 111101 |
| 0011 | 11000 | 0111 | 1111000 | 1011 | 111111 | 1111 | 1111001 |

Observe that this is a prefix code - no codeword is a prefix of another codeword.

## DESIGN of HUFFMAN CODE II

Given a sequence of $n$ objects, $x_{1}, \ldots, x_{n}$ with probabilities $p_{1} \geq \ldots \geq p_{n}$.

## DESIGN of HUFFMAN CODE II

Given a sequence of $n$ objects, $x_{1}, \ldots, x_{n}$ with probabilities $p_{1} \geq \ldots \geq p_{n}$.
Stage 1 - shrinking of the sequence.

- Replace $x_{n-1}, x_{n}$ with a new object $y_{n-1}$ with probability $p_{n-1}+p_{n}$ and rearrange sequence so one has again non-increasing probabilities.


## DESIGN of HUFFMAN CODE II

Given a sequence of $n$ objects, $x_{1}, \ldots, x_{n}$ with probabilities $p_{1} \geq \ldots \geq p_{n}$.
Stage 1 - shrinking of the sequence.

- Replace $x_{n-1}, x_{n}$ with a new object $y_{n-1}$ with probability $p_{n-1}+p_{n}$ and rearrange sequence so one has again non-increasing probabilities.
- Keep doing the above step till the sequence shrinks to two objects.

| .50 | .50 | .50 | .50 | .50 | .50 | .50 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| .15 | .15 | .15 | .15 | .22 | .28 | .50 |
| .12 | .12 | .12 | .13 | .15 | .22 |  |
| .10 | .10 | .10 | .12 | .13 |  |  |
| .04 | .05 | .08 | .10 |  |  |  |
| .04 | .04 | .05 |  |  |  |  |
| .03 | .04 |  |  |  |  |  |
| .02 |  |  |  |  |  |  |

## DESIGN of HUFFMAN CODE II

Given a sequence of $n$ objects, $x_{1}, \ldots, x_{n}$ with probabilities $p_{1} \geq \ldots \geq p_{n}$.
Stage 1 - shrinking of the sequence.

- Replace $x_{n-1}, x_{n}$ with a new object $y_{n-1}$ with probability $p_{n-1}+p_{n}$ and rearrange sequence so one has again non-increasing probabilities.
- Keep doing the above step till the sequence shrinks to two objects.

| .50 | .50 | .50 | .50 | .50 | .50 | .50 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| .15 | .15 | .15 | .15 | .22 | .28 | .50 |
| .12 | .12 | .12 | .13 | .15 | .22 |  |
| .10 | .10 | .10 | .12 | .13 |  |  |
| .04 | .05 | .08 | .10 |  |  |  |
| .04 | .04 | .05 |  |  |  |  |
| .03 | .04 |  |  |  |  |  |
| .02 |  |  |  |  |  |  |

## DESIGN of HUFFMAN CODE II

Given a sequence of $n$ objects, $x_{1}, \ldots, x_{n}$ with probabilities $p_{1} \geq \ldots \geq p_{n}$.
Stage 1 - shrinking of the sequence.

- Replace $x_{n-1}, x_{n}$ with a new object $y_{n-1}$ with probability $p_{n-1}+p_{n}$ and rearrange sequence so one has again non-increasing probabilities.
- Keep doing the above step till the sequence shrinks to two objects.

| .50 | .50 | .50 | .50 | .50 | .50 | .50 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| .15 | .15 | .15 | .15 | .22 | .28 | .50 |
| .12 | .12 | .12 | .13 | .15 | .22 |  |
| .10 | .10 | .10 | .12 | .13 |  |  |
| .04 | .05 | .08 | .10 |  |  |  |
| .04 | .04 | .05 |  |  |  |  |
| .03 | .04 |  |  |  |  |  |
| .02 |  |  |  |  |  |  |

Stage 2 - extending the code - Apply again and again the following method.

## DESIGN of HUFFMAN CODE II

Given a sequence of $n$ objects, $x_{1}, \ldots, x_{n}$ with probabilities $p_{1} \geq \ldots \geq p_{n}$.

## Stage 1 - shrinking of the sequence.

- Replace $x_{n-1}, x_{n}$ with a new object $y_{n-1}$ with probability $p_{n-1}+p_{n}$ and rearrange sequence so one has again non-increasing probabilities.
- Keep doing the above step till the sequence shrinks to two objects.

| .50 | .50 | .50 | .50 | .50 | .50 | .50 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| .15 | .15 | .15 | .15 | .22 | .28 | .50 |
| .12 | .12 | .12 | .13 | .15 | .22 |  |
| .10 | .10 | .10 | .12 | .13 |  |  |
| .04 | .05 | .08 | .10 |  |  |  |
| .04 | .04 | .05 |  |  |  |  |
| .03 | .04 |  |  |  |  |  |
| .02 |  |  |  |  |  |  |

Stage 2 - extending the code - Apply again and again the following method.
If $C=\left\{c_{1}, \ldots, c_{r}\right\}$ is a prefix optimal code for a source $S_{r}$, then $C^{\prime}=\left\{c_{1}^{\prime}, \ldots, c_{r+1}^{\prime}\right\}$ is an optimal code for $S_{r+1}$, where

## DESIGN of HUFFMAN CODE II

Given a sequence of $n$ objects, $x_{1}, \ldots, x_{n}$ with probabilities $p_{1} \geq \ldots \geq p_{n}$.

## Stage 1 - shrinking of the sequence.

- Replace $x_{n-1}, x_{n}$ with a new object $y_{n-1}$ with probability $p_{n-1}+p_{n}$ and rearrange sequence so one has again non-increasing probabilities.
- Keep doing the above step till the sequence shrinks to two objects.

| .50 | .50 | .50 | .50 | .50 | .50 | .50 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| .15 | .15 | .15 | .15 | .22 | .28 | .50 |
| .12 | .12 | .12 | .13 | .15 | .22 |  |
| .10 | .10 | .10 | .12 | .13 |  |  |
| .04 | .05 | .08 | .10 |  |  |  |
| .04 | .04 | .05 |  |  |  |  |
| .03 | .04 |  |  |  |  |  |
| .02 |  |  |  |  |  |  |

Stage 2 - extending the code - Apply again and again the following method.
If $C=\left\{c_{1}, \ldots, c_{r}\right\}$ is a prefix optimal code for a source $S_{r}$, then $C^{\prime}=\left\{c_{1}^{\prime}, \ldots, c_{r+1}^{\prime}\right\}$ is an optimal code for $S_{r+1}$, where

$$
\begin{gathered}
c_{i}^{\prime}=c_{i} \quad 1 \leq i \leq r-1 \\
c_{r}^{\prime}=c_{r} 1 \\
c_{r+1}^{\prime}=c_{r} 0 .
\end{gathered}
$$
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## A BIT OF HISTORY I

The subject of error-correcting codes arose originally as a response to practical problems in the reliable communication of digitally encoded information.

The discipline was initiated in the paper
Claude Shannon: A mathematical theory of communication, Bell SST.Tech. Journal V27, 1948, 379-423, 623-656

SHANNON's paper started the scientific discipline information theory and error-correcting codes are its part.

Originally, information theory was a part of electrical engineering. Nowadays, it is an important part of mathematics and also of informatics.

## APPENDIX II- ENTROPY - basics - I.

The concept of ENTROPY is one of the most basic and important in modern science, especially in physics, mathematics and information theory.

So called physical entropy is a measure of the unavailable energy in a closed thermodynamics system (that is usually considered to be a measure of the system's disorder).

Entropy of an object is a measure of the amount of energy in the object which is unable to do some work.

Entropy is also a measure of the number of possible arrangements of the atoms a system can have.
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## Information entropy

So called information entropy is a measure of uncertainty and randomness.

Example If we have a process (a random variable) $X$ producing values 0 and 1 , both with probability $\frac{1}{2}$, then we are completely uncertain what will be the next value produced by the process.

On the other side, if we have a process (random variable) $Y$ producing value 0 with probability $\frac{1}{4}$ and value 1 with probability $\frac{3}{4}$, then we are more certain that the next value of the process will be 1 than 0 .

History Rudolf Clausius coined the term entropy in 1865.
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## SHANNON's VIEW

In the introduction to his seminal paper "A mathematical theory of communication" Shannon wrote:

The fundamental problem of communication is that of reproducing at one point either exactly or approximately a message selected at another point.
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At the beginning of this chapter the process encoding-channel transmission-decoding was illustrated as follows:


In that process a binary message is at first encoded into a binary codeword, then transmitted through a noisy channel, and, finally, the decoder receives, for decoding, a potentially erroneous binary message and makes an error correction.

This is a simplified view of the whole process. In practice the whole process looks quite differently.
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Here is a more realistic view of the whole encoding-transmission-decoding process:

that is

- a binary message is at first transferred to a binary codeword;
- the binary codeword is then transferred to an analogue signal;
- the analogue signal is then transmitted through a noisy channel
- the received analogous signal is then transferred to a binary form that can be used for decoding and, finally
- decoding takes place.

In case the analogous noisy signal is transferred before decoding to the binary signal we talk about a hard decoding;
In case the output of analogous-digital decoding is a pair $\left(p_{b}, b\right)$ where $p_{b}$ is the probability that the output is the bit $b$ (or a weight of such a binary output (often given by a number from an interval $\left(-V_{\max }, V_{\max }\right)$ ), we talk about a soft decoding.
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A very important case in practise, especially for space communication, is so-called additive white Gaussian noise (AWN) and the channel with such a noise is called Gaussian channel.
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When the signal received by the decoder comes from a devise capable of producing estimations of an analogue nature on the binary transmitted data the error correction capability of the decoder can greatly be improved.

Since the decoder has in such a case an information about the reliability of data received, decoding on the basis of finding the codeword with minimal Hamming distance does not have to be optimal and the optimal decoding may depend on the type of noise involved.

For example, in an important practical case of the Gaussian white noise one search at the minimal likelihood decoding for a codeword with minimal Euclidean distance.
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## BASIC FAMILIES of CODES

Two basic families of codes are
Block codes called also as algebraic codes that are appropriate to encode blocks of date of the same length and independent one from the other. Their encoders have often a huge number of internal states and decoding algorithms are based on techniques specific for each code.
Stream codes called also as convolution codes that are used to protect continuous flows of data. Their encoders often have only small number of internal states and then decoders can use a complete representation of states using so called trellises, iterative approaches via several simple decoders and an exchange of information of probabilistic nature.
Hard decoding is used mainly for block codes and soft one for stream codes. However, distinctions between these two families of codes are tending to blur.
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- In 1825 William Sturgeon discovered electromagnet and showed that using electricity one can make to ring a ring that was far away.
- The first telegraph designed Charles Whether Stone and demonstrated it at the distance 2.4 km .
- Samuel Morse made a significant improvement by designing a telegraph that could not only send information, but using a magnet at other end it could also write the transmitted symbol on a paper.
- Morse was a portrait painter whose hobby were electrical machines.
- Morse and his assistant Alfredvail invented "Morse alphabet" around 1842.
- After US Congress approved 30,000 \$ on 3.3.1943 for building a telegraph connection between Washington and Baltimore, the line was built fast, and already on 24.5.1943 the first telegraph message was sent: "What Hath God Wrought" "Čo Boh sent".
- The era of Morse telegraph ended on 26.1.2006 when the main telegraph company in US, Western Union, announced cancelation of all telegraph services.
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## STORY of MORSE TELEGRAPH - II.

In his telegraphs Moor se used the following two-character audio alphabet

■ TIT or dot - a short tone lasting four hundredths of second;

- TAT or dash - a long tone lasting twelve hundredths of second.
Morse could called these tones as 0 and 1
The binary elements 0 and 1 were first called bits by J. W. Tickle in 1943.
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## The ISBN-code I

Each book till 1.1.2007 had linternational Sstandard BOKO Number which was a 10-digit codeword produced by the publisher with the following structure:

| $l$ | $p$ | $m$ | $w$ |
| :---: | :---: | :---: | :---: |
| language | publisher | number | weighted check sum |
| 0 | 07 | 709503 |  |

such that $\quad \sum_{i=1}^{10}(11-i) x_{i} \equiv 0(\bmod 11)$

The publisher has to put $x_{10}=X$ if $x_{10}$ is to be 10 .
The ISBN code was designed to detect: (a) any single error (b) any double error created by a transposition Let $X=x_{1} \ldots x_{10}$ be a correct code and let

$$
Y=x_{1} \ldots x_{j-1} y_{j} x_{j+1} \ldots x_{10} \text { with } y_{j}=x_{j}+a, a \neq 0
$$

In such a case:

$$
\sum_{i=1}^{10}(11-i) y_{i}=\sum_{i=1}^{10}(11-i) x_{i}+(11-j) a \neq 0(\bmod 11)
$$
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## Transposition detection

Let $x_{j}$ and $x_{k}$ be exchanged.
$\sum_{i=1}^{10}(11-i) y_{i}=\sum_{i=1}^{10}(11-i) x_{i}+(k-j) x_{j}+(j-k) x_{k}=(k-j)\left(x_{j}-x_{k}\right) \neq 0(\bmod 11)$ if $k \neq j$ and $x_{j} \neq x_{k}$.
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## New ISBN code

Starting 1.1.2007 instead of 10-digit ISBN code a 13-digit ISBN code is being used.

New ISBN number can be obtained from the old one by preceding the old code with three digits 978.

For details about 13-digit ISBN see
htts://en.wikipedia.org/wiki/International_Standard_Book_Number
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