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Intro & Classical approaches



➔ OCR

➔ Classification 

➔ NER

➔ Example of use: Intelligent Back Office

Problems



➔ Classification

◆ Connect outputs from independent NN for vision and text

◆ Shallow model on top, simple confidence

➔ NER

◆ Preprocess the document with OCR

◆ Use NER model only on text data {output from OCR)

Classical approaches



LayoutLM





➔ Preprocessing 

◆ WordPiece tokenizer, 

◆ [CLS] at the beginning of the sequence

◆ [SEP] at the end of each text segment

➔ Final text embedding

◆ Token embedding 

◆ Token index

◆ Segment index

LayoutLM - Text Embeddings



➔ Use pretrained ResNeXt-FPN backbone

➔ Pipeline

◆ resized to 224 × 224 

◆ Fed to backbone

◆ Output in size WxH

◆ linear projection lto obtain same dimensionality as text embeddings

LayoutLM - Visual Embeddings



➔ represent spatial layout information

➔ Preprocessing:

◆ normalize and discretize all coordinates to integer

LayoutLM -  Layout Embedding



➔ Masked Visual-Language Modeling

◆ mask some text tokens and corresponding image regions

◆ The layout embedding remain

➔ Text Image alignment

◆ Covered visual parts and classified text to Covered  vs UnCovered

➔ Text-Image Matching 

◆ Classify if text and image are from same document

LayoutLM - pretraining tasks



➔ Training

◆ IIT-CDIP Test Collection

◆  7M documents, 40M pages, 1.5 TB

➔ Downstream tasks

◆ Entity extraction tasks - FUNSD, CORD,  SROIE, KleisterNDA

◆ Document classification: RVL-CDIP, 

◆ QA: DocVQA

LayoutLM - Data



LayoutLM - Results



LayoutLM - Results



TrOCR



➔ Transformer based Optical Character Recognition

➔ Encoder - Decoder architecture

➔ Uses pretrained models

◆ Encoder - Vision Transformer

◆ Decoder - Text Transformer

TrOCR



TrOCR



➔ Pretrained on  text recognition

◆ Two stages

● Synthetically generated from text

● On printed, handwritten data

◆ Data augmentation

● random rotation (-10 to 10 degrees), Gaussian blurring, image dilation, image erosion, downscaling, 
underlining or keeping the original.

TrOCR - training 



TrOCR - results



LiT



➔ Contrastive training

◆ Goal: 

● representations of paired images and texts to be similar

● representations of non-paired images and texts to be dissimilar

➔ Locked image Tuning

◆ Locked image/text pretrained embeddings and move the others 

LiT - Locked-image Tuning



➔ Datasets

◆ CC12M

◆ YFCC100m

LiT - Results



Donut



➔ Document Understanding Transformer without OCR

Donut - Idea



Donut - architecture



Donut - Encoder SWIN Transformer
➔ Two main ideas

◆ Hierarchical - better represents small regions

◆ Shifted windows



➔ Synthetic Document Generator

➔ Pipeline

◆ Background - sample from ImageNet

◆ Texture - sampled from collected photos

◆ Words - sampled from Wikipedia

◆ Patterns -rule based random patterns

SynthDoG



Donut - pretraining
➔ generated 1.2M synthetic document images

➔ model is trained to read all the texts in the images in the reading order from top left to bottom right



Donut - Downstream tasks
➔  Document Classification - RVLCDIP

➔ Document Parsing - Indonesian Receipts, Japanese Business Cards, Korean Receipts

➔ Document VQA



Donut - Results - Classification



Donut - Results - Document Parsing



Donut - Results - DocVQA



Questions
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