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To the Instructor

Welcome to the Sixth Edition of Cognitive Psychology. This edition is now coau-
thored by Karin Sternberg, PhD. As you will see, this edition underwent a major
revision. We reorganized and meticulously revised all chapters with the goal of pro-
viding an even more comprehensible text that integrates the latest research but also
retains students’ interest by providing more examples from other areas of research
and from the real world.

What Are the Goals of this Book?

Cognitive psychologists study a wide range of psychological phenomena, such as per-
ception, learning, memory, and thinking. In addition, cognitive psychologists study
seemingly less cognitively oriented phenomena, such as emotion and motivation. In
fact, almost any topic of psychological interest may be studied from a cognitive per-
spective. In this textbook, we describe some of the preliminary answers to questions
asked by researchers in the main areas of cognitive psychology. The goals of this
book are to:

e present the field of cognitive psychology in a comprehensive but engaging
manner;

e integrate the presentation of the field under the general banner of human
intelligence; and

e interweave throughout the text key themes and key ideas that permeate cogni-
tive psychology.

Our Mission in Revising the Text

A number of goals guided us through revising Cognitive Psychology. In particular we
decided to:

® make the text more accessible and understandable;

® make cognitive psychology more fascinating and less intimidating;

® increase coverage of applications in other areas of psychology as well as in the
real world; and

® better integrate coverage of human intelligence and cognitive neuroscience in
each chapter.

Key Themes and Ideas
The key themes of this book, discussed in greater detail in Chapter 1, are:

1. nature versus nurture;
2. rationalism versus empiricism;
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structures versus processes;

domain generality versus domain specificity;

validity of causal inferences versus ecological validity;
applied versus basic research; and

biological versus behavioral methods.

The key ideas of this book, also discussed at more length in Chapter 1, are as

follows:

1.

O, I NN I NS}

Empirical data and theories are both important. Data in cognitive psychology
can be fully understood only in the context of an explanatory theory, but theo-
ries are empty without empirical data.

Cognition is generally adaptive but not in all specific instances.

Cognitive processes interact with each other and with non-cognitive processes.
Cognition needs to be studied through a variety of scientific methods.

All basic research in cognitive psychology may lead to applications, and all
applied research may lead to basic understandings.

Major Organizing and Special Pedagogical Features

Special features, some new and some established, characterize Cognitive Psychology
Sixth Edition. Here are the new features:

Believe It or Not feature boxes present incredible and exciting information and
facts from the world of cognitive psychology.

A “Neuroscience and ...” section in every chapter.

An “Intelligence and ...” section in every chapter integrates the theme of
intelligence with the chapter topic at hand. The separate intelligence chapter,
formerly Chapter 13, has been eliminated.

Concept Checks follow each major section to encourage students to quickly
check their comprehension.

And here are some of the established features:

Practical Applications of Cognitive Psychology feature boxes help students think
about applications of cognitive psychology in their own lives.

Investigating Cognitive Psychology features present mini-experiments and tasks that
students can complete on their own.

What’s New to the 6™ Edition

Cognitive Psychology, 6™ edition underwent a major revision to make the book more
comprehensible, accessible, and interesting to students. Revision highlights include:

Revised In the Lab features, including new profiles of Henry Roediger, III in
Chapter 1; Martha Farah in Chapter 2; Marvin Chun in Chapter 3; and Keith
Rayner in Chapter 10.

Believe It or Not boxes now appear in every chapter to make cognitive psychol-
ogy more fascinating and less intimidating to students and to show it can be fun
and surprising.
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e The Practical Applications boxes now conclude with a critical thinking question.
e Concept Checks now appear after each major section.

Updated Suggested Readings are now preceded by headings so students can
quickly find what they are interested in.

Key experiments are now clearly highlighted in Investigating Cognitive Psychology
boxes.

Thoroughly integrated intelligence coverage (formerly Chapter 13, Intelligence)
now appears throughout the 6™ edition.

Advance organizers added to improve the reading flow and students’ under-
standing of how things fit together into a larger context.

Updated chapter organization for greater comprehensibility.

Reduced coverage of cognitive development and other non-cognitive topics
more accurately reflect the focus of cognitive psychology courses.

New subheadings increase understanding of content matter and larger context.

Chapter-specific revisions include:

Chapter 1

l.

11.

12.
13.

14.
15.
16.
17.

An all new introduction to intelligence in Chapter 1 discusses what intelligence
is, how intelligence relates to cognition, and three cognitive models of intelli-
gence (Carroll, Gardner, Sternberg).

. New everyday examples include analyzing why companies spend so much money

on advertising products that students use, for example, Apple iPhone and
Windows 7.

. New example in section on why learning about psychology’s history is impor-

tant: a discussion on newspapers’ coverage of the success of educational
programs, hardly any which use control groups.

. New example of how nurture influences cognition by comparing Western and

Asian cultures.

. Expanded discussion of rationalism vs. empiricism now includes Plato and

Aristotle.

. Expanded explanation of Descartes’ views.
. Enhanced introduction to section on early dialectics and explanation of what

dialectics are.

. Expanded explanation of what being a structuralist means in terms of

psychology.

. Expanded discussion of introspection.
. Explanation of Ebbinghaus’s experiment and new Ebbinghaus’s forgetting curve

figure.

New example from contemporary times has been added to the section on behav-
iorism explaining how reward and punishment are used in modern
psychotherapy.

New section on criticisms of behaviorism.

New Believe It or Not box on scientific “progress” in the first half of the 20
century and the introduction of prefrontal lobotomies.

New explanation of why behaviorists regarded the mind as a “black box”.

New In the Lab of Henry L. Roediger, 111 feature.

New coverage of control variables.

New explanation of why control over experimental conditions is important.
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Expanded section on when to use correlational studies and discuss their poten-
tial shortcomings.

New section on how other professions and fields benefit from findings in cogni-
tive psychology.

Chapter 2

1.

\O 0 ~1 O\ Ut b W

New organization: Now a section on the anatomy and mechanisms of the brain
discusses the structure of the brain first before going into details regarding neu-
ronal structure and function; a second section then discusses research methods/
methods of viewing the brain; a third section discusses brain disorders; and a
fourth (new) section covers intelligence and neuroscience.

. New In the Lab of Martha Farah box.

. Updated discussion of the function of brain parts reflects the latest literature.

. Expanded explanation of how autism relates to the function of the amygdala.

. Reorganized discussion of the hippocampus.

. Updated and expanded information on the function of the hypothalamus.

. New coverage of the evolution of the human brain.

. Updated and expanded coverage of the lateralization of function.

. New explanation of vocabulary frequently used to describe brain regions: dorsal,

caudal, rostral, ventral.

. The concept of “action potential” is now discussed.

11. Expanded coverage of myelin and Nodes of Ranvier.

12. Updated coverage of neurotransmitters to reflect current status of knowledge.

13. New coverage of genetic knockout studies and neurochemical ways to induce
particular lesions in the section on animal studies.

14. New coverage of “noise” in EEG recordings, and how this noise can be dealt
with by averaging recordings.

15. New detailed example of a study using ERP to help students understand the
technique.

16. New explanation of the N400 effect.

17. Updated discussion of research and imaging methods, including new references.

18. Expanded information on CT scans, angiography, and MRIs.

19. More detailed explanation of the subtraction method.

20. New explanation of how DTI works.

21. Expanded section on TMS and introduced concept of rTMS.

22. Brain disorders discussion now begins by explaining why brain disorders are of
importance to finding out how the brain works.

23. New section (part of former Chapter 13, Intelligence) on intelligence and neu-
roscience that discusses the connection between intelligence and (a) brain size,
(b) neurons, (c) brain metabolism as well as biological bases of intelligence test-
ing and the P-FIT theory of intelligence.

Chapter 3

1. New “hands-on” activity now opens chapter by asking students to look out of

the window to see for themselves how objects that are farther away look small,
even if they are huge.
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10.
11.
12.

13.
14.
15.

16.
17.
18.

19.
20.
21.
22.
23.
24.
25.

26.

. Reorganized chapter first presents basics of perception, perceptual illusions, and

how our visual system works; then, the theories of perception, perception of
objects and forms, perceptual constancies; and last, deficits in perception.

. New introduction to “From Sensation to Perception” discussion illustrates with

two examples how complex perception can be.

. New In the Lab of Marvin Chun feature box.

. New coverage of the Ganzfeld effect and experiment to experience the Ganzfeld

effect.

. New discussion of light as a precondition for vision, and about the spectrum of

light waves and which ones humans can see.

. Reorganized coverage of how our visual system works.
. Visual pathways discussion expanded, updated, and now appears near the begin-

ning of the chapter.

. New introduction to approaches to perception (that is, the part about

theories), and a more thorough explanation of what bottom-up and top-down
approaches are.

Direct perception is now discussed as part of bottom-up theories discussion.
New sections on the everyday importance of neuroscience and direct perception.
New section discusses template theory as an example of a chunk-based theory
and connects visual perception with long-term memory.

New section on neuroscience and template theories.

New discussion of why it is so hard for computers to read handwriting.
Updated coverage of pandemonium model and updated coverage of the local-
precedence effect.

Expanded coverage of neuroscience and feature-matching theories.

New section on neuroscience and recognition-by-components theory.
Top-down theories section now includes discussion of intelligence and
perception.

Expanded coverage of elaboration/explanation of object-centered versus viewer-
centered representation.

Reorganized discussion of Gestalt approach section.

Reorganized discussion of the neuroscience of recognizing faces and patterns.
New neuropsychological research on perceptual constancies.

New coverage of stereoscopic seeing with just one eye in strabismic eyes.
Expanded coverage of neuroscience and depth perception, with new research
results.

Reorganized discussion of ataxias and agnosias separately discusses “difficulties in
perceiving the what” and “difficulties in knowing the how”.

New section on perception in practice with respect to traffic and accidents.

Chapter 4

1.

2.

3.

Reorganized chapter first presents attention (signal detection, vigilance, search,
selective attention, and divided attention), then discusses what happens when
attentional processes fail; habituation and adaptation, as well as automatic and
controlled processes in attention are explored; and last, consciousness.

Included new introductory example for introduction to signal detection and vig-
ilance: lifeguard on beach and research psychologist.

Expanded coverage of neuroscience and vigilance.
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4. New research on feature integration theory.

5. Expanded coverage of the neuroscience of visual search and aging.

6. Updated discussion of selective attention.

7. Expanded discussion of neuroscience and selective attention.

8. Divided attention now integrates information regarding human intelligence.

9. Updated and reorganized coverage of theories of divided attention.

10. Revised network model discussion in “Neuroscience and Attention” section.

11. New section on intelligence and attention includes discussion of reaction time
and inspection time.

12. Reorganized and updated discussion of section “When our attention fails us”
includes a discussion of Gardner’s theory of intelligence as potentially relevant
to ADHD treatment.

13. Updated discussion of change blindness and inattentional blindness.

14. Updated coverage of “extinction” in spatial neglect as well as updated informa-
tion on neuroscience research in spatial neglect.

15. “Controlled and Automatic Processes” section has been reorganized and
updated.

16. Sternberg’s triarchic theory of intelligence now connected to controlled and
automatic processes.

17. The Stroop effect is now featured in “automatization in daily life”.

18. Updated discussion of consciousness.

Chapter 5

1. New discussion of intelligence testing and culture that describes problems of
culture-fair testing and how memory abilities may differ across different cultural
groups.

2. New coverage of long-term store and new techniques that are being developed
to help students transfer learned facts into long-term memory.

3. Expanded coverage of how experiments were conducted on the levels-
of-processing approach and what their results mean (in particular, why people
with schizophrenia have memory problems).

4. Fisher & Craik (1977) experiment about the effectiveness of acoustic and se-
mantic retrieval has been elaborated more, with examples to make clear the dif-
ferences between the different kinds of retrieval.

5. Expanded coverage of the phonological loop.

6. New section on intelligence and working memory.

7. New discussion of neuropsychological coverage added to the section on amnesia.

8. New explanation of double dissociation.

9. Updated coverage in section on how memories are stored.

10. Expanded explanation of the term long-term potentiation.

Chapter 6

1. Updated research on long-term storage.

2. Expanded neuropsychological coverage of section on long-term storage.

3. New section explaining the difference between interference and decay.

4. Expanded coverage of the spacing effect.

5. Expanded coverage of organization of information.
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6. Expanded coverage of forcing functions and their use in hospitals.
7. Expanded coverage and new figure on neuropsychological experiments on
retrieval from long-term memory.
8. Expanded coverage of the “recent-probes task”.
9. Expanded coverage of flashbulb memory and the effect of mood on memory.
10. Updated research on memory distortions.
11. Updated research on eyewitness testimony; expanded coverage and new intro-
duction of the post-identification feedback effect.
12. Expanded coverage of children as eyewitnesses and lineups.
13. Updated research on context effects.
Chapter 7
1. Revised coverage of internal and external representations.
2. Updated research on mental imagery.
3. New research on mental rotations.
4. Updated coverage of gender and mental rotation.
5. Updated coverage of research on image scanning.
6. Updated research on section “synthesizing images and propositions”.
7. Updated coverage of demand characteristics.
8. Updated discussion of Johnson-Laird’s mental models.
9. Updated discussion of mental shortcuts.
Chapter 8
1. Updated research on concepts.
2. Updated research on prototypes.
3. New coverage of VAM (varying abstraction model) theory in the exemplars
discussion.
4. New discussion of concepts in different cultures.
5. Updated research on scripts, ACT-R, and the PDP model.
6. Expanded section on criticism of connectionist models.
Chapter 9
1. New discussion of reading and discourse have been added to this chapter (previ-
ously chapter 10).
2. New introduction to section “What is language” discusses how many languages
there are in the world, that still new languages are being discovered, etc.
3. Updated research on basic components of words.
4. New introduction to the section on processes of language comprehension.
5. Updated research on section “the view of speech perception as ordinary”.
6. New coverage of new research to explain the phenomenon of phonemic
restoration.
7. Updated discussion of the motor theory of speech perception.
8. Updated section on the McGurk effect with the latest neuropsychological
research.
9. Updated coverage of semantics.
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13.
14.
15.
16.
17.
18.
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Updated research in the section on syntactical priming.

More in-depth description of the Luka & Barsalou (2005) experiment.
Expanded explanations of phrase-structure grammar.

Expanded explanation of the critique of Chomsky’s theory.

Updated research on dyslexia.

Updated research on lexical processes in reading.

New section on intelligence and lexical access speed (from previous chapter 13).
Updated research on propositional representations.

Updated research on “Representing the Text in Mental Models.”

Chapter 10

BN

wn

DO = = b e e e e e e
OO0 O~ Uk W~ OO0~

21.

. New coverage of animal language (formerly in Chapter 9).
. Reorganized discussion of the neuropsychology of language.

. New In the Lab of Keith Rayner boxed feature.

. New coverage in colors discussion includes recent research and demonstrates

how one’s language can influence color perception.

. New research in section on verbs and grammatical gender features description of

new research experiments on grammatical gender and prepositions.

. New neuropsychological research on bilinguals.

. Updated research on second language acquisition.

. Expanded discussion of Meinzer et al. (2007) study.

. Updated research on language mixtures and change.

. Extended coverage of neuroscience and bilingualism.

. Updated research on slips of the tongue.

. New coverage of Steven Pinker’s new theory of indirect speech.

. Updated research on gender and language.

. Updated and revised coverage of animal language.

. New coverage of the brain and word recognition.

. New coverage of the brain and semantic processing.

. Expanded and updated coverage on the brain and syntax.

. Updated and extended coverage of the brain and language acquisition.
. Updated and extended coverage on the plasticity of the brain.

. New and updated research on the brain and gender difference in language

processing.
Updated research on autism.

Chapter 11

AN

Reorganized discussion of the problem-solving cycle.

Streamlined discussion of well-structured problems.

Updated section on problem representation.

Streamlined discussion of insight.

Streamlined discussion of the early Gestaltist view.

Expanded discussion of the Metcalfe (1986) experiment covered in the section
on the neo-Gestaltist view.

Coverage of neuroscience and insight aggregated into a neuroscience section,
expanded, and updated.

. Streamlined discussion of intentional transfer.
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Ancillaries

9.
10.
11.

12.
13.
14.

15.
16.

Revised discussion of incubation includes new coverage of a meta-analysis.
New discussion of intelligence and complex solving (formerly chapter 13).
Section on expertise has been updated and an experiment on beer tasting in
experts and novices has been added.

Updated discussion of automatic expert processes.

Updated coverage of innate talent and acquired skill.

New and updated coverage of artificial intelligence and expertise (formerly
chapter 13).

Updated and streamlined coverage of creativity.

Updated discussion of neuroscience and creativity.

Chapter 12
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Reorganized discussion of judgment and decision making for improved
comprehension.

. New explanation of the difference between the model of economic man and

woman and subjective expected utility theory.

. Streamlined discussion of subjective expected utility theory.
. Streamlined and updated coverage of satisficing now includes a comparison with

classical decision theory.

. Updated discussion of framing effects.

. Updated coverage of gambler’s fallacy and hot hand.

. Updated discussion of the evaluation of heuristics.

. Updated section on naturalistic decision making.

. Expanded discussion of evolution and reasoning.

. Updated and streamlined coverage of syllogisms.

. Streamlined discussion of inductive reasoning.

. Streamlined section on reaching causal inferences.

. Updated section on categorical inferences.

. Updated coverage of an alternative view of reasoning.
. Updated and expanded section on the neuroscience of reasoning.

As an instructor, you have a multitude of resources available to you to assist you in
the teaching of your class. Student ancillaries are also offered. Available resources
include:

Instructor’s Manual with Test Bank—WTritten by Donna Dahlgren of Indiana
University Southeast. The Instructor’s Manual portion contains chapter out-
lines, in-class demonstrations, discussion topics, and suggested websites. The
Test Bank portion consists of approximately 75 multiple choice and 20 short-
answer questions per chapter. Each multiple-choice item is labeled with the
page reference and level of difficulty.

PowerLecture with ExamView—With the one-stop digital library and presen-
tation tool, instructors can assemble, edit, and present custom lectures with ease.
The PowerLecture, contains a selection of digital media from Wadsworth’s latest
titles in introductory psychology, including figures and tables. Create, deliver,
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and customize printed and online tests and study guides in minutes with Exam-
View’s easy-to-use assessment and tutorial system. Also included are animations,
video clips, and preassembled Microsoft PowerPoint lecture slides, written by
Lise Abrams of University of Florida, based on each specific text. Instructors
can use the material or add their own material for a truly customized lecture
presentation.

Coglab 3.0—Free with every new copy of this book, Coglab 3.0 lets students
do more than just think about cognition. CoglLab 3.0 uses the power of the web
to teach concepts using important classic and current experiments that demon-
strate how the mind works. Nothing is more powerful for students than seeing
the effects of these experiments for themselves! Coglab 3.0 includes features
such as simplified student registration, a global database that combines data
from students all around the world, between-subject designs that allow for new
kinds of experiments, and a “quick display” of student summaries. Also included
are trial-by-trial data, standard deviations, and improved instructions.

And when you adopt Sternberg’s COGNITIVE PSYCHOLOGY, you and your stu-
dents will have access to a rich array of online teaching and learning resources that
you won't find anywhere else. The outstanding site features tutorial quizzes, a glos-
sary, weblinks, flashcards, and more!
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To the Student

Why do we remember people whom we met years ago, but sometimes seem to forget
what we learned in a course shortly after we take the final exam (or worse, some-
times right before)? How do we manage to carry on a conversation with one person
at a party and simultaneously eavesdrop on another more interesting conversation
taking place nearby? Why are people so often certain that they are correct in an-
swering a question when in fact they are not? These are just three of the many ques-
tions that are addressed by the field of cognitive psychology.

Cognitive psychologists study how people perceive, learn, remember, and think.
Although cognitive psychology is a unified field, it draws on many other fields, most
notably neuroscience, computer science, linguistics, anthropology, and philosophy.
Thus, you will find some of the thinking of all these fields represented in this
book. Moreover, cognitive psychology interacts with other fields within psychology,
such as psychobiology, developmental psychology, social psychology, and clinical
psychology.

For example, it is difficult to be a clinical psychologist today without a solid
knowledge of developments in cognitive psychology because so much of the think-
ing in the clinical field draws on cognitive ideas, both in diagnosis and in therapy.
Cognitive psychology has also provided a means for psychologists to investigate ex-
perimentally some of the exciting ideas that have emerged from clinical theory and
practice, such as notions of unconscious thought.

Cognitive psychology will be important to you not only in its own right, but
also in helping you in all of your work. For example, knowledge of cognitive psy-
chology can help you better understand how best to study for tests, how to read ef-
fectively, and how to remember difficult-to-learn material.

Cognitive psychologists study a wide range of psychological phenomena such as
perception, learning, memory, and thinking. In addition, cognitive psychologists
study seemingly less cognitively oriented phenomena, such as emotion and motiva-
tion. In fact, almost any topic of psychological interest may be studied from a cogni-
tive perspective. In this textbook we describe some of the preliminary answers to
questions asked by researchers in the main areas of cognitive psychology.

e Chapter 1, Introduction to Cognitive Psychology: What are the origins of cognitive
psychology, and how do people do research in this field?

e Chapter 2, Cognitive Neuroscience: What structures and processes of the human
brain underlie the structures and processes of human cognition?

e Chapter 3, Visual Perception: How does the human mind perceive what the
senses receive! How does the human mind perceive forms and patterns?

e Chapter 4, Attention and Consciousness: What basic processes of the mind gov-
ern how information enters our minds, our awareness, and our high-level
processes of information handling?

e Chapter 5, Memory: Models and Research Methods: How are different kinds of
information (e.g., our experiences related to a traumatic event, the names of
U.S. presidents, or the procedure for riding a bicycle) represented in memory?
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Chapter 6, Memory Processes: How do we move information into memory, keep
it there, and retrieve it from memory when needed?

Chapter 7, The Landscape of Memory: Mental Images, Maps, and Propositions:
How do we mentally represent information in our minds? Do we do so in words,
in pictures, or in some other form representing meaning? Do we have multiple
forms of representation?

Chapter 8, The Organization of Knowledge in the Mind: How do we mentally
organize what we know?

Chapter 9, Language: How do we derive and produce meaning through
language?

Chapter 10, Language in Context: How does our use of language interact with
our ways of thinking? How does our social world interact with our use of
language?

Chapter 11, Problem Solving and Creativity: How do we solve problems? What
processes aid and impede us in reaching solutions to problems? Why are some
of us more creative than others? How do we become and remain creative!?
Chapter 12, Decision Making and Reasoning: How do we reach important deci-
sions? How do we draw reasonable conclusions from the information we have
available? Why and how do we so often make inappropriate decisions and reach
inaccurate conclusions?

To acquire the knowledge outlined above, we suggest you make use of the fol-

lowing pedagogical features of this book:

1.

10.

11.

Chapter outlines, beginning each chapter, summarize the main topics covered and
thus give you an advance overview of what is to be covered in that chapter.

. Opening questions emphasize the main questions each chapter addresses.
. Boldface terms, indexed at ends of chapters and defined in the glossary, help you

acquire the vocabulary of cognitive psychology.

. End-of-chapter summaries return to the questions at the opening of each chapter

and show our current state of knowledge with regard to these questions.

. End-of-chapter questions help you ensure both that you have learned the basic

material and that you can think in a variety of ways (factual, analytical, crea-
tive, and practical) with this material.

. Suggested readings refer you to other sources that you can consult for further

information on the topics covered in each chapter.

. Investigating Cognitive Psychology demonstrations, appearing throughout the

chapters, help you see how cognitive psychology can be used to demonstrate
various psychological phenomena.

. Practical Applications of Cognitive Psychology demonstrations show how you and

others can apply cognitive psychology to your everyday lives.

. Inthe Lab of . . . boxes tell you what it really is like to do research in cognitive

psychology. Prominent researchers speak in their own words about their
research—what research problems excite them most and what they are doing
to address these problems.

Believe It or Not boxes present incredible and exciting information and facts
from the world of cognitive psychology.

Key Themes sections, near the end of each chapter, relate the content of the
chapters to the key themes expressed in Chapter 1. These sections will help
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you see the continuity of the main ideas of cognitive psychology across its vari-
ous subfields.

12. Coglab, an exciting series of laboratory demonstrations in cognitive psychology
provided by the publisher of this textbook (Wadsworth), is available for pur-
chase with this text. You can actively participate in these demonstrations and
thereby learn firsthand what it is like to be involved in cognitive-psychological
research.

This book contains an overriding theme that unifies all the diverse topics found
in the various chapters: Human cognition has evolved over time as a means of
adapting to our environment, and we can call this ability to adapt to the environ-
ment intelligence. Through intelligence, we cope in an integrated and adaptive way
with the many challenges with which the environment presents us.

Although cognitive psychologists disagree about many issues, there is one issue
about which almost all of them agree; namely, cognition enables us to successfully
adapt to the environments in which we find ourselves. Thus, we need a construct
such as that of human intelligence, if only to provide a shorthand way of expressing
this fundamental unity of adaptive skill. We can see this unity at all levels in the
study of cognitive psychology. For example, diverse measures of the psychophysiolog-
ical functioning of the human brain show correlations with scores on a variety of
tests of intelligence. Selective attention, the ability to tune in certain stimuli and
tune out others, is also related to intelligence, and it has even been proposed that
an intelligent person is one who knows what information to attend to and what in-
formation to ignore. Various language and problem-solving skills are also related to
intelligence, pretty much without regard to how it is measured. In brief, then, hu-
man intelligence can be seen as an entity that unifies and provides direction to the
workings of the human cognitive system.

We hope you enjoy this book, and we hope you see why we are enthusiastic
about cognitive psychology and proud to be cognitive psychologists.
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CHAPTER 1 ¢ Infroduction to Cognitive Psychology

Here are some of the questions we will explore in this chapter:

o —

o5 (O

What is cognitive psychology?
How did psychology develop as a science?

How did cognitive psychology develop from psychology?

How have other disciplines contributed fo the development of theory and research in cognitive

psychology®

What methods do cognitive psychologists use to study how people think?@

What are the current issues and various fields of study within cognitive psychology?

B BELIEVE IT OR NOT

Now You Skt It, Now You Don't!

Cognitive psychology vields all kinds of surprising find-
ings. Dan Simons of the University of lllinois is a master
of surprises [see Simons, 2007; Simons & Ambinder,
2005; Simons & Rensink, 2005). Try it out yourselfl
Waich the following videos and see if you have any com-
ments on them.

http: //viscog.beckman.illinois.edu/flashmovie/23.php

Note: Do not read on before you have watched the video.

Did you nofice that the person who answers the phone is
not the same as the one who was at the desk? Note that
they are wearing distinctively different clothing. You have
just seen an example of change blindness—our occa-
sional inability fo recognize changes. You will leam
more about this concept in Chapter 3.

Now view the following video. Your task will be fo count
the number of fimes that students in white shirts pass the
basketball. You must not count passes by students wear-
ing black shirts:

http: //viscog.beckman.illinois.edu/flashmovie/15.php

Note: Do not read on before you have watched the video

Well, it doesn't really matter how many passes there
were. Did you notice the person in the gorilla ouffit walk
across the video as the sfudents were throwing the ballse
Most people don't nofice. This video demonsirates a
phenomenon called inattentional  blindness. You  will
learn more about this concept in Chapter 4. Throughout
this book, we will explore these and many other
phenomena.

Think back to the last time you went to a party or social gathering. There were
probably tens and maybe hundreds of students in a relatively small room. Maybe
music played in the background, and you could hear chatter all around. Yet, when
you talked to your friends, you were able to figure out and even concentrate on what
they said, filtering out all the other conversations that were going on in the
background. Suddenly, however, your attention might have shifted because you
heard someone in another conversation nearby mention your name. What processes
would have been at work in this situation? How were you able to filter out irrelevant
voices in your mind and focus your attention on just one of the many voices you
heard? And why did you notice your name being mentioned, even though you did
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When you are at a party, you are usually able to filter out many irrelevant voice streams in order to
concentrate on the conversation you are leading. However, you will likely notice somebody saying your
name in another conversation even if you were not listening intently to that conversation.

not purposefully listen to the conversations around you? Our ability to focus on one
out of many voices is one of the most striking phenomena in cognitive psychology,
and is known as the “cocktail party effect.”

Cognitive processes are continuously taking place in your mind and in the minds
of the people around you. Whether you pay attention to a conversation, estimate the
speed of an approaching car when crossing the street, or memorize information for a
test at school, you are perceiving information, processing it, and remembering or
thinking about it. This book is about those cognitive processes that are often hidden
in plain sight and that we take for granted because they seem so automatic to us. This
chapter will introduce you to some of the people who helped form the field of cognitive
psychology and make it what it is today. The chapter also will discuss methods used in
cognitive-psychological research.

Cognitive Psychology Defined

What will you study in a textbook about cognitive psychology?

Cognitive psychology is the study of how people perceive, learn, remember, and
think about information. A cognitive psychologist might study how people perceive
various shapes, why they remember some facts but forget others, or how they learn
language. Consider some examples:

e Why do objects look farther away on foggy days than they really are? The dis-
crepancy can be dangerous, even deceiving drivers into having car accidents.

e Why do many people remember a particular experience (e.g., a very happy
moment or an embarrassment during childhood), yet they forget the names of
people whom they have known for many years?
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e Why are many people more afraid of traveling in planes than in automobiles?
After all, the chances of injury or death are much higher in an automobile
than in a plane.

e Why do you often well remember people you met in your childhood but not
people you met a week ago?

e Why do marketing executives in large companies spend so much company
money on advertisements?

These are some of the kinds of questions that we can answer through the study
of cognitive psychology.

Consider just the last of these questions: Why does Apple, for example, spend
so much money on advertisements for its iPhone! After all, how many people
remember the functional details of the iPhone, or how those functions are distin-
guished from the functions of other phones? One reason Apple spends so much is
because of the availability heuristic, which you will study in Chapter 12. Using this
heuristic, we make judgments on the basis of how easily we can call to mind what
we perceive as relevant instances of a phenomenon (Tversky & Kahneman, 1973).
One such judgment is the question of which phone you should buy when you
need a new cell phone. We are much more likely to buy a brand and model of a
phone that is familiar. Similarly, Microsoft paid huge amounts of money to market
its roll-out of Windows 7 in order to make the product cognitively available
to potential customers and thus increase the chances that the potential cus-
tomers would become actual ones. The bottom line is that understanding
cognitive psychology can help us understand much of what goes on in our every-
day lives.

Why study the history of cognitive psychology? If we know where we came
from, we may have a better understanding of where we are heading. In addition,
we can learn from past mistakes. For example, there are numerous newspaper stories
about how one educational program or another has resulted in particular gains in
student achievement. However, it is relatively rare to read that a control group has
been used. A control group would tell us about the achievement of students who did
not have that educational program or who maybe were in an alternative program. It
may be that these students also would show a gain. We need to compare the stu-
dents in the experimental group to those in the control group to determine whether
the gain of the students in the experimental group was greater than the gain of those
in the control group. We can learn from the history of our field that it is important
to include control groups, but not everyone learns this fact.

In cognitive psychology, the ways of addressing fundamental issues have chan-
ged, but many of the fundamental questions remain much the same. Ultimately, cog-
nitive psychologists hope to learn how people think by studying how people have
thoughts about thinking.

The progression of ideas often involves a dialectic. A dialectic is a developmental
process where ideas evolve over time through a pattern of transformation. What is
this pattern? In a dialectic:

e A thesis is proposed. A thesis is a statement of belief. For example, some people
believe that human nature governs many aspects of human behavior (e.g., intel-
ligence or personality; Sternberg, 1999). After a while, however, certain indivi-
duals notice apparent flaws in the thesis.



Cognitive Psychology Defined 5

® An antithesis emerges. Eventually, or perhaps even quite soon, an antithesis
emerges. An antithesis is a statement that counters a previous statement of
belief. For example, an alternative view is that our nurture (the environmental
contexts in which we are reared) almost entirely determines many aspects of
human behavior.

® A synthesis integrates the viewpoints. Sooner or later, the debate between the
thesis and the antithesis leads to a synthesis. A synthesis integrates the most
credible features of each of two (or more) views. For example, in the debate
over nature versus nurture, the interaction between our innate (inborn) nature
and environmental nurture may govern human nature.

The dialectic is important because we may be tempted to think that if one view
is right, another seemingly contrasting view must be wrong. For example, in the field
of intelligence, there has been a tendency to believe that intelligence is either all or
mostly genetically determined, or else all or mostly environmentally determined.
A similar debate has raged in the field of language acquisition. Often, we are better
off posing such issues not as either/or questions, but rather as examinations of how
different forces covary and interact with each other. Indeed, the most widely ac-
cepted current contention is that the “nature or nurture” view is incomplete. Nature
and nurture work together in our development.

Nurture can work in different ways in different cultures. Some cultures, espe-
cially Asian cultures, tend to be more dialectical in their thinking, whereas other
cultures, such as European and North American ones, tend to be more linear
(Nisbett, 2003). In other words, Asians are more likely to be tolerant of holding
beliefs that are contradictory, seeking a synthesis over time that resolves the con-
tradiction. Europeans and Americans expect their belief systems to be consistent
with each other.

Similarly, people from Asian cultures tend to take a different viewpoint than
Westerners when approaching a new object (e.g., a movie of fish in an ocean;
Nisbett & Masuda, 2003). In general, people from Western cultures tend to process
objects independently of the context, whereas people from many Eastern
cultures process objects in conjunction with the surrounding context (Nisbett &
Miyamoto, 2005). Asians may emphasize the context more than the objects embed-
ded in those contexts. So if people see a movie of fish swimming around in the
ocean, Europeans or Americans will tend to pay more attention to the fish, and
Asians may attend to the surround of the ocean in which the fish are swimming.
The evidence suggests that culture influences many cognitive processes, including
intelligence (Lehman, Chiu, & Schaller, 2004).

If a synthesis seems to advance our understanding of a subject, it then serves as a
new thesis. A new antithesis then follows it, then a new synthesis, and so on. Georg
Hegel (1770-1831) observed this dialectical progression of ideas. He was a German
philosopher who came to his ideas by his own dialectic. He synthesized some of the
views of his intellectual predecessors and contemporaries. You will see in this chap-
ter that psychology also evolved as a result of dialectics: Psychologists had ideas
about how the mind works and pursued their line of research; then other psycholo-
gists pointed out weaknesses and developed alternatives as a reaction to the earlier
ideas. Eventually, characteristics of the different approaches are often integrated into
a newer and more encompassing approach.
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Philosophical Antecedents of Psychology:
Rationalism versus Empiricism

Where and when did the study of cognitive psychology begin? Historians of psychol-
ogy usually trace the earliest roots of psychology to two approaches to understanding
the human mind:

e Philosophy seeks to understand the general nature of many aspects of the world,
in part through introspection, the examination of inner ideas and experiences
(from intro-, “inward, within,” and -spect, “look”);

e Physiology seeks a scientific study of life-sustaining functions in living matter,
primarily through empirical (observation-based) methods.

Two Greek philosophers, Plato (ca. 428-348 B.C.) and his student Aristotle
(384-322 B.C.), have profoundly affected modern thinking in psychology and
many other fields. Plato and Aristotle disagreed regarding how to investigate ideas.

Plato was a rationalist. A rationalist believes that the route to knowledge is
through thinking and logical analysis. That is, a rationalist does not need any experi-
ments to develop new knowledge. A rationalist who is interested in cognitive pro-
cesses would appeal to reason as a source of knowledge or justification.

In contrast, Aristotle (a naturalist and biologist as well as a philosopher) was an
empiricist. An empiricist believes that we acquire knowledge via empirical evidence—
that is, we obtain evidence through experience and observation (Figure 1.1). In order
to explore how the human mind works, empiricists would design experiments and
conduct studies in which they could observe the behavior and processes of interest
to them. Empiricism therefore leads directly to empirical investigations of psychology.

In contrast, rationalism is important in theory development. Rationalist theories
without any connection to observations gained through empiricist methods may not
be valid; but mountains of observational data without an organizing theoretical
framework may not be meaningful. We might see the rationalist view of the world
as a thesis and the empirical view as an antithesis. Most psychologists today seek a
synthesis of the two. They base empirical observations on theory in order to explain

Figure 1.1

(a) According to the rationalist, the only route to truth is reasoned contemplation; (b) according to the

empiricist, the only route to truth is meticulous observation. Cognitive psychology, like other sciences, depends on the
work of both rationalists and empiricists.
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what they have observed in their experiments. In turn, they use these observations
to revise their theories when they find that the theories cannot account for their
real-world observations.

The contrasting ideas of rationalism and empiricism became prominent with the
French rationalist René Descartes (1596-1650) and the British empiricist John
Locke (1632-1704). Descartes viewed the introspective, reflective method as being
superior to empirical methods for finding truth. The famous expression “cogito, ergo
sum” (I think, therefore I am) stems from Descartes. He maintained that the only
proof of his existence is that he was thinking and doubting. Descartes felt that one
could not rely on one’s senses because those very senses have often proven to be
deceptive (think of optical illusions, for example). Locke, in contrast, had more en-
thusiasm for empirical observation (Leahey, 2003). Locke believed that humans are
born without knowledge and therefore must seek knowledge through empirical ob-
servation. Locke’s term for this view was tabula rasa (meaning “blank slate” in
Latin). The idea is that life and experience “write” knowledge on us. For Locke,
then, the study of learning was the key to understanding the human mind. He be-
lieved that there are no innate ideas.

In the eighteenth century, German philosopher Immanuel Kant (1724-1804)
dialectically synthesized the views of Descartes and Locke, arguing that both ratio-
nalism and empiricism have their place. Both must work together in the quest for
truth. Most psychologists today accept Kant’s synthesis.

Psychological Antecedents of Cognitive Psychology

Cognitive psychology has roots in many different ideas and approaches. The ap-
proaches that will be examined include early approaches such as structuralism and
functionalism, followed by a discussion of associationism, behaviorism, and Gestalt
psychology.

Early Dialectics in the Psychology of Cognition

Only in recent times did psychology emerge as a new and independent field of study.
It developed in a dialectical way. Typically, an approach to studying the mind would
be developed; people then would use it to explore the human psyche. At some point,
however, researchers would find that the approach they learned to use had some weak-
nesses, or they would disagree with some fundamental assumptions of that approach.
They then would develop a new approach. Future approaches might integrate the
best features of past approaches or reject some or even most of those characteristics.
In the following section, we will explore some of the ways of thinking early psycholo-
gists employed and trace the development of psychology through the various schools of
thinking.

Understanding the Structure of the Mind: Structuralism

An early dialectic in the history of psychology is that between structuralism and func-
tionalism (Leahey, 2003; Morawski, 2000). Structuralism was the first major school of
thought in psychology. Structuralism seeks to understand the structure (configura-
tion of elements) of the mind and its perceptions by analyzing those perceptions
into their constituent components (affection, attention, memory, sensation, etc.).
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Consider, for example, the perception of a flower.
Structuralists would analyze this perception in terms of its
constituent colors, geometric forms, size relations, and so on.
In terms of the human mind, structuralists sought to decon-
struct the mind into its elementary components; they were
also interested in how those elementary components work
together to create the mind.

Wilhelm Wundt (1832-1920) was a German psychologist
whose ideas contributed to the development of structuralism.
Wundet is often viewed as the founder of structuralism in psy-
chology (Structuralism, 2009). Wundt used a variety of methods
in his research. One of these methods was introspection. Intro-
spection is a deliberate looking inward at pieces of information
passing through consciousness. The aim of introspection is to
look at the elementary components of an object or process.

The introduction of introspection as an experimental
method was an important change in the field because the
main emphasis in the study of the mind shifted from a ratio-
nalist approach to the empiricist approach of trying to
observe behavior in order to draw conclusions about the
subject of study. In experiments involving introspection, in-
dividuals reported on their thoughts as they were working on
a given task. Researchers interested in problem solving could
ask their participants to think aloud while they were working
on a puzle so the researchers could gain insight into the
thoughts that go on in the participants’ minds. In introspec-
tion, then, we can analyze our own perceptions.

The method of introspection has some challenges associated with it. First, peo-
ple may not always be able to say exactly what goes through their mind or may not
be able to put it into adequate words. Second, what they say may not be accurate.
Third, the fact that people are asked to pay attention to their thoughts or to speak
out loud while they are working on a task may itself alter the processes that are
going on.

Wundt had many followers. One was an American student, Edward Titchener
(1867-1927). Titchener (1910) is sometimes viewed as the first full-fledged structuralist.
In any case, he certainly helped bring structuralism to the United States. His experi-
ments relied solely on the use of introspection, exploring psychology from the vantage
point of the experiencing individual. Other early psychologists criticized both the
method (introspection) and the focus (elementary structures of sensation) of structural-
ism. These critiques gave rise to a new movement—functionalism.

Understanding the Processes of the Mind: Functionalism

An alternative that developed to counter structuralism, functionalism suggested that
psychologists should focus on the processes of thought rather than on its contents.
Functionalism seeks to understand what people do and why they do it. This principal
question about processes was in contrast to that of the structuralists, who had asked
what the elementary contents (structures) of the human mind are. Functionalists
held that the key to understanding the human mind and behavior was to study the
processes of how and why the mind works as it does, rather than to study the
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structural contents and elements of the mind. They were partic-
ularly interested in the practical applications of their research.

Functionalists were unified by the kinds of questions
they asked but not necessarily by the answers they found or
by the methods they used for finding those answers. Because
functionalists believed in using whichever methods best an-
swered a given researcher’s questions, it seems natural for
functionalism to have led to pragmatism. Pragmatists
believe that knowledge is validated by its usefulness: What
can you do with it! Pragmatists are concerned not only with
knowing what people do; they also want to know what we
can do with our knowledge of what people do. For example,
pragmatists believe in the importance of the psychology of
learning and memory. Why? Because it can help us improve
the performance of children in school. It can also help us
learn to remember the names of people we meet.

A leader in guiding functionalism toward pragmatism
was William James (1842-1910). His chief functional contri-
bution to the field of psychology was a single book: his
landmark Principles of Psychology (1890/1970). Even today,
cognitive psychologists frequently point to the writings of
James in discussions of core topics in the field, such as atten-
tion, consciousness, and perception. John Dewey (1859-1952)
was another early pragmatist who profoundly influenced con-
temporary thinking in cognitive psychology. Dewey is remembered primarily for his prag-
matic approach to thinking and schooling.

Although functionalists were interested in how people learn, they did not really
specify a mechanism by which learning takes place. This task was taken up by an-
other group, Associationists.

An Integrative Synthesis: Associationism
Associationism, like functionalism, was more of an influential way of thinking than
a rigid school of psychology. Associationism examines how elements of the mind,

PRACTICAL APPLICATIONS OF COGNITIVE PSYCHOLOGY (I

PRAGMATISM

Take a moment right now to put the idea of pragmatism info use. Think about ways fo
make the information you are leaming in this course more useful to you. Notice that the
chapter begins with questions that make the information more coherent and useful, and
the chapter summary retums fo those questions. Come up with your own questions and fry
organizing your nofes in the form of answers to your questions.

Also, try relating this material to other courses or activities you participate in. For ex-
ample, you may be called on to explain to a friend how to use a new computer program.
A good way to start would be to ask your friend, “Do you have any questions?” That
way, the information you provide is more directly useful to your friend rather than forcing
your friend to search for the information by listening to a long, one-sided lecture.

How can pragmatism be useful in your life (other than in your college coursework)2
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like events or ideas, can become associated with one another in the mind to result in
a form of learning. For example, associations may result from:

e contiguity (associating things that tend to occur together at about the same
time);

e similarity (associating things with similar features or properties); or
contrast (associating things that show polarities, such as hot/cold, light/dark, day/
night).

In the late 1800s, associationist Hermann Ebbinghaus (1850-1909) was the
first experimenter to apply associationist principles systematically. Specifically,
Ebbinghaus studied his own mental processes. He made up lists of nonsense
syllables that consisted of a consonant and a vowel followed by another consonant
(e.g., zax). He then took careful note of how long it took him to memorize
those lists. He counted his errors and recorded his response times. Through his
self-observations, Ebbinghaus studied how people learn and remember material
through rehearsal, the conscious repetition of material to be learned (Figure 1.2).
Among other things, he found that frequent repetition can fix mental associations
more firmly in memory. Thus, repetition aids in learning (see Chapter 6).

Another influential associationist, Edward Lee Thorndike (1874-1949), held
that the role of “satisfaction” is the key to forming associations. Thorndike termed
this principle the law of effect (1905): A stimulus will tend to produce a certain re-
sponse over time if an organism is rewarded for that response. Thorndike believed
that an organism learns to respond in a given way (the effect) in a given situation
if it is rewarded repeatedly for doing so (the satisfaction, which serves as a stimulus
to future actions). Thus, a child given treats for solving arithmetic problems learns
to solve arithmetic problems accurately because the child forms associations between
valid solutions and treats. These ideas were the predecessors of the development of
behaviorism.

Ebbinghaus
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Figure 1.2 The Ebbinghaus Forgetting Curve shows that the first few repetitions result in
a steep learning curve. Later repetitions result in a slower increase of remembered words.
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It’s Only What You Can See That Counts:
From Associationism to Behaviorism

Other researchers who were contemporaries of Thorndike used animal experiments
to probe stimulus—response relationships in ways that differed from those of Thorn-
dike and his fellow associationists. These researchers straddled the line between
associationism and the emerging field of behaviorism. Behaviorism focuses only on
the relation between observable behavior and environmental events or stimuli. The
idea was to make physical whatever others might have called “mental” (Lycan,
2003). Some of these researchers, like Thorndike and other associationists, studied
responses that were voluntary (although perhaps lacking any conscious thought, as
in Thorndike’s work). Other researchers studied responses that were involuntarily
triggered in response to what appear to be unrelated external events.

In Russia, Nobel Prize-winning physiologist Ivan Pavlov (1849-1936) studied
involuntary learning behavior of this sort. He began with the observation that dogs
salivated in response to the sight of the lab technician who fed them. This response
occurred before the dogs even saw whether the technician had food. To Pavlov, this
response indicated a form of learning (classically conditioned learning), over which
the dogs had no conscious control. In the dogs’ minds, some type of involuntary
learning linked the technician to the food (Pavlov, 1955). Pavlov’s landmark work
paved the way for the development of behaviorism. His ideas were made known in
the United States especially through the work of John B. Watson (see next section).
Classical conditioning involves more than just an association based on temporal
contiguity (e.g., the food and the conditioned stimulus occurring at about the same
time; Ginns, 2006; Rescorla, 1967). Effective conditioning requires contingency (e.g.,
the presentation of food being contingent on the presentation of the conditioned
stimulus; Rescorla & Wagner, 1972; Wagner & Rescorla, 1972). Contingencies in
the form of reward and punishment are still used today, for example, in the treat-
ment of substance abuse (Cameron & Ritter, 2007).

Behaviorism may be considered an extreme version of associationism. It focuses
entirely on the association between the environment and an observable behavior.
According to strict, extreme (“radical”) behaviorists, any hypotheses about internal
thoughts and ways of thinking are nothing more than speculation.

Proponents of Behaviorism
The “father” of radical behaviorism is John Watson (1878-1958). Watson had no
use for internal mental contents or mechanisms. He believed that psychologists
should concentrate only on the study of observable behavior (Doyle, 2000). He dis-
missed thinking as nothing more than subvocalized speech. Behaviorism also differed
from previous movements in psychology by shifting the emphasis of experimental
research from human to animal participants. Historically, much behaviorist work
has been conducted (and still is) with laboratory animals, such as rats or pigeons,
because these animals allow for much greater behavioral control of relationships
between the environment and the behavior emitted in reaction to it (although
behaviorists also have conducted experiments with humans). One problem with
using nonhuman animals, however, is determining whether the research can be
generalized to humans (i.e., applied more generally to humans instead of just to the
kinds of nonhuman animals that were studied).

B. F. Skinner (1904-1990), a radical behaviorist, believed that virtually all

forms of human behavior, not just learning, could be explained by behavior emitted
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in reaction to the environment. Skinner conducted research primarily with non-
human animals. He rejected mental mechanisms. He believed instead that operant
conditioning—involving the strengthening or weakening of behavior, contingent on
the presence or absence of reinforcement (rewards) or punishments—could explain
all forms of human behavior. Skinner applied his experimental analysis of behavior
to many psychological phenomena, such as learning, language acquisition, and prob-
lem solving. Largely because of Skinner’s towering presence, behaviorism dominated
the discipline of psychology for several decades.

Criticisms of Behaviorism

Behaviorism was challenged on many fronts like language acquisition, production,
and comprehension. First, although it seemed to work well to account for certain
kinds of learning, behaviorism did not account as well for complex mental activities
such as language learning and problem solving. Second, more than understanding
people’s behavior, some psychologists wanted to know what went on inside the
head. Third, it often proved easier to use the techniques of behaviorism in studying
nonhuman animals than in studying human ones. Nonetheless, behaviorism con-
tinues as a school of psychology, although not one that is particularly sympathetic
to the cognitive approach, which involves metaphorically and sometimes literally
peering inside people’s heads to understand how they learn, remember, think, and
reason. Other criticisms emerged as well, as discussed in the next section.

Behaviorists Daring to Peek into the Black Box

Some psychologists rejected radical behaviorism. They were curious about the con-
tents of the mysterious black box. Behaviorists regarded the mind as a black box that
is best understood in terms of its input and output, but whose internal processes can-
not be accurately described because they are not observable. For example, a critic,
Edward Tolman (1886-1959), thought that understanding behavior required taking
into account the purpose of, and the plan for, the behavior. Tolman (1932) believed

B BELIEVE IT OR NOT

SCIENTIFIC PROGRESS!?

The progress of science can fake quite unbelievable turns
at times. From the early 1930s to the 1960s, lobotomies
were a popular and accepted means of freating mental
disorders. A lobotomy involves cutting the connections be-
tween the frontal lobes of the brain and the thalamus.
Psychiatrist Walter Freeman developed a particular kind
of lobotomy in 1946 —the transorbital or “ice pick” lobot
omy. In this procedure, he used an insfrument that looked
like an ice pick and inserted it through the orbit of the eyes
into the frontal lobes where it was moved back and forth.
The patient had been previously rendered unconscious by
means of a strong electrical shock. By the late 1950s,
fens of thousands of Americans had been subjected to this

"psychosurgery.” According fo some accounts, people felt
reduced tension and anxiety after the surgery; however,
there were many people who died or were permanently
incopacitated affer the lobotomy.  Famous  lobotomy
patients include John F. Kennedy's sister Rosemary. Unbe-
lievably, lobotomy was even performed on patients who
were not aware they were receiving the surgery. The
shocking story of Howard Dully, who was lobotomized
at age 12 and did not find out about the procedure until
much later in life, can be found at

http://www.npr.org/templates/story/story
.php@storyld=5014080 (Helmes & Velamoor,
2009; MSNBC, 2005).
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that all behavior is directed toward a goal. For example, the goal of a rat in a maze
may be to try to find food in that maze. Tolman is sometimes viewed as a forefather
of modern cognitive psychology.

Bandura (1977b) noted that learning appears to result not merely from direct
rewards for behavior, but it also can be social, resulting from observations of the re-
wards or punishments given to others. The ability to learn through observation is
well documented and can be seen in humans, monkeys, dogs, birds, and even fish
(Brown & Laland, 2001; Laland, 2004). In humans, this ability spans all ages; it is
observed in both infants and adults (Mejia-Arauz, Rogoff, & Paradise, 2005). This
view emphasizes how we observe and model our own behavior after the behavior
of others. We learn by example. This consideration of social learning opens the
way to considering what is happening inside the mind of the individual.

The Whole Is More Than the Sum
of Its Parts: Gestalt Psychology

Of the many critics of behaviorism, Gestalt psychologists may have been among the
most avid. Gestalt psychology states that we best understand psychological phenom-
ena when we view them as organized, structured wholes. According to this view, we
cannot fully understand behavior when we only break phenomena down into smal-
ler parts. For example, behaviorists tended to study problem solving by looking for
subvocal processing—they were looking for the observable behavior through which
problem solving can be understood. Gestaltists, in contrast, studied insight, seeking
to understand the unobservable mental event by which someone goes from having
no idea about how to solve a problem to understanding it fully in what seems a mere
moment of time.

The maxim “the whole is more than the sum of its parts” aptly sums up the
Gestalt perspective. To understand the perception of a flower, for example, we
would have to take into account the whole of the experience. We could not under-
stand such a perception merely in terms of a description of forms, colors, sizes, and so
on. Similarly, as noted in the previous paragraph, we could not understand problem
solving merely by looking at minute elements of observable behavior (Kohler, 1927,
1940; Wertheimer, 1945/1959). We will have a closer look at Gestalt principles in
Chapter 3.

Emergence of Cognitive Psychology

In the early 1950s, a movement called the “cognitive revolution” took place in re-
sponse to behaviorism. Cognitivism is the belief that much of human behavior can
be understood in terms of how people think. It rejects the notion that psychologists
should avoid studying mental processes because they are unobservable. Cognitivism
is, in part, a synthesis of earlier forms of analysis, such as behaviorism and Gestalt-
ism. Like behaviorism, it adopts precise quantitative analysis to study how people
learn and think; like Gestaltism, it emphasizes internal mental processes.
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Early Role of Psychobiology

Ironically, one of Watson’s former students, Karl Spencer Lashley (1890-1958),
brashly challenged the behaviorist view that the human brain is a passive organ
merely responding to environmental contingencies outside the individual (Gardner,
1985). Instead, Lashley considered the brain to be an active, dynamic organizer of
behavior. Lashley sought to understand how the macro-organization of the human
brain made possible such complex, planned activities as musical performance, game
playing, and using language. None of these activities were, in his view, readily expli-
cable in terms of simple conditioning.

In the same vein, but at a different level of analysis, Donald Hebb (1949)
proposed the concept of cell assemblies as the basis for learning in the brain. Cell
assemblies are coordinated neural structures that develop through frequent stimula-
tion. They develop over time as the ability of one neuron (nerve cell) to stimulate
firing in a connected neuron increases. Behaviorists did not jump at the opportunity
to agree with theorists like Lashley and Hebb. In fact, behaviorist B. F. Skinner
(1957) wrote an entire book describing how language acquisition and usage could
be explained purely in terms of environmental contingencies. This work stretched
Skinner’s framework too far, leaving Skinner open to attack. An attack was indeed
forthcoming. Linguist Noam Chomsky (1959) wrote a scathing review of Skinner’s
ideas. In his article, Chomsky stressed both the biological basis and the creative
potential of language. He pointed out the infinite numbers of sentences we can
produce with ease. He thereby defied behaviorist notions that we learn language
by reinforcement. Even young children continually are producing novel sentences
for which they could not have been reinforced in the past.

Add a Dash of Technology: Engineering, Computation,
and Applied Cognitive Psychology

By the end of the 1950s, some psychologists were intrigued by the tantalizing notion
that machines could be programmed to demonstrate the intelligent processing of in-
formation (Rychlak & Struckman, 2000). Turing (1950) suggested that soon it
would be hard to distinguish the communication of machines from that of humans.
He suggested a test, now called the “Turing test,” by which a computer program
would be judged as successful to the extent that its output was indistinguishable, by
humans, from the output of humans (Cummins & Cummins, 2000). In other words,
suppose you communicated with a computer and you could not tell that it was a
computer. The computer then passed the Turing test (Schonbein & Bechtel, 2003).

By 1956 a new phrase had entered our vocabulary. Artificial intelligence (AI) is
the attempt by humans to construct systems that show intelligence and, particularly,
the intelligent processing of information (Merriam-Webster’s Collegiate Dictionary,
2003). Chess-playing programs, which now can beat most humans, are examples of
artificial intelligence. However, experts greatly underestimated how difficult it would
be to develop a computer that can think like a human being. Even today, computers
have trouble reading handwriting and understanding and responding to spoken lan-
guage with the ease that humans do.

Many of the early cognitive psychologists became interested in cognitive psy-
chology through applied problems. For example, according to Berry (2002), Donald
Broadbent (1926-1993) claimed to have developed an interest in cognitive



Emergence of Cognitive Psychology 15

<
r |
W@V |

“This problem had been my life's work. | planned to
devote my remaining years to it. It's just been solved
in four seconds.”

psychology through a puzzle regarding AT6 aircraft. The planes had two almost
identical levers under the seat. One lever was to pull up the wheels and the other
to pull up the flaps. Pilots apparently regularly mistook one for the other, thereby
crashing expensive planes upon take-off. During World War II, many cognitive
psychologists, including one of the senior author’s advisors, Wendell Garner, consulted
with the military in solving practical problems of aviation and other fields that arose
out of warfare against enemy forces. Information theory, which sought to understand
people’s behavior in terms of how they process the kinds of bits of information
processed by computers (Shannon & Weaver, 1963), also grew out of problems in
engineering and informatics.

Applied cognitive psychology also has had great use in advertising. John
Watson, after he left Johns Hopkins University as a professor, became an ex-
tremely successful executive in an advertising firm and applied his knowledge of
psychology to reach his success. Indeed, much of advertising has directly used princi-
ples from cognitive psychology to attract customers to products (Benjamin & Baker,
2004).

By the early 1960s, developments in psychobiology, linguistics, anthropology,
and artificial intelligence, as well as the reactions against behaviorism by many
mainstream psychologists, converged to create an atmosphere ripe for revolution.
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Early cognitivists (e.g., Miller, Galanter, & Pribram, 1960; Newell, Shaw, & Simon,
1957b) argued that traditional behaviorist accounts of behavior were inadequate pre-
cisely because they said nothing about how people think. One of the most famous
early articles in cognitive psychology was, oddly enough, on “the magic number
seven.” George Miller (1956) noted that the number seven appeared in many differ-
ent places in cognitive psychology, such as in the literature on perception and
memory, and he wondered whether there was some hidden meaning in its frequent
reappearance. For example, he found that most people can remember about seven
items of information. In this work, Miller also introduced the concept of channel
capacity, the upper limit with which an observer can match a response to informa-
tion given to him or her. For example, if you can remember seven digits presented
to you sequentially, your channel capacity for remembering digits is seven. Ulric
Neisser’s book Cognitive Psychology (Neisser, 1967) was especially critical in bringing
cognitivism to prominence by informing undergraduates, graduate students, and
academics about the newly developing field.

Neisser defined cognitive psychology as the study of how people learn, structure,
store, and use knowledge. Subsequently, Allen Newell and Herbert Simon (1972)
proposed detailed models of human thinking and problem solving from the most
basic levels to the most complex. By the 1970s cognitive psychology was recognized
widely as a major field of psychological study with a distinctive set of research
methods.

In the 1970s, Jerry Fodor (1973) popularized the concept of the modularity of
mind. He argued that the mind has distinct modules, or special-purpose systems, to
deal with linguistic and, possibly, other kinds of information. Modularity implies
that the processes that are used in one domain of processing, such as the linguistic
(Fodor, 1973) or the perceptual domain (Marr, 1982), operate independently of
processes in other domains. An opposing view would be one of domain-general pro-
cessing, according to which the processes that apply in one domain, such as percep-
tion or language, apply in many other domains as well. Modular approaches are
useful in studying some cognitive phenomena, such as language, but have proven
less useful in studying other phenomena, such as intelligence, which seems to draw
upon many different areas of the brain in complex interrelationships.

Curiously, the idea of the mind as modular goes back at least to phrenologist
Franz-Joseph Gall (see Boring, 1950), who in the late eighteenth century believed
that the pattern of bumps and swells on the skull was directly associated with one’s
pattern of cognitive skills. Although phrenology itself was not a scientifically valid
technique, the practice of mental cartography lingered and eventually gave rise to
ideas of modularity based on modern scientific techniques.

CONCEPT

1. What is pragmatism, and how is it related to functionalism?

2. How are associationism and behaviorism both similar and differente
3. What is the fundamental idea behind Gestalt psychology?

4. What is the meaning of modularity of mind?

5. How does cognitivism incorporate elements of the schools that preceded it2
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Cognition and Intelligence

Human intelligence can be viewed as an integrating, or “umbrella” psychological
construct for a great deal of theory and research in cognitive psychology. Intelli-
gence is the capacity to learn from experience, using metacognitive processes to
enhance learning, and the ability to adapt to the surrounding environment. It may
require different adaptations within different social and cultural contexts. People
who are more intelligent tend to be superior in processes such as divided and selec-
tive attention, working memory, reasoning, problem solving, decision making, and
concept formation. So when we come to understand the mental processes involved
in each of these cognitive functions, we also better understand the bases of individ-
ual differences in human intelligence.

What Is Intelligence?

Before you read about how cognitive psychologists view intelligence, test your own
intelligence with the tasks in Inwvestigating Cognitive Psychology: Intelligence.

Each of the tasks in Investigating Cognitive Psychology is believed, at least by some
cognitive psychologists, to require some degree of intelligence. (The answers are at
the end of this section.) Intelligence is a concept that can be viewed as tying to-
gether all of cognitive psychology. Just what is intelligence, beyond the basic defini-
tion? In a recent article, researchers identified approximately 70 different definitions

of intelligence (Legg & Hutter, 2007). In 1921, when the editors of the Journal of

lﬁ’ INVESTIGATING COGNITIVE PSYCHOLOGY
Intelligence

1. Candle is to tallow as tire is to (a) automobile, (b) round, (c) rubber, (d) hollow.
2. Complefe this series: 100%, 0.75, 1/2; (a) whole, (b) one eighth, (c) one fourth.

3. The first three items form one series. Complete the analogous second series that
starts with the fourth item:

1 :é

SN S

[]

0e0®
|
o 1 I J

(a) (b) (c) (d)

4. You are at a parly of fruthellers and liars. The truth-ellers always fell the truth, and
the liars always lie. You meet someone new. He tells you that he just heard a con-
versafion in which a girl said she was a liar. Is the person you met a liar or a fruth-
fellere
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Educational Psychology asked 14 famous psychologists that question, the responses
varied but generally embraced these two themes. Intelligence involves:

1. the capacity to learn from experience, and
2. the ability to adapt to the surrounding environment.

Sixty-five years later, 24 cognitive psychologists with expertise in intelligence research
were asked the same question (Sternberg & Detterman, 1986). They, too, underscored the
importance of learning from experience and adapting to the environment. They also
broadened the definition to emphasize the importance of metacognition—people’s under-
standing and control of their own thinking processes. Contemporary experts also more
heavily emphasized the role of culture. They pointed out that what is considered intelli-
gent in one culture may be considered stupid in another culture (Serpell, 2000).

There are actually a number of cultural differences in the definition of intelligence.
These differences have led to a field of study within intelligence research that examines
understanding of cultural differences in the definition of intelligence. This field explores
what is termed cultural intelligence, or CQ. This term is used to describe a person’s ability
to adapt to a variety of challenges in diverse cultures (Ang et al., 2010; Sternberg &
Grigorenko, 2006; Triandis, 2006). Research also shows that personality variables are
related to intelligence (Ackerman, 1996, 2010). Taken together, this evidence suggests
that a comprehensive definition of intelligence incorporates many facets of intellect.

Definitions of intelligence also frequently take on an assessment-oriented focus.
In fact, some psychologists have been content to define intelligence as whatever it is
that the tests measure (Boring, 1923). This definition, unfortunately, is circular. Ac-
cording to it, the nature of intelligence is what is tested. But what is tested must
necessarily be determined by the nature of intelligence. Moreover, what different
tests of intelligence measure is not always the same thing. Different tests measure
somewhat different constructs (Daniel, 1997, 2000; Kaufman, 2000; Kaufman &
Lichtenberger, 1998). So it is not feasible to define intelligence by what tests mea-
sure, as though they all measured the same thing. By the way, the answers to the
questions in Inwvestigating Cognitive Psychology: Intelligence are:

1. Rubber. Candles are frequently made of tallow, just as tires are frequently made
of (c) rubber.

2. 100%, 0.75, and 1/2 are quantities that successively decrease by 1/4; to complete
the series, the answer is (c) one fourth, which is a further decrease by 1/4.

3. The first series was a circle and a square, followed by two squares and a circle,
followed by three circles and a square; the second series was three triangles and a
square, which would be followed by (b), four squares and a triangle.

4. The person you met is clearly a liar. If the girl about whom this person was talk-
ing were a truth-teller, she would have said that she was a truth-teller. If she
were a liar, she would have lied and said that she was a truth-teller also. Thus,
regardless of whether the girl was a truth-teller or a liar, she would have said
that she was a truth-teller. Because the man you met has said that she said she
was a liar, he must be lying and hence must be a liar.

Three Cognitive Models of Intelligence

There have been many models of intelligence. Three models are particularly useful
when linking human intelligence to cognition: the three-stratum model, the theory
of multiple intelligences, and the triarchic theory of intelligence.
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Carroll: Three-Stratum Model of Intelligence
According to the three-stratum model of intelligence, intelligence comprises a hier-
archy of cognitive abilities comprising three strata (Carroll, 1993):

e Stratum | includes many narrow, specific abilities (e.g., spelling ability, speed of
reasoning).

e Stratum II includes various broad abilities (e.g., fluid intelligence, crystallized
intelligence, short-term memory, long-term storage and retrieval, information-
processing speed).

e Stratum Il is just a single general intelligence (sometimes called g).

Of these strata, the most interesting is the middle stratum, which is neither too
narrow nor too all-encompassing.

In the middle stratum are fluid ability and crystallized ability. Fluid ability is speed
and accuracy of abstract reasoning, especially for novel problems. Crystallized ability is
accumulated knowledge and vocabulary (Cattell, 1971). In addition to fluid intelli-
gence and crystallized intelligence, Carroll includes several other abilities in the
middle stratum. They are learning and memory processes, visual perception, auditory
perception, facile production of ideas (similar to verbal fluency), and speed (which
includes both sheer speed of response and speed of accurate responding). Carroll’s
model is probably the most widely accepted of the measurement-based models of intel-
ligence. You will learn about these processes in later chapters.

Gardner: Theory of Multiple Intelligences

Howard Gardner (1983, 1993b, 1999, 2006) has proposed a theory of multiple
intelligences, in which intelligence comprises multiple independent constructs, not
just a single, unitary construct. However, instead of speaking of multiple abilities
that together constitute intelligence (e.g., Thurstone, 1938), this theory distinguishes
eight distinct intelligences that are relatively independent of each other (Table 1.1).
Each is a separate system of functioning, although these systems can interact to pro-
duce what we see as intelligent performance. Looking at Gardner’s list of intelli-
gences, you might want to evaluate your own intelligences, perhaps rank ordering
your strengths in each.

Gardner does not entirely dismiss the use of psychometric tests. But the base of
evidence used by Gardner (e.g., the existence of exceptional individuals in one area,
brain lesions that destroy a particular kind of intelligence, or core operations that are
essential to performance of a particular intelligence) does not rely on the factor anal-
ysis of various psychometric tests alone. Take a moment to reflect:

e In thinking about your own intelligences, how fully integrated do you believe
them to be?

e How much do you perceive each type of intelligence as depending on any of the
others?

Gardner’s view of the mind is modular. Modularity theorists believe that differ-
ent abilities—such as Gardner’s intelligences—can be isolated as emanating from
distinct portions or modules of the brain. Thus, a major task of existing and future
research on intelligence is to isolate the portions of the brain responsible for each of
the intelligences. Gardner has speculated as to at least some of these locales, but
hard evidence for the existence of these separate intelligences has yet to be pro-
duced. Furthermore, some scientists question the strict modularity of Gardner’s the-
ory (Nettelbeck & Young, 1996). Consider the phenomenon of preserved specific
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Table 1.1 Gardner’s Eight Intelligences

On which of Howard Gardner’s eight intelligences do you show the greatest ability2 In what
confexts can you use your intelligences most effectively? (After Gardner, 1999.)

Type of Intelligence Tasks Reflecting This Type of Intelligence

Linguistic intelligence Used in reading a book; writing a paper, a novel, or a
poem; and understanding spoken words

logicalmathematical intelligence Used in solving math problems, in balancing a check-
book, in solving a mathematical proof, and in logical
reasoning

Spatial intelligence Used in getting from one place to another, in reading

a map, and in packing suitcases in the trunk of a car
so that they all fit info a compact space

Musical intelligence Used in singing a song, composing a sonata, playing
a frumpet, or even appreciating the structure of a piece
of music

Bodily-kinesthefic infelligence Used in dancing, playing basketball, running a mile,
or throwing a javelin

Inferpersonal intelligence Used in relating fo other people, such as when we try
fo understand another person’s behavior, motives, or
emotions

Infrapersonal infelligence Used in understanding ourselves —the basis for under-
standing who we are, what makes us tick, and how
we can change ourselves, given our existing
constraints on our abilities and our interests

Naturalist intelligence Used in understanding patterns in nature

From Multiple Intelligences by Howard Gardner. Copyright © 1993 by Howard Gardner. Reprinted by
permission of Basic Books, a member of Perseus Books, L.L.C.

cognitive functioning in autistic savants. Savants are people with severe social and
cognitive deficits but with corresponding high ability in a narrow domain. They sug-
gest that such preservation fails as evidence for modular intelligences. The narrow
long-term memory and specific aptitudes of savants may not really be intelligent
(Nettelbeck & Young, 1996). Thus, there may be reason to question the intelligence
of inflexible modules.

Sternberg: The Triarchic Theory of Intelligence

Whereas Gardner emphasizes the separateness of the various aspects of intelligence,
Robert Sternberg tends to emphasize the extent to which they work together in his
triarchic theory of human intelligence (Sternberg, 1985a, 1988, 1996b, 1999).
According to the triarchic theory of human intelligence, intelligence comprises
three aspects: creative, analytical, and practical.

e Creative abilities are used to generate novel ideas.
o Analytical abilities ascertain whether your ideas (and those of others) are good
ones.
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® Practical abilities are used to implement the ideas and persuade others of their
value.

Figure 1.3 illustrates the parts of the theory and the interrelationships of the
three parts.

According to the theory, cognition is at the center of intelligence. Information
processing in cognition can be viewed in terms of three different kinds of compo-
nents. First are metacomponents—higher-order executive processes (i.e., metacogni-
tion) used to plan, monitor, and evaluate problem solving. Second are performance
components—Ilower-order processes used for implementing the commands of the
metacomponents. And third are knowledge-acquisition components—the processes
used for learning how to solve the problems in the first place. The components are
highly interdependent.

Suppose that you were asked to write a term paper. You would use metacompo-
nents for higher-order decisions. Thus, you would use them to decide on a topic,
plan the paper, monitor the writing, and evaluate how well your finished product
succeeds in accomplishing your goals for it. You would use knowledge-acquisition
components for research to learn about the topic. You would use performance com-
ponents for the actual writing.

Sternberg and his colleagues performed a comprehensive study testing the va-
lidity of the triarchic theory and its usefulness in improving performance. They
predicted that matching students’ instruction and assessment to their abilities
would lead to improved performance (Sternberg et al., 1996; Sternberg et al.,
1999). Students were selected for one of five ability patterns: high only in analyt-
ical ability, high only in creative ability, high only in practical ability, high in all
three abilities, or not high in any of the three abilities. Then students were as-
signed at random to one of four instructional groups. Instruction in the groups
emphasized either memory-based, analytical, creative, or practical learning. Then the
memory-based, analytical, creative, and practical achievement of all students was

“Apply..."

“Analyze...” “Create...”
“Compare...” “Invent...”
“Evaluate...” =YV S Design...”

Figure 1.3 According to Robert Sternberg, intelligence comprises analytical, creative,
and practical abilities. In analytical thinking, we solve familiar problems by using strategies
that manipulate the elements of a problem or the relationships among the elements (e.g.,
comparing, analyzing). In creative thinking, we solve new kinds of problems that require us
to think about the problem and its elements in a new way (e.g., inventing, designing). In
practical thinking, we solve problems that apply what we know to everyday contexts

(i.e., applying, using).
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assessed. The researchers found that students who were placed in an instructional
condition that matched their strength in terms of pattern of ability outperformed stu-
dents who were mismatched. Thus, the prediction of the experiment was confirmed.
For example, a high-analytical student being placed in an instructional condition
that emphasized analytical thinking outperformed a high-analytical student being
placed in an instructional condition that emphasized practical thinking.

Teaching students to use all of their analytic, creative, and practical abilities has
resulted in improved school achievement for every student, whatever their ability
pattern (Grigorenko, Jarvin, & Sternberg, 2002; Sternberg & Grigorenko, 2004;
Sternberg, Torff, & Grigorenko, 1998). One important consideration in light of
such findings is the need for changes in the assessment of intelligence (Sternberg
& Kaufman, 1996). Current measures of intelligence are somewhat one-sided. They
measure mostly analytical abilities. They involve little or no assessment of creative
and practical aspects of intelligence (Sternberg et al., 2000; Wagner, 2000). A more
well-rounded assessment and instruction system could lead to greater benefits of
education for a wider variety of students—a nominal goal of education.

One attempt to accomplish this goal can be seen through the Rainbow Project.
In the Rainbow Project, students completed the SAT and additional assessments.
These additional assessments included measures of creative and practical as well as
of analytical abilities (Sternberg & the Rainbow Project Collaborators, 2006). The
addition of these supplemental assessments resulted in superior prediction of college
grade point average (GPA) as compared with scores on the SAT and high school
GPA. In fact, the new tests doubled the prediction of first-year college GPA ob-
tained just by the SAT. Moreover, the new assessments substantially reduced differ-
ences in scores among members of diverse ethnic groups.

We have discussed how human intelligence provides a conceptual base for un-
derstanding phenomena in cognitive psychology. What methods do we use to study
these phenomena?

Research Methods in Cognitive Psychology

Researchers employ a variety of research methods. These methods include laboratory
or other controlled experiments, psychobiological research, self-reports, case studies,
naturalistic observation, and computer simulations and artificial intelligence. Each of
these methods will be discussed in detail in this section. To better understand the
specific methods used by cognitive psychologists, one must first grasp the goals of
research in cognitive psychology.

Goals of Research

Briefly, research goals include data gathering, data analysis, theory development,
hypothesis formulation, hypothesis testing, and perhaps even application to settings
outside the research environment. Often researchers simply seek to gather as much
information as possible about a particular phenomenon. They may or may not have
preconceived notions regarding what they may find while gathering the data. Their
research focuses on describing particular cognitive phenomena, such as how people
recognize faces or how they develop expertise.

Data gathering reflects an empirical aspect of the scientific enterprise. Once there
are sufficient data on the cognitive phenomenon of interest, cognitive psychologists
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use various methods for drawing inferences from the data. Ideally, they use multiple
converging types of evidence to support their hypotheses. Sometimes, just a quick
glance at the data leads to intuitive inferences regarding patterns that emerge from
those data. More commonly, however, researchers use various statistical means of an-
alyzing the data.

Data gathering and statistical analysis aid researchers in describing cognitive
phenomena. No scientific pursuit could get far without such descriptions. However,
most cognitive psychologists want to understand more than the what of cognition;
most also seek to understand the how and the why of thinking. That is, researchers
seek ways to explain cognition as well as to describe it. To move beyond descrip-
tions, cognitive psychologists must leap from what is observed directly to what can
be inferred regarding observations.

Suppose that we wish to study one particular aspect of cognition. An example
would be how people comprehend information in textbooks. We usually start with a
theory. A theory is an organized body of general explanatory principles regarding a
phenomenon, usually based on observations. We seek to test a theory and thereby to
see whether it has the power to predict certain aspects of the phenomena with
which it deals. In other words, our thought process is, “If our theory is correct,
then whenever x occurs, outcome y should result.” This process results in the gener-
ation of hypotheses, tentative proposals regarding expected empirical consequences
of the theory, such as the outcomes of research.

Next, we test our hypotheses through experimentation. Even if particular
findings appear to confirm a given hypothesis, the findings must be subjected to
statistical analysis to determine their statistical significance. Statistical significance
indicates the likelihood that a given set of results would be obtained if only chance
factors were in operation. For example, a statistical significance level of .05 would
mean that the likelihood of a given set of data would be a mere 5% if only chance
factors were operating. Therefore, the results are not likely to be due merely to
chance. Through this method we can decide to retain or reject hypotheses.

Once our hypothetical predictions have been experimentally tested and statisti-
cally analyzed, the findings from those experiments may lead to further work. For
example, the psychologist may engage in further data gathering, data analysis, theory
development, hypothesis formulation, and hypothesis testing. Based on the hypothe-
ses that were retained and/or rejected, the theory may have to be revised. In addi-
tion, many cognitive psychologists hope to use insights gained from research to help
people use cognition in real-life situations. Some research in cognitive psychology is
applied from the start. It seeks to help people improve their lives and the conditions
under which they live their lives. Thus, basic research may lead to everyday
applications. For each of these purposes, different research methods offer different
advantages and disadvantages.

Distinctive Research Methods

Cognitive psychologists use various methods to explore how humans think. These
methods include (a) laboratory or other controlled experiments, (b) psychobiological
research, (c) self-reports, (d) case studies, (e) naturalistic observation, and (f) com-
puter simulations and artificial intelligence. See Table 1.2 for descriptions and exam-
ples of each method. As the table shows, each method offers distinctive advantages
and disadvantages.
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' IN THE LAB OF HENRY L. ROEDIGER

The Science of the Mind

In 1620 Sir Francis Bacon wrote: "If you
read a piece of fext through twenty times,
you will not learn it by heart so easily as if
you read it fen times while attempting to re-

cite from time fo time and consulting the fext f

when your memory fails.” How did he know
thate The answer is that he did not know, for
sure, but based his judgment on his own
personal experience. The case is interesting because Ba-
con was one of the originators of the scientific method and
laid out the framework for experimental science.

Science in Bacon's time was applied to the natural
world, what today would be called the physical
sciences (chiefly, physics and chemistry). The idea that
scientific methods could be applied to people was not
even dreamt of and, had the notion been raised, it
would have been hooted down. Human beings were
not dross stuff; they had souls, they had free will —surely
they could not be studied scientifically! It took another
250 years before pioneers would question this assump-
tion and take the brave step to create a science of psy-
chology, the study of the mind. The date usually given is
1879, when Wilhelm VWundt founded the first psychol-
ogy laboratory in Lleipzig, Germany.

Edwin G. Boring, the great historian of psychology,
wrofe that the “application of the experimental method to
the problem of mind is the great outstanding event in the
study of the mind, an event to which no other is compa-
rable” (1929, p. 659). Boring is right, and the textbook
you hold relates the fascinating story of cogpnitive psy-
chology, today’s experimental study of mind.

But what about Bacon's assertion? Does recifing
material really help one learn it more than studying it
This idea seems odd, because in education we think of
studying as being how we leam; and of testing as only
measuring what has been learned.

HENRY L.

ROEDIGER

My students and | have been studying
the possible validity of Bacon's claim in a
variety of experimental contexts (although,
fruth be told, we found the quotation after
the studies were well under way). In our ex-
periments, sfudenfs leam materials (either
simple sefs of words or more complex fext
book passages—the material does not mat-
fer) by various combinations of studying and
festing the material. The general finding is
that refrieval (or reciting, as Bacon called it) during a test
provides a great boost fo later refention, much more so
than repeated studying (Roediger & Karpicke, 20006).

lef's consider just one experiment here fo make the
point. Zaromb and Roediger (2011) gave students lisfs
of words to remember in preparation for a test that would
be given two days later. Students in one condition stud-
ied the material eight times with short breaks, but students
in two other conditions received either two or four tesfs in
place of some of the study frials. If S denotes a study frial
and T denotes a test (or recitation), the three conditions
can be labeled SSSSSSSS, STSSSTSS, or STSTSTSTST.
If studying defermines lafer recall, then the three condi-
fions just listed should be ordered in terms of decreasing
effectiveness (from eight to six to four study frials). How-
ever, if Bacon is right, the condifions should be ordered
in increasing effectiveness for later retention (from zero to
two to four test trials]. The result: the proportion recalled
two days later was .17, .25 and .39 for the three con-
ditions in the order listed above.

Sir Francis Bacon was right: Reciting is more effec-
five than studying (although of course some studying is
required). To my knowledge, no one has done the actual
experiment he suggested (20 frials), but it would make a
fine class project with 20 study trials for one condition or
10 study and 10 fest frials for the other. By the way, self-
festing on material is a good way to study for your
courses (Roediger, McDermott & McDaniel, 2011).

Experiments on Human Behavior

In controlled experimental designs, an experimenter will usually conduct research in a
laboratory setting. The experimenter controls as many aspects of the experimental sit-
uation as possible. There are basically two kinds of variables in any given experiment.
Independent variables are aspects of an investigation that are individually
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manipulated, or carefully regulated, by the experimenter, while other aspects of the in-
vestigation are held constant (i.e., not subject to variation). Dependent variables are
outcome responses, the values of which depend on how one or more independent
variables influence or affect the participants in the experiment. When you tell some
student research participants that they will do very well on a task, but you do not say
anything to other participants, the independent variable is the amount of information
that the students are given about their expected task performance. The dependent
variable is how well both groups actually perform the task—that is, their score on
the math test.

When the experimenter manipulates the independent variables, he or she
controls for the effects of irrelevant variables and observes the effects on the depen-
dent variables (outcomes). These irrelevant variables that are held constant are
called control variables. For example, when you conduct an experiment on people’s
ability to concentrate when subjected to different kinds of background music, you
should make sure that the lighting in the room is always the same, and not some-
times extremely bright and other times dim. The variable of light needs to be held
constant.

Another type of variable is the confounding variable. Confounding variables are a
type of irrelevant variable that has been left uncontrolled in a study. For example,
imagine you want to examine the effectiveness of two problem-solving techniques.
You train and test one group under the first strategy at 6 A.M. and a second group
under the second strategy at 6 .M. In this experiment, time of day would be a con-
founding variable. In other words, time of day may be causing differences in perfor-
mance that have nothing to do with the problem-solving strategy. Obviously, when
conducting research, we must be careful to avoid the influence of confounding
variables.

In implementing the experimental method, experimenters must use a represen-
tative and random sample of the population of interest. They must exert rigorous
control over the experimental conditions so that they know that the observed effects
can be attributed to variations in the independent variable and nothing else. For
example, in the above mentioned experiment, people’s ability to concentrate did
not depend on the general lighting conditions in the room, per se, because during
a few sessions, the sun shone directly into the eyes of the subjects so that they had
trouble seeing.

The experimenter also must randomly assign participants to the treatment and
control conditions. For example, you would not want to end up in an experiment on
concentration with lots of people with ADD—Attention Deficit Disorder—in your
experimental group, but no such people in your control group. If those requisites for
the experimental method are fulfilled, the experimenter may be able to infer proba-
ble causality. This inference is of the effects of the independent variable or variables
(the treatment) on the dependent variable (the outcome) for the given population.

Many different dependent variables are used in cognitive-psychological research.
Two common variables are percent correct (or its additive inverse, error rate) and
reaction time. These measures are popular because they can tell the investigator, re-
spectively, the accuracy and speed of mental processing. Independent and dependent
variables must be chosen with great care, because no matter what processes one is
observing, what is learned from an experiment will depend almost exclusively on
the variables one chooses to isolate from the often complex behavior one is
observing.
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Table 1.2 Research Methods

Cognitive psychologists use controlled experiments, psychobiological research, selfreports, case studies, naturalistic
observation, and computer simulations and artificial intelligence when studying cognitive phenomena.

Method

Description of method

Random assignment of
subjects

Experimental control of
independent variables

Sample size
Sample representativeness

Ecological validity

Information about
individual differences

Strengths

Weaknesses

Examples

Controlled Laboratory
Experiments

Obtain samples of performance at
a particular time and place

Usually
Usually

May be any size
May be representative

Not unlikely; depends on the
task and the confext to which it is
being applied

Usually de-emphasized

e Easy fo administer, score, and do
statistical analyses
e High probability of drawing valid

COUSOl inferences

e Difficulty in generalizing results
beyond a specific place, fime,
and fask setting

® Discrepancies between behavior
in real life and in the laboratory

Karpicke (2009) developed a
laboratory task in which participants
had to leam and recall
Swahili-English word pairs. After
subjects first recalled the meaning
of a word, that pair was either
dropped, presented twice more in a
study period, or presented twice
more in test periods. Subjects took
a final recall test one week later.

Psychobiological Research

Study animal brains and human
brains, using postmortem studies
and various psychobiological

measures or imaging techniques

[see Chapter 2)

Not usually

Varies widely, depending on the
particular fechnique

Often small
Offen not representative

Unlikely under some circumsfances

Yes

¢ “Hard" evidence of cognitive
functions through physiological
activity

Alternative view of cognitive pro-
cesses

Possibility fo develop treatments
for cognitive deficits

e limited accessibility for most
researchers (need appropriafe
subjects and expensive equip-
ment)

Small samples

® Decreased generalizability when
abnormal brains or animal brains
are investigated

New and colleagues (New ef al.,
2009) have found that Borderline
patients with Intermittent Explosive
Disorder responded more aggres-
sively fo a provocation than did
normal confrol subjects. The patients
particularly showed an increase in
glucose consumption in brain areas
associated with emotion like the
amygdala and less activity in
dorsal brain regions that serve to
control aggression.

Self-Reports, such as
Verbal Protocols,
Self-Rating, Diaries

Obtain participants’ reports
of own cognition in
progress or as recollected

Not applicable
Probably not

Probably small
May be representative

Maybe; see strengths
and weaknesses

Yes

® Access fo infrospective
insights from participants’
point of view

Inability to report on
processes occurring
outside conscious
awareness

® Verbal protocols &
self-ratings: May
influence cognitive
process being reported

Recollections:
Discrepancies between
actual cognition and
recollected cognitive
processes and products

In a study about the relation
between cortisol levels
(which are stress-dependent)
and sleep, self-rated health,
and sfress, participants kept
diaries and collected saliva
samples over four weeks
(Dahlgren ef al., 2009).
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Case Studies

Engage in intensive study of single
individuals, drawing general
conclusions about behavior

Highly unlikely
Highly unlikely

Almost certain to be small
Not likely to be representative

High ecological validity for individual
cases; lower generalizability to others

Yes; richly detailed information regard-
ing individuals

e Access fo detailed information about
individuals, including historical and
current confexts

* May lead to specialized applica-
tions for special groups [e.g., prodi-
gies, persons with brain damage)

* Applicability to other persons

e limited generalizability due to small
sample size and nonrepresentative-
ness of sample

A case study with a breast cancer
patient showed that a new technique
(problem-solving therapy) can reduce
anxiety and deFression in cancer

patients (Carvalho & Hopko, 2009).

Naturalistic Observations

Observe realife situations, as in
classrooms, work seffings, or homes

Not applicable
No

Probably small
May be representative
Yes

Possible, but emphasis is on
environmental distinctions, not on
individual differences

® Access to rich contextual information

® lack of experimental control

e Possible influence on behavior due
fo presence of observer

A study using questionnaires and
observation found that Mexicans on
average consider themselves less
sociable than U.S. Americans consider
themselves; however, Mexicans
behave much more sociably than

U.S. Americans in their everyday lives
(Ramirez-Esparza et al., 2009).

Computer Simulations and
Arificial Intelligence

Simulations: Attempt to make
computers simulate human cognitive
performance on various tasks

Al: Attempt to make computers
demonstrate intelligent cognitive
performance, regardless of whether
the process resembles human
cognitive processing

Not applicable
Full control of variables of interest

Not applicable
Not applicable
Not applicable

Not applicable

e Exploration of possibilities for
modeling cognitive processes

e Allows clear hypothesis testing

* Wide range of practical applications
le.g., robotics for performing
dangerous tasks)

e limitations imposed by the hardware
i.e., the computer circuitry) and the
software (i.e., the programs written
by the researchers)

e Simulations may imperfectly model
the way that the human brain thinks

Simulations: Through defailed
computations, David Marr (1982)
affempted to simulate human visual
perception and proposed a theory of
visual perception based on his
computer models.

Al: Various Al programs have been
written that can demonstrate expertise
(e.g., playing chess), but they probably
do so via different processes than those
used by human experts.
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Psychologists who study cognitive processes with reaction time often use the
subtraction method, which involves estimating the time a cognitive process takes by
subtracting the amount of time information processing takes with the process from
the time it takes without the process (Donders, 1868/1869). If you are asked to scan
the words dog, cat, mouse, hamster, chipmunk and to say whether the word chipmunk
appears in it, and then are asked to scan dog, cat, mouse, hamster, chipmunk, lion and
to say whether lion appears, the difference in the reaction times might be taken, by
some models of mental processing, roughly to indicate the amount of time it takes to
process each stimulus.

Suppose the outcomes in the treatment condition show a statistically significant
difference from the outcomes in the control condition. The experimenter then can
infer the likelihood of a causal link between the independent variable(s) and the
dependent variable. Because the researcher can establish a likely causal link between
the given independent variables and the dependent variables, controlled laboratory
experiments offer an excellent means of testing hypotheses.

Suppose that we wanted to see whether loud, distracting noises influence the
ability to perform well on a particular cognitive task (e.g., reading a passage from a
textbook and responding to comprehension questions). Ideally, we first would select
a random sample of participants from within our total population of interest. We
then would randomly assign each participant to a treatment condition or a control
condition. Then we would introduce some distracting loud noises to the participants
in our treatment condition. The participants in our control condition would not re-
ceive this treatment. We would present the cognitive task to participants in both
the treatment condition and the control condition and then measure their perfor-
mance by some means (e.g., speed and accuracy of responses to comprehension ques-
tions). Finally, we would analyze our results statistically. We thereby would examine
whether the difference between the two groups reached statistical significance.

Suppose the participants in the treatment condition showed poorer performance
at a statistically significant level than the participants in the control condition. We
might infer that loud, distracting noises influenced the ability to perform well on this
particular cognitive task.

In cognitive-psychological research, though the dependent variables may be quite
diverse, they often involve various outcome measures of accuracy (e.g., frequency of
errors), of response times, or of both. Among the myriad possibilities for independent
variables are characteristics of the situation, of the task, or of the participants.
For example, characteristics of the situation may involve the presence versus the
absence of particular stimuli or hints during a problem-solving task. Characteristics of
the task may involve reading versus listening to a series of words and then responding
to comprehension questions. Characteristics of the participants may include age differ-
ences, differences in educational status, or differences based on test scores.

On the one hand, characteristics of the situation or task may be manipulated
through random assignment of participants to either the treatment or the control
group. On the other hand, characteristics of the participant are not easily manipu-
lated experimentally. For example, suppose the experimenter wants to study the
effects of aging on speed and accuracy of problem solving. The researcher cannot
randomly assign participants to various age groups because people’s ages cannot be
manipulated (although participants of various age groups can be assigned at random
to various experimental conditions). In such situations, researchers often use other
kinds of studies, for example, studies involving correlation (a statistical relationship
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between two or more attributes, such as characteristics of the participants or of a
situation). Correlations are usually expressed through a correlation coefficient
known as Pearson’s r. Pearson’s r is a number that can range from —1.00 (a negative
correlation) to O (no correlation) to 1.00 (a positive correlation).

A correlation is a description of a relationship. The correlation coefficient de-
scribes the strength of the relationship. The closer the coefficient is to 1 (either
positive or negative), the stronger the relationship between the variables is. The
sign (positive or negative) of the coefficient describes the direction of the relation-
ship. A positive relationship indicates that as one variable increases (e.g., vocabu-
lary size), another variable also increases (e.g., reading comprehension). A
negative relationship indicates that as the measure of one variable increases (e.g.,
fatigue), the measure of another decreases (e.g., alertness). No correlation—that is,
when the coefficient is O—indicates that there is no pattern or relationship in the
change of two variables (e.g., intelligence and earlobe length). In this final case,
both variables may change, but the variables do not vary together in a consistent
pattern.

Correlational studies are often the method of choice when researchers do not
want to deceive their subjects by using manipulations in an experiment or when
they are interested in factors that cannot be manipulated ethically (e.g., lesions in
specific parts of the human brain). However, because researchers do not have any
control over the experimental conditions, causality cannot be inferred from correla-
tional studies.

Findings of statistical relationships are highly informative. Their value should
not be underrated. Also, because correlational studies do not require the random
assignment of participants to treatment and control conditions, these methods may

sl or
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“He’s pretiy good at rote categorization and single-object relational tasks,
but he’s not so hot at differentiating between representational and
associational signs, and he’s very weak on syntax.”


www.Cartoonbank.com

30

CHAPTER 1 e Introduction to Cognitive Psychology

be applied flexibly. However, correlational studies generally do not permit unequiv-
ocal inferences regarding causality. As a result, many cognitive psychologists strongly
prefer experimental data to correlational data.

Psychobiological Research

Through psychobiological research, investigators study the relationship between cogni-
tive performance and cerebral events and structures. Chapter 2 describes various spe-
cific techniques used in psychobiological research. These techniques generally fall
into three categories:

e techniques for studying an individual’s brain postmortem (after the death of an
individual), relating the individual’s cognitive function prior to death to observ-
able features of the brain;

¢ techniques for studying images showing structures of or activities in the brain of
an individual who is known to have a particular cognitive deficit;

¢ techniques for obtaining information about cerebral processes during the normal
performance of a cognitive activity.

Postmortem studies offered some of the first insights into how specific lesions
(areas of injury in the brain) may be associated with particular cognitive deficits.
Such studies continue to provide useful insights into how the brain influences cogni-
tive function. Recent technological developments also increasingly enable research-
ers to study individuals with known cognitive deficits in vivo (while the individual is
alive). The study of individuals with abnormal cognitive functions linked to cerebral
damage often enhances our understanding of normal cognitive functions.

Psychobiological researchers also study normal cognitive functioning by studying
cerebral activity in animal participants. Researchers often use animals for experi-
ments involving neurosurgical procedures that cannot be performed on humans
because such procedures would be difficult, unethical, or impractical. For example,
studies mapping neural activity in the cortex have been conducted on cats and
monkeys (e.g., psychobiological research on how the brain responds to visual stimuli;
see Chapter 3).

Can cognitive and cerebral functioning of animals and of abnormal humans be
generalized to apply to the cognitive and cerebral functioning of normal humans?
Psychobiologists have responded to these questions in various ways. For some kinds
of cognitive activity, the available technology permits researchers to study the
dynamic cerebral activity of normal human participants during cognitive processing
(see the brain-imaging techniques described in Chapter 2).

Self-Reports, Case Studies, and Naturalistic Observation

Individual experiments and psychobiological studies often focus on precise specifica-
tion of discrete aspects of cognition across individuals. To obtain richly textured
information about how particular individuals think in a broad range of contexts,
researchers may use other methods. These methods include:

e self-reports (an individual’s own account of cognitive processes);
case studies (in-depth studies of individuals); and
naturalistic observation (detailed studies of cognitive performance in everyday
situations and nonlaboratory contexts).



Research Methods in Cognitive Psychology 31

Experimental research is most useful for testing hypotheses; however, research
based on self-reports, case studies, and naturalistic observation is often particu-
larly useful for the formulation of hypotheses. These methods are also useful to
generate descriptions of rare events or processes that we have no other way to
measure.

In very specific circumstances, these methods may provide the only way to
gather information. An example is the case of Genie, a gitl who was locked in a
room until the age of 13 and thus provided with severely limited social and sensory
experiences. As a result of her imprisonment, Genie had severe physical impairments
and no language skills. Through case-study methods, information was collected
about how she later began to learn language (Fromkin et al., 1974; Jones, 1995; La-
Pointe, 2005). It would have been unethical experimentally to deny a person any
language experience for the first 13 years of life. Therefore, case-study methods are
the only reasonable way to examine the results of someone being denied language
and social exposure.

Similarly, traumatic brain injury cannot be manipulated in humans in the
laboratory. Therefore, when traumatic brain injury occurs, case studies are the
only way to gather information. For example, consider the case of Phineas
Gage, a railroad worker who, in 1848, had a large metal spike driven through
his frontal lobes in a freak accident (Torregrossa, Quinn, & Taylor, 2008; see
also Figure 1.4). Surprisingly, Mr. Gage survived. His behavior and mental pro-
cesses were drastically changed by the accident, however. Obviously, we cannot
insert large metal rods into the brains of experimental participants. Therefore, in
the case of traumatic brain injury, we must rely on case-study methods to gather
information.

The reliability of data based on self-reports depends on the candor of the
participants. A participant may misreport information about his or her cognitive
processes for a variety of reasons. These reasons can be intentional or unintentional.
Intentional misreports can include trying to edit out unflattering information.

BSIP / Photo Researchers, Inc.

Figure 1.4 When an explosion forced an iron rod through his head, Phineas Gage sus-
tained frontal lobe damage. Gage was the subject of case studies both during his life and
after his death.
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Unintentional misreports may involve not understanding the question or not remem-
bering the information accurately. For example, when a participant is asked about the
problem-solving strategies he or she used in high school, the participant may not
remember. The participant may try to be completely truthful in his or her reports. But
reports involving recollected information (e.g., diaries, retrospective accounts, ques-
tionnaires, and surveys) are notably less reliable than reports provided during the cogni-
tive processing under investigation. The reason is that participants sometimes forget
what they did.

In studying complex cognitive processes, such as problem solving or decision
making, researchers often use a verbal protocol. In a werbal protocol, the partici-
pants describe aloud all their thoughts and ideas during the performance of a given
cognitive task (e.g., “I like the apartment with the swimming pool better, but I
can’t really afford it, so I might have to choose the one without the swimming
pool.”).

An alternative to a verbal protocol is for participants to report specific infor-
mation regarding a particular aspect of their cognitive processing. For example,
consider a study of insightful problem solving (see Chapter 11). Participants were
asked at 15-second intervals to report numerical ratings indicating how close they
felt they were to reaching a solution to a given problem. Unfortunately, even these
methods of self-reporting have their limitations. What kind of limitations? Cogni-
tive processes may be altered by the act of giving the report (e.g., processes involv-
ing brief forms of memory; see Chapter 5). Or, cognitive processes may occur
outside of conscious awareness (e.g., processes that do not require conscious atten-
tion or that take place so rapidly that we fail to notice them; see Chapter 4). To
get an idea of some of the difficulties with self-reports, carry out the following In-
vestigating Cognitive Psychology: Self-Reports tasks. Reflect on your experiences with
self-reports.

Case studies (e.g., an in-depth study of individuals who are exceptionally gifted)
and naturalistic observations (such as detailed observations of the performance of
employees operating in nuclear power plants) may be used to complement findings
from laboratory experiments. These two methods of cognitive research offer high
ecological validity, the degree to which particular findings in one environmental

ﬁ INVESTIGATING COGNITIVE PSYCHOLOGY
Self-Reports

1. Without looking at your shoes, try reporting aloud the various steps involved in tying
your shoe.

2. Recall aloud what you did on your last birthday.

3. Now, actually tie your shoe (or something else, such as a string tied around a fable
leg), reporting aloud the steps you fake. Do you notice any differences between
fask 1 and task 32

4. Report aloud how you pulled into consciousness the steps involved in tying your
shoe or your memories of your last birthday. Can you report exactly how you pulled
the information into conscious awareness? Can you report which part of your brain
was most active during each of these faskse
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context may be considered relevant outside of that context. As you probably know,
ecology is the study of the interactive relationship between an organism (or organ-
isms) and its environment. Many cognitive psychologists seek to understand the in-
teractive relationship between human thought processes and the environments in
which humans are thinking. Sometimes, cognitive processes that are commonly
observed in one setting (e.g., in a laboratory) are not identical to those observed in
another setting (e.g., in an air-traffic control tower or a classroom).

Computer Simulations and Artificial Intelligence

Digital computers played a fundamental role in the emergence of the study of
cognitive psychology. One kind of influence is indirect—through models of human
cognition based on models of how computers process information. Another kind is
direct—through computer simulations and artificial intelligence.

In computer simulations, researchers program computers to imitate a given human
function or process. Examples are performance on particular cognitive tasks (e.g., ma-
nipulating objects within three-dimensional space) and performance of particular
cognitive processes (e.g., pattern recognition). Some researchers have attempted to
create computer models of the entire cognitive architecture of the human mind. Their
models have stimulated heated discussions regarding how the human mind may func-
tion as a whole (see Chapter 8). Sometimes the distinction between simulation and
artificial intelligence is blurred. For example, certain programs are designed to simulate
human performance and to maximize functioning simultaneously.

Consider a computer program that plays chess. There are two entirely different
ways to conceptualize how to write such a program. One is known as brute force:
A researcher constructs an algorithm that considers extremely large numbers of
moves in a very short time, potentially beating human players simply by virtue of
the number of moves it considers and the future potential consequences of these
moves. The program would be viewed as successful to the extent that it beat the
best humans. This kind of artificial intelligence does not seek to represent how
humans function, but done well, it can produce a program that plays chess at the
highest possible level.

An alternative approach, simulation, looks at how chess grand masters solve
chess problems and then seeks to function the way they do. The program would be
successful if it chose, in a sequence of moves in a game, the same moves that the
grand master would choose. It is also possible to combine the two approaches, pro-
ducing a program that generally simulates human performance but can use brute
force as necessary to win games.

Putting It All Together

Cognitive psychologists often broaden and deepen their understanding of cognition
through research in cognitive science. Cognitive science is a cross-disciplinary field
that uses ideas and methods from cognitive psychology, psychobiology, artificial in-
telligence, philosophy, linguistics, and anthropology (Nickerson, 2005; Von Eckardt,
2005). Cognitive scientists use these ideas and methods to focus on the study of how
humans acquire and use knowledge.

Cognitive psychologists also profit from collaborations with other kinds of psy-
chologists. Examples are social psychologists (e.g., in the cross-disciplinary field of
social cognition), psychologists who study motivation and emotion, and engineering
psychologists (i.e., psychologists who study human-machine interactions), but also



34

CHAPTER 1 e Introduction to Cognitive Psychology

clinical psychologists who are interested in psychological disorders. There is also
close exchange and collaboration with a number of other related fields. Psychiatrists
are interested in how the brain works and how it influences our thinking, feeling,
and reasoning. Anthropologists in turn may explore how reasoning and perception
processes differ from one culture to the next. Computer specialists try to develop
computer interfaces that are highly efficient, given the way humans perceive and
process information. Traffic planners can use information from cognitive psychology
to plan and construct traffic situations that result in a maximal overview for traffic
participants and therefore, hopefully, fewer accidents.

CONCEPT

1. What is the meaning of “sfatistical significance”2

2. How do independent and dependent variables differ2

3. Why is the experimental method uniquely suited to drawing causal inferences?e
4. \What are some of the advantages and disadvantages of the case-study method?

5. How does a theory differ from a hypothesise

Fundamental Ideas in Cognitive Psychology

Certain fundamental ideas keep emerging in cognitive psychology, regardless of the
particular phenomenon one studies. Here are what might be considered five funda-
mental ideas. These ideas crosscut some of the Key Themes listed at the end of this
chapter.

1. Empirical data and theories are both important—data in cognitive psychology can be
fully understood only in the context of an explanatory theory, and theories are empty
without empirical data.

Theories give meaning to data. Suppose that we know that people’s ability to
recognize information that they have seen is better than their ability to recall
such information. As an example, they are better at recognizing whether they
heard a word said on a list than they are at recalling the word without the
word being given. This is an interesting empirical generalization, but it does
not, in the absence of an underlying theory, provide explanation. Another
important goal of science is also prediction. Theory can suggest under which
circumstances limitations to the generalization should occur. Theory thus assists
both in explanation and in prediction.

At the same time, theory without data is empty. Almost anyone can sit in an
armchair and propose a theory—even a plausible-sounding one. Science, how-
ever, requires empirical testing of such theories. Thus, theories and data depend
on each other. Theories generate data collections, which help correct theories,
which then lead to further data collections, and so forth.

2. Cognition is generally adaptive, but not in dll specific instances.

We can perceive, learn, remember, reason, and solve problems with great accu-
racy. And we do so even though we are constantly distracted by a plethora of
stimuli. The same processes, however, that lead us to perceive, remember, and



Fundamental Ideas in Cognitive Psychology 35

reason accurately in most situations also can lead us astray. Our memories and
reasoning processes, for example, are susceptible to certain well-identified, sys-
tematic errors. For example, we tend to overvalue information that is easily
available to us. While this tendency generally helps us to make cognitive pro-
cesses more efficient, we do this even when this information is not optimally
relevant to the problem at hand.

. Cognitive processes interact with each other and with noncognitive processes.
Although cognitive psychologists try to study and often to isolate the function-
ing of specific cognitive processes, they know that these processes work together.
For example, memory processes depend on perceptual processes. What you
remember depends in part on what you perceive. But noncognitive processes
also interact with cognitive ones. For example, you learn better when you are
motivated to learn. Cognitive psychologists therefore seek to study cognitive
processes not only in isolation but also in their interactions with each other
and with noncognitive processes.

One of the most exciting areas of cognitive psychology today is at the inter-
face between cognitive and biological levels of analysis. In recent years, it has
become possible to localize activity in the brain associated with various kinds
of cognitive processes. However, one has to be careful about assuming that the
biological activity is causal of the cognitive activity. Research shows that learn-
ing that causes changes in the brain—in other words, cognitive processes—can
affect biological structures just as biological structures can affect cognitive pro-
cesses. The cognitive system does not operate in isolation. It works in interac-
tion with other systems.

. Cognition needs to be studied through a variety of scientific methods.

There is no one right way to study cognition. All cognitive processes need to be
studied through a variety of methods. The more different kinds of techniques
that lead to the same conclusion, the higher the confidence one can have in
that conclusion. For example, suppose studies of reaction times, error rates, and
patterns of individual differences all lead to the same conclusion. Then one can
have much more confidence in the conclusion than if only one method led to
that conclusion.

All these methods, however, must be scientific. They enable us to disconfirm our

expectations when those expectations are wrong. Nonscientific methods do not
have this feature. For example, methods of inquiry that simply rely on faith or au-
thority to determine truth may have value in our lives, but they are not scientific.
. All basic research in cognitive psychology may lead to applications, and all applied
research may lead to basic understandings.
But the truth is, the distinction between basic and applied research often is not
clear at all. Research that seems like it will be basic often leads to immediate ap-
plications. Similarly, research that seems like it will be applied sometimes leads
quickly to basic understandings. For example, a basic finding from research on
memory is that learning is superior when it is spaced out over time rather than
crammed into a short time interval. This basic finding has an immediate applica-
tion to study strategies. At the same time, research on eyewitness testimony,
which seems on its face to be very applied, has enhanced our basic understanding
of memory systems and of the extent to which humans construct their own
memories.
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In this book, we emphasize the underlying common ideas and organizing themes
across cognitive psychology, rather than simply to state the facts. We follow this
path to help you perceive large, meaningful patterns within the domain of cognitive
psychology. We also try to give you some idea of how cognitive psychologists think
and how they structure their field in their day-to-day work. We hope that this ap-
proach will help you to contemplate problems in cognitive psychology at a deeper
level than might otherwise be possible. Ultimately, the goal of cognitive psycholo-
gists is to understand not only how people may think in their laboratories but also
how they think in their everyday lives.

Key Themes in Cognitive Psychology

If we review the important ideas in this chapter, we discover some of the major
themes that underlie cognitive psychology, such as nature vs. nurture and rational-
ism vs. empiricism. These, and the other key themes listed here, address the core of
the nature of the human mind. These themes appear again and again in the study of
cognitive psychology.

As you read each chapter, think of the topics in terms of how they relate to the
major themes in cognitive psychology. You will be encountering these themes
throughout this text and can review them in each chapter’s Key Themes section.

Note that these questions can be posed in the “either/or” form of thesis/anti-
thesis or in the “both/and” form of a synthesis of views or methods. The synthesis
view often proves more useful than one extreme position or another. For example,
our nature may provide an inherited framework for our distinctive characteristics
and patterns of thinking and acting. But our nurture may shape the specific ways
in which we flesh out that framework.

We may use empirical methods for gathering data and for testing hypotheses.
But we may use rationalist methods for interpreting data, constructing theories, and
formulating hypotheses based on theories. Our understanding of cognition deepens
when we consider both basic research into fundamental cognitive processes and ap-
plied research regarding effective uses of cognition in real-world settings. Syntheses
are constantly evolving. What today may be viewed as a synthesis may be viewed
tomorrow as an extreme position or vice versa.

Remember, each of the topics in this text (perception, memory, and so on) can
be examined using these seven major themes in cognitive psychology:

1. Nature versus nurture

Thesis/Antithesis: Which is more influential in human cognition—nature or
nurture? If we believe that innate characteristics of human cognition are more
important, we might focus our research on studying innate characteristics of cog-
nition. If we believe that the environment plays an important role in cognition,
we might conduct research exploring how distinctive characteristics of the envi-
ronment seem to influence cognition.

Synthesis: We can explore how covariations and interactions in the environment
(e.g., an impoverished environment) adversely affect someone whose genes oth-
erwise might have led to success in a variety of tasks.

2. Rationalism versus empiricism
Thesis/Antithesis: How should we discover the truth about ourselves and about
the world around us? Should we do so by trying to reason logically, based on
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Well, you walk like a duck, you quack like a duck...
May I ask who brought you up?

Hagen/www.CartoonStock.com

Nature vs. nurture: Both our genes and our envivonment may influence what we are, how we behave,
and how we think.

what we already know? Or should we do so by observing and testing our
observations of what we can perceive through our senses?

Synthesis: We can combine theory with empirical methods to learn the most we
can about cognitive phenomena.

3. Structures versus processes
Thesis/Antithesis: Should we study the structures (contents, attributes, and pro-
ducts) of the human mind? Or should we focus on the processes of human
thinking?
Synthesis: We can explore how mental processes operate on mental structures.

4. Domain generality versus domain specificity
Thesis/Antithesis: Are the processes we observe limited to single domains, or are
they general across a variety of domains? Do observations in one domain apply
also to all domains, or do they apply only to the specific domains observed?
Synthesis: We can explore which processes might be domain-general and which
might be domain-specific.

5. Validity of causal inferences versus ecological validity
Thesis/Antithesis: Should we study cognition by using highly controlled experi-
ments that increase the probability of valid inferences regarding causality? Or
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should we use more naturalistic techniques, which increase the likelihood of
obtaining ecologically valid findings but possibly at the expense of experimental
control?

Synthesis: We can combine a variety of methods, including laboratory methods
and more naturalistic ones, so as to converge on findings that hold up, regardless
of the method of study.

6. Applied versus basic research

Thesis/Antithesis: Should we conduct research into fundamental cognitive pro-
cesses! Or should we study ways in which to help people use cognition effec-
tively in practical situations?

Synthesis: We can combine the two kinds of research dialectically so that basic
research leads to applied research, which leads to further basic research, and
SO On.

7. Biological versus behavioral methods

Thesis/Antithesis: Should we study the brain and its functioning directly, perhaps
even scanning the brain while people are performing cognitive tasks? Or should
we study people’s behavior in cognitive tasks, looking at measures such as per-
cent correct and reaction time?

Synthesis: We can try to synthesize biological and behavioral methods so that we
understand cognitive phenomena at multiple levels of analysis.

Summary
1.

What is cognitive psychology? Cognitive psy-
chology is the study of how people perceive,
learn, remember, and think about information.
How did psychology develop as a science? Be-
ginning with Plato and Aristotle, people have
contemplated how to gain understanding of the
truth. Plato held that rationalism offers the clear
path to truth, whereas Aristotle espoused empir-
icism as the route to knowledge. Centuries later,
Descartes extended Plato’s rationalism, whereas
Locke elaborated on Aristotle’s empiricism.
Kant offered a synthesis of these apparent oppo-
sites. Decades after Kant proposed his synthesis,
Hegel observed how the history of ideas seems to
progress through a dialectical process.

. How did cognitive psychology develop from

psychology? By the twentieth century, psychol-
ogy had emerged as a distinct field of study.
Wundt focused on the structures of the mind
(leading to structuralism), whereas James and De-
wey focused on the processes of the mind
(functionalism).

Emerging from this dialectic was association-
ism, espoused by Ebbinghaus and Thorndike. It

paved the way for behaviorism by underscoring
the importance of mental associations. Another
step toward behaviorism was Pavlov’s discovery
of the principles of classical conditioning.
Watson, and later Skinner, were the chief pro-
ponents of behaviorism. It focused entirely on
observable links between an organism’s behav-
ior and particular environmental contingencies
that strengthen or weaken the likelihood that
particular behaviors will be repeated. Most
behaviorists dismissed entirely the notion that
there is merit in psychologists trying to under-
stand what is going on in the mind of the indi-
vidual engaging in the behavior.

However, Tolman and subsequent behavior-
ist researchers noted the role of cognitive pro-
cesses in influencing behavior. A convergence
of developments across many fields led to the
emergence of cognitive psychology as a discrete
discipline, spearheaded by such notables as
Neisser.

. How have other disciplines contributed to the

development of theory and research in cogni-
tive psychology? Cognitive psychology has



roots in philosophy and physiology. They merged
to form the mainstream of psychology. As a dis-
crete field of psychological study, cognitive psy-
chology also profited from cross-disciplinary
investigations.

Relevant fields include linguistics (e.g., How
do language and thought interact?), biological
psychology (e.g., What are the physiological
bases for cognition?), anthropology (e.g.,
What is the importance of the cultural context
for cognition?), and technological advances like
artificial intelligence (e.g., How do computers
process information?).

. What methods do cognitive psychologists use to
study how people think? Cognitive psychologists
use a broad range of methods, including experi-
ments, psychobiological techniques, self-reports,
case studies, naturalistic observation, and com-
puter simulations and artificial intelligence.

. What are the current issues and various fields
of study within cognitive psychology? Some of
the major issues in the field have centered on
how to pursue knowledge. Psychological work
can be done:

® by using both rationalism (which is the basis
for theory development) and empiricism
(which is the basis for gathering data);
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® by underscoring the importance of cognitive
structures and of cognitive processes;

¢ by emphasizing the study of domain-general
and of domain-specific processing;

e by striving for a high degree of experimental
control (which better permits causal infer-
ences) and for a high degree of ecological
validity (which better allows generalization
of findings to settings outside of the
laboratory);

® by conducting basic research seeking funda-
mental insights about cognition and applied
research seeking effective uses of cognition
in real-world settings.

Although positions on these issues may appear to
be diametrical opposites, often apparently antithet-
ical views may be synthesized into a form that offers
the best of each of the opposing viewpoints.

Cognitive psychologists study biological bases
of cognition as well as attention, consciousness,
perception, memory, mental imagery, language,
problem solving, creativity, decision making,
reasoning, developmental changes in cognition
across the life span, human intelligence, artifi-
cial intelligence, and various other aspects of
human thinking.

Thinking about Thinking: Analytical, Creative,
and Practical Questions

1. Describe the major historical schools of psy-
chological thought leading up to the develop-
ment of cognitive psychology.

2. Describe some of the ways in which philosophy,
linguistics, and artificial intelligence have con-
tributed to the development of cognitive
psychology.

research methods described in this chapter.
Highlight both the advantages and the disad-
vantages of using this particular method for your
investigation.

6. This chapter describes cognitive psychology as
the field is at present. How might you speculate
that the field will change in the next 50 years?

3. Compare and contrast the influences of Plato 7. How might an insight gained from basic
and Aristotle on psychology. research lead to practical uses in an everyday

4. Analyze how various research methods in cog- setting?
nitive psychology reflect empiricist and ratio- 8. How might an insight gained from applied
nalist approaches to gaining knowledge. research lead to a deepened understanding of

5. Design a rough sketch of a cognitive- the fundamental features of cognition?
psychological investigation involving one of the
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Here are some of the questions we will explore in this chapter:

1.

What are the fundamental structures and processes within the brain@

2. How do researchers study the major structures and processes of the brain?

3. What have researchers found as a result of studying the brain?

B BELIEVE IT OR NOT

Doks Your BraiN Use Less Power THAN Your Desk Lamp?
The brain is one of the premier users of energy in the
human body. As much as 20% of the energy in your
body is consumed by your brain, although it accounts
only for about 2% of your body mass. This may come
as no surprise, given that you need your brain for almost
anything you do, from moving your legs to walk o read-
ing this book, to talking to your friend on the phone. Even
seeing what is right in front of your eyes takes a huge
amount of processing by the brain, as you will see in
Chapter 3. And yet, for all the amazing things your brain

achieves, it does nof use much more energy than your
computer and monifor when they are “asleep.” It is esti-
mated that your brain uses about 12-20 waitts of power.
Your sleeping computer consumes about 10 watts when
it's on, and 150 watts together with its monitor or even
more. Even the lamp on your desk uses more power than
your brain. Your brain performs many more tasks than
your desk lamp or computer. Just think about all you'd
have to eat if your brain consumed as much energy as
those devices (Drubach, 1999). You'll learn more about
how your brain works in this chapfer.

Our brains are a central processing unit for everything we do. But how do our brains
relate to our bodies? Are they connected or separate? Do our brains define who we are?
An ancient legend from India (Rosenzweig & Leiman, 1989) tells of Sita. She marries
one man but is attracted to another. These two frustrated men behead themselves. Sita,
bereft of them both, desperately prays to the goddess Kali to bring the men back to life.
Sita is granted her wish. She is allowed to reattach the heads to the bodies. In her rush
to bring the two men back to life, Sita mistakenly switches their heads. She attaches
them to the wrong bodies. Now, to whom is she married? Who is who?

The mind-body issue has long interested philosophers and scientists. Where is the
mind located in the body, if at all? How do the mind and body interact? How are we
able to think, speak, plan, reason, learn, and remember? What are the physical bases
for our cognitive abilities? These questions all probe the relationship between
cognitive psychology and neurobiology. Some cognitive psychologists seek to answer
such questions by studying the biological bases of cognition. Cognitive psychologists
are especially concerned with how the anatomy (physical structures of the body) and
the physiology (functions and processes of the body) of the nervous system affect and
are affected by human cognition.

Cognitive neuroscience is the field of study linking the brain and other aspects of

the nervous system to cognitive processing and, ultimately, to behavior. The brain is
the organ in our bodies that most directly controls our thoughts, emotions, and
motivations (Gloor, 1997; Rockland, 2000; Shepherd, 1998). Figure 2.1 shows
photos of what the brain actually looks like. We usually think of the brain as being
at the top of the body’s hierarchy—as the boss, with various other organs responding
to it. Like any good boss, however, it listens to and is influenced by its subordinates,
the other organs of the body. Thus, the brain is reactive as well as directive.
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Harvard University Gazette photo by Jon Chase

© A. Glauberman,/Photo Researchers, Inc.

(b)

Figure 2.1 The Brain.

What does a brain actually look like2 Here you can see side (a) and top (b) views of a human brain. Subsequent
figures and schematic pictures (i.e., simplified diagrams) point out in more detail some of the main features of the brain.

A major goal of present research on the brain is to study localization of function.
Localization of function refers to the specific areas of the brain that control specific
skills or behaviors. Facts about particular brain areas and their function are
interspersed throughout this chapter and also throughout the whole book.

Our exploration of the brain starts with the anatomy of the brain. We will look at
the gross anatomy of the brain as well as at neurons and the ways in which
information is transmitted in the brain. Then we will explore the methods scientists
use to examine the brain, its structures, and functions. And finally, we will learn about
brain disorders and how they inform cognitive psychology.

Cognition in the Brain: The Anatomy and Mechanisms of the Brain

The nervous system is the basis for our ability to perceive, adapt to, and interact
with the world around us (Gazzaniga, 1995, 2000; Gazzaniga, Ivry, & Mangun,
1998). Through this system we receive, process, and then respond to information
from the environment (Pinker, 1997a; Rugg, 1997). In the following section, we
will focus on the supreme organ of the nervous system—the brain—paying special
attention to the cerebral cortex, which controls many of our thought processes. In
a later section, we consider the basic building block of the nervous system—the neu-
ron. We will examine in detail how information moves through the nervous system
at the cellular level. Then we will consider the various levels of organization within
the nervous system and how drugs interact with the nervous system. For now, let’s
look at the structure of the brain.

Gross Anatomy of the Brain: Forebrain, Midbrain, Hindbrain

What have scientists discovered about the human brain? The brain has three major
regions: forebrain, midbrain, and hindbrain. These labels do not correspond exactly
to locations of regions in an adult or even a child’s head. Rather, the terms come
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from the front-to-back physical arrangement of these parts in the nervous system of a
developing embryo. Initially, the forebrain is generally the farthest forward, toward
what becomes the face. The midbrain is next in line. And the hindbrain is generally
farthest from the forebrain, near the back of the neck [Figure 2.2 (a)]. In develop-
ment, the relative orientations change so that the forebrain is almost a cap on top of
the midbrain and hindbrain. Nonetheless, the terms still are used to designate areas

Midbrain Midbrain

Cerebellum
and pons

Hindbrain

Forebrain Medulla

Neural Spinal cord

tube

Armbud
(a) 5 weeks (in utero) Cerebral
hemispheres

(b) 8 weeks (in utero)

Cerebral
hemispheres

Midbrain

Cerebellum

Medulla

Spinal cord

(c) 7 months (in utero)

Figure 2.2 Fetal Brain Development.
Over the course of embryonic and fetal development, the brain becomes more highly specialized and the locations and
relative positions of the hindbrain, the midbrain, and the forebrain change from conception to term.

Source: From In Search of the Human Mind by Robert J. Sternberg, copyright © 1995 by Harcourt Brace & Company. Reproduced by
permission of the publisher.
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of the fully developed brain. Figures 2.2 (b) and (c) show the changing locations
and relationships of the forebrain, the midbrain, and the hindbrain over the course
of development of the brain. You can see how they develop, from an embryo a few
weeks after conception to a fetus of seven months of age.

The Forebrain

The forebrain is the region of the brain located toward the top and front of the
brain. It comprises the cerebral cortex, the basal ganglia, the limbic system, the thal-
amus, and the hypothalamus (Figure 2.3). The cerebral cortex is the outer layer of
the cerebral hemispheres. It plays a vital role in our thinking and other mental pro-
cesses. It therefore merits a special section in this chapter, which follows the present

Cerebral cortex “Septum ( frlippocarlnpus
(controls thinking and sensing (influences influences learning
i anger and memory) Thalamus
funetions, voluntary movement) and gf;ear) (relays sensory information

to cerebral cortex)

Corpus callosum

(relays information
between the two
cerebral hemispheres)

Basal ganglia

Amygdala

(influences
anger and
aggression)

Pituitary gland
(master gland
of the endocrine

system)

Hypothalamus
(regulates temperature,
eating, sleeping, and
endocrine system)

Midbrain
(reticular activating system:
carries messages about
sleep and arousal)

Pons
(relays information
between cerebral
cortex and cerebellum)

Cerebellum
(coordinates fine muscle
movement, balance)

Medulla
(regulates heartbeat, breathing)

e \ %) Spinal cord

(¢ ~d (relays nerve impulses between

' brain and body, controls
simple reflexes)

Figure 2.3 Structures of the Brain.

The forebrain, the midbrain, and the hindbrain contain structures that perform essential functions for survival and for
high-level thinking and feeling.
Source: From Psychology: In Search of the Human Mind by Robert J. Sternberg, copyright © 2000 by Harcourt Brace & Company, reproduced

by permission of the publisher.
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discussion of the major structures and functions of the brain. The basal ganglia
(singular: ganglion) are collections of neurons crucial to motor function. Dysfunc-
tion of the basal ganglia can result in motor deficits. These deficits include tremors,
involuntary movements, changes in posture and muscle tone, and slowness of move-
ment. Deficits are observed in Parkinson’s disease and Huntington’s disease. Both
these diseases entail severe motor symptoms (Rockland, 2000; Lerner & Riley,
2008; Lewis & Barker, 2009).

The limbic system is important to emotion, motivation, memory, and learning.
Animals such as fish and reptiles, which have relatively undeveloped limbic systems,
respond to the environment almost exclusively by instinct. Mammals and especially
humans have relatively more developed limbic systems. Our limbic system allows us to
suppress instinctive responses (e.g., the impulse to strike someone who accidentally
causes us pain). Our limbic systems help us to adapt our behaviors flexibly in response
to our changing environment. The limbic system comprises three central intercon-
nected cerebral structures: the septum, the amygdala, and the hippocampus.

The septum is involved in anger and fear. The amygdala plays an important role
in emotion as well, especially in anger and aggression (Adolphs, 2003; Derntl et al.,
2009). Stimulation of the amygdala commonly results in fear. It can be evidenced in
various ways, such as through palpitations, fearful hallucinations, or frightening
flashbacks in memory (Engin & Treit, 2008; Gloor, 1997; Rockland, 2000).

Damage to (lesions in) or removal of the amygdala can result in maladaptive
lack of fear. In the case of lesions to the animal brain, the animal approaches
potentially dangerous objects without hesitation or fear (Adolphs et al., 1994;
Frackowiak et al., 1997). The amygdala also has an enhancing effect for the per-
ception of emotional stimuli. In humans, lesions to the amygdala prevent this en-
hancement (Anderson & Phelps, 2001; Tottenham, Hare, & Casey, 2009).
Additionally, persons with autism display limited activation in the amygdala. A
well-known theory of autism suggests that the disorder involves dysfunction of the
amygdala, which leads to the social impairment that is typical of persons with
autism, for example, difficulties in evaluating people’s trustworthiness or recogniz-
ing emotions in faces (Adolphs, Sears, & Piven, 2001; Baron-Cohen et al., 2000;
Howard et al., 2000; Kleinhans et al., 2009) Two other effects of lesions to the
amygdala can be visual agnosia (inability to recognize objects) and hypersexuality
(Steffanaci, 1999).

The hippocampus plays an essential role in memory formation (Eichenbaum,
1999, 2002; Gluck, 1996; Manns & Eichenbaum, 2006; O’Keefe, 2003). It gets its
name from the Greek word for “seahorse,” its approximate shape. The hippocampus
is essential for flexible learning and for seeing the relations among items learned as
well as for spatial memory (Eichenbaum, 1997; Squire, 1992). The hippocampus also
appears to keep track of where things are and how these things are spatially related
to each other. In other words, it monitors what is where (Cain, Boon, & Corcoran,
2006; Howland et al., 2008; McClelland et al., 1995; Tulving & Schacter, 1994).
We return to the role of the hippocampus in Chapter 5.

People who have suffered damage to or removal of the hippocampus still can
recall existing memories—for example, they can recognize old friends and places—
but they are unable to form new memories (relative to the time of the brain
damage). New information—new situations, people, and places—remain forever
new. A disease that produces loss of memory function is Korsakoff’s syndrome.
Other symptoms include apathy, paralysis of muscles controlling the eye, and tremor.
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g
a IN THE LAB OF MARTHA FARAH

Cognitive Neuroscience

and Childhood Poverty

Around the time | had my daughter,
| shiffed my research focus to develop-
mental cognitive neuroscience. People nat-
urally assumed that these two life changes
were related, and they were—but not in
the way people thought. What captured
my inferest in brain development was not
principally watching my daughter grow, as wondrous
a process as that was. Rather, it was getting to know
the babysitters who entered our lives, and leaming about
theirs.

These babysitters were young women of low socio-
economic status [SES), who grew up in families depen-
dent on welfare and supported their own young
children with a combination of stafe assistance supple-
mented with cash wages from babysitting. As care-
givers for my child, they were not merely hired help;
they were people | liked, frusted, and grew fo care
about. And as we became closer, and | spent more
time with their families, | leamed about a world very
different from my own.

The children of these inner-ity families started life
with the same evident potential as my own child, leamn-
ing words, playing games, asking questions, and grap-
pling with the challenges of cooperation, discipline,
and self-control. But they soon found their way onto
the same dispiriting life trajectories as their parents,
with limited skills, options, hope. As a mother, | found it
heartbreaking. As a scientist, | wanted fo undersfand.

This led to a series of studies in which my colla-
borators and | fried first fo simply document the effects
of childhood poverty in terms of cognitive neuros-
cience's description of the mind, and then fo explain
the effects of poverty in terms of more specific, mecha-
nistic causes. VWith Kim Noble, then a graduate student
in my lab, we assessed the functioning of five different
neurocognitive systems in kindergarteners of low and
middle SES. We found the most pronounced effects in
language and executive function systems. These results
were replicated and expanded upon in additional stud-
ies with Noble and with Hallam Hurt, a pediatrician

MARTHA FARAH

collaborator. In first graders and in
middleschool students, we again found
striking SES disparities in language and
executive function, as well as in declara-
five memory. Assuming that these dispari-
ties are the result of different early life
experiences, what is it about growing up
poor that would interfere with the develop-
ment of these specific systems?

In one study, we made use of data
collected earlier on the middle-school children just men-
tioned. We found that their language ability in middle
school was predicted by the amount of cognitive stimu-
lation they experienced as fouryear olds—being read
fo, taken on frips, and so on. In contrast, we found that
their declarative memory ability in middle school was
predicted by the quality of parental nurturance that they
received as young children—being held close, being
paid atfention to, and so on. The latter finding might
seem an odd association. Why would affectionate par-
enfing have anything to do with memory? Yet research
with animals shows that when a young animal is
stressed, the resulting stress hormones can damage
the hippocampus, a brain area important for both stress
regulation and memory. This research has also shown
that more nurturing maternal behavior can buffer the
young animal’s hippocampus against the effects of
stress. It would appear that children living in the sfressful
environment of poverty benefit in a similar way from
aftentive and affectionate parenting.

Our most recent work, with graduate student
Daniel Hackman and radiclogy colleague Hengyi
Rao, has tested these hypothesized mechanisms more
directly. Brain imaging has confirmed that hippocam-
pal size is affected by early life parental nurturance in
low SES individuals, and direct measures of hormonal
responses o stress indicate that both SES and parenting
in early childhood program lafer life stress response.
Our ultimate goal is to understand the complex web
of social, psychological and physiological influences
that act upon children in low SES families and to use
that understanding to help them achieve their true
potential.

47
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This loss is believed to be associated with deterioration of the hippocampus and is
caused by a lack of thiamine (Vitamin B-1) in the brain. The syndrome can result
from excessive alcohol use, dietary deficiencies, or eating disorders.

There is a renowned case of a patient known as H.M., who after brain surgery
retained his memory for events that transpired before the surgery but had no memory
for events after the surgery. This case is another illustration of the resulting problems
with memory formation due to hippocampus damage (see Chapter 5 for more on
H.M.). Disruption in the hippocampus appears to result in deficits in declarative
memory (i.e., memory for pieces of information), but it does not result in deficits
in procedural memory (i.e., memory for courses of action) (Rockland, 2000).

The thalamus relays incoming sensory information through groups of neurons
that project to the appropriate region in the cortex. Most of the sensory input into
the brain passes through the thalamus, which is approximately in the center of the
brain, at about eye level. To accommodate all the types of information that must be
sorted out, the thalamus is divided into a number of nuclei (groups of neurons of
similar function). Each nucleus receives information from specific senses. The infor-
mation is then relayed to corresponding specific areas in the cerebral cortex. The
thalamus also helps in the control of sleep and waking. When the thalamus mal-
functions, the result can be pain, tremor, amnesia, impairment of language, and
disruptions in waking and sleeping (Rockland, 2000; Steriade, Jones, & McCormick,
1997). In cases of schizophrenia, imaging and in wivo studies reveal abnormal
changes in the thalamus (Clinton & Meador-Woodruff, 2004). These abnormalities
result in difficulties in filtering stimuli and focusing attention, which in turn can
explain why people suffering from schizophrenia experience symptoms such as hallu-
cinations and delusions.

The hypothalamus regulates behavior related to species survival: fighting, feed-
ing, fleeing, and mating. The hypothalamus also is active in regulating emotions and
reactions to stress (Malsbury, 2003). It interacts with the limbic system. The small
size of the hypothalamus (from Greek hypo-, “under”; located at the base of the fore-
brain, beneath the thalamus) belies its importance in controlling many bodily func-
tions (Table 2.1). The hypothalamus plays a role in sleep: Dysfunction and neural
loss within the hypothalamus are noted in cases of narcolepsy, whereby a person falls
asleep often and at unpredictable times (Lodi et al., 2004; Mignot, Taheri, &
Nishino, 2002). The hypothalamus also is important for the functioning of the en-
docrine system. It is involved in the stimulation of the pituitary glands, through
which a range of hormones are produced and released. These hormones include
growth hormones and oxytocin (which is involved in bonding processes and sexual
arousal; Gazzaniga, Ivry, & Mangun, 2009).

The forebrain, midbrain, and hindbrain contain structures that perform essential
functions for survival as well as for high-level thinking and feeling. For a summary
of the major structures and functions of the brain, as discussed in this section, see

Table 2.1.
The Midbrain

The midbrain helps to control eye movement and coordination. The midbrain is
more important in nonmammals where it is the main source of control for visual
and auditory information. In mammals these functions are dominated by the fore-
brain. Table 2.1 lists several structures and corresponding functions of the midbrain.
By far the most indispensable of these structures is the reticular activating system
(RAS; also called the “reticular formation”), a network of neurons essential to the
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Major Structures and Functions of the Brain

Region of
the Brain

Major Structures within
the Regions

Functions of the Structures

Forebrain

Midbrain

Cerebral cortex (outer
layer of the cerebral
hemispheres)

Basal ganglia [collections

of nuclei and neural fibers)

Limbic systems (hippo-
campus, amygdala, and
septum)

Thalamus

Hypothalamus

Superior colliculi {on top)

Inferior colliculi (below)

Involved in receiving and processing sen-
sory information, thinking, other cognitive
processing, and planning and sending
motor information

Crucial to the function of the motor system

Involved in leaming, emotions, and mofi-
vation (in particular, the hippocampus in-
fluences leaming and memory, the
amygdala influences anger and aggres-
sion, and the septum influences anger and
fear)

Primary relay station for sensory informa-
fion coming info the brain; fransmits infor-
mation to the correct regions of the
cerebral cortex through projection fibers
that extend from the thalamus to specific
regions of the cortex; comprises several
nuclei [groups of neurons) that receive
specific kinds of sensory information and
project that information to specific regions
of the cerebral cortex, including four key
nuclei for sensory information: (1) from the
visual receptors, via opfic nerves, fo the
visual cortex, permitting us fo see; (2) from
the auditory receptors, via audifory nerves,
fo the auditory corfex, permitting us to
hear; (3) from sensory receptors in the so-
matic nervous system, fo the primary so-
matosensory corfex, permitting us to sense
pressure and pain; and (4] from the cere-
bellum (in the hindbrain) to the primary
motor cortex, permitting us fo sense phys-
ical balance and equilibrium

Controls the endocrine system; confrols the
autonomic nervous system, such as internal
femperature regulation, appetite and thirst
regulation, and other key functions; in-
volved in regulation of behavior related to
species survival (in particular, fighting,
feeding, fleeing, and mating); plays a role
in confrolling consciousness (see reticular
activating sysfem); involved in emotions,
pleasure, pain, and sfress reactions

Involved in vision [especially visual
reflexes)

Involved in hearing

(continued)
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Table 2.1 Continued

Region of Major Structures within
the Brain the Regions Functions of the Structures
Reticular activating system Important in controlling consciousness
(also extends into the sleep arousal), attention, cardiorespira-
hindbrain) tory function, and movement
Groy matter, red nuc|eus, |mporfonf in conTroHing movement
subsfantia nigra, ventral
region
Hindbrain Cerebellum Essential to balance, coordination, and
muscle tone
Pons (also contains part of Involved in consciousness (sleep and
the RAS) arousal); bridges neural transmissions from
one part of the brain to another; involved
with facial nerves
Medulla oblongata Serves as junciure af which nerves cross

from one side of the body to opposite side
of the brain; involved in cardiorespiratory
function, digestion, and swallowing

regulation of consciousness (sleep; wakefulness; arousal; attention to some extent;
and vital functions such as heartbeat and breathing; Sarter, Bruno, & Berntson,
2003).

The RAS also extends into the hindbrain. Both the RAS and the thalamus are
essential to our having any conscious awareness of or control over our existence.
The brainstem connects the forebrain to the spinal cord. It comprises the hypothal-
amus, the thalamus, the midbrain, and the hindbrain. A structure called the peri-
aqueductal gray (PAG) is in the brainstem. This region seems to be essential for
certain kinds of adaptive behaviors. Injections of small amounts of excitatory amino
acids or, alternatively, electrical stimulation of this area results in any of several re-
sponses: an aggressive, confrontational response; avoidance or flight response;
heightened defensive reactivity; or reduced reactivity as is experienced after a defeat,
when one feels hopeless (Bandler & Shipley, 1994; Rockland, 2000).

Physicians make a determination of brain death based on the function of the
brainstem. Specifically, a physician must determine that the brainstem has been
damaged so severely that various reflexes of the head (e.g., the pupillary reflex) are
absent for more than 12 hours, or the brain must show no electrical activity or cere-
bral circulation of blood (Berkow, 1992).

The Hindbrain

The hindbrain comprises the medulla oblongata, the pons, and the cerebellum.
The medulla oblongata controls heart activity and largely controls breathing,

swallowing, and digestion. The medulla is also the place at which nerves from the

right side of the body cross over to the left side of the brain and nerves from the left

side of the body cross over to the right side of the brain. The medulla oblongata is

an elongated interior structure located at the point where the spinal cord enters the
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skull and joins with the brain. The medulla oblongata, which contains part of the
RAS, helps to keep us alive.

The pons serves as a kind of relay station because it contains neural fibers that
pass signals from one part of the brain to another. Its name derives from the Latin
for “bridge,” as it serves a bridging function. The pons also contains a portion of the
RAS and nerves serving parts of the head and face. The cerebellum (from Latin,
“little brain”) controls bodily coordination, balance, and muscle tone, as well as
some aspects of memory involving procedure-related movements (see Chapters 7
and 8) (Middleton & Helms Tillery, 2003). The prenatal development of the hu-
man brain within each individual roughly corresponds to the evolutionary develop-
ment of the human brain within the species as a whole. Specifically, the hindbrain is
evolutionarily the oldest and most primitive part of the brain. It also is the first part
of the brain to develop prenatally. The midbrain is a relatively newer addition to the
brain in evolutionary terms. It is the next part of the brain to develop prenatally.
Finally, the forebrain is the most recent evolutionary addition to the brain. It is
the last of the three portions of the brain to develop prenatally.

Additionally, across the evolutionary development of our species, humans have
shown an increasingly greater proportion of brain weight in relation to body weight.
However, across the span of development after birth, the proportion of brain weight
to body weight declines. For cognitive psychologists, the most important of these
evolutionary trends is the increasing neural complexity of the brain. The evolution
of the human brain has offered us the enhanced ability to exercise voluntary control
over behavior. It has also strengthened our ability to plan and to contemplate alter-
native courses of action. These ideas are discussed in the next section with respect to
the cerebral cortex.

Cerebral Cortex and Localization of Function

The cerebral cortex plays an extremely important role in human cognition. It forms
a 1- to 3-millimeter layer that wraps the surface of the brain somewhat like the bark
of a tree wraps around the trunk. In human beings, the many convolutions, or
creases, of the cerebral cortex comprise three elements. Sulci (singular, sulcus) are
small grooves. Fissures are large grooves. And gyri (singular, gyrus) are bulges
between adjacent sulci or fissures. These folds greatly increase the surface area of the
cortex. If the wrinkly human cortex were smoothed out, it would take up about 2
square feet. The cortex comprises 80% of the human brain (Kolb & Whishaw, 1990).

The volume of the human skull has more than doubled over the past 2 million
years, allowing for the expansion of the brain, and especially the cortex (Toro et al.,
2008). The complexity of brain function increases with the cortical area. The hu-
man cerebral cortex enables us to think. Because of it, we can plan, coordinate
thoughts and actions, perceive visual and sound patterns, and use language. Without
it, we would not be human. The surface of the cerebral cortex is grayish. It is some-
times referred to as gray matter. This is because it primarily comprises the grayish
neural-cell bodies that process the information that the brain receives and sends. In
contrast, the underlying white matter of the brain’s interior comprises mostly white,
myelinated axons.

The cerebral cortex forms the outer layer of the two halves of the brain—the
left and right cerebral hemispheres (Davidson & Hugdahl, 1995; Galaburda &
Rosen, 2003; Gazzaniga & Hutsler, 1999; Levy, 2000). Although the two hemi-
spheres appear to be quite similar, they function differently. The left cerebral
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hemisphere is specialized for some kinds of activity whereas the right cerebral hemi-
sphere is specialized for other kinds. For example, receptors in the skin on the right
side of the body generally send information through the medulla to areas in the left
hemisphere in the brain. The receptors on the left side generally transmit informa-
tion to the right hemisphere. Similarly, the left hemisphere of the brain directs the
motor responses on the right side of the body. The right hemisphere directs re-
sponses on the left side of the body.

However, not all information transmission is contralateral—from one side to
another (contra-, “opposite”; lateral, “side”). Some ipsilateral transmission—on the
same side—occurs as well. For example, odor information from the right nostril goes
primarily to the right side of the brain. About half the information from the right
eye goes to the right side of the brain, the other half goes to the left side of the brain.
In addition to this general tendency for contralateral specialization, the hemispheres
also communicate directly with one another. The corpus callosum is a dense aggre-
gate of neural fibers connecting the two cerebral hemispheres (Witelson, Kigar, &
Walter, 2003). It allows transmission of information back and forth. Once information
has reached one hemisphere, the corpus callosum transfers it to the other hemisphere.
If the corpus callosum is cut, the two cerebral hemispheres—the two halves of the
brain—cannot communicate with each other (Glickstein & Berlucchi, 2008). Al-
though some functioning, like language, is highly lateralized, most functioning—even
language—depends in large part on integration of the two hemispheres of the brain.

Hemispheric Specialization

How did psychologists find out that the two hemispheres have different responsibili-
ties? The study of hemispheric specialization in the human brain can be traced back
to Marc Dax, a country doctor in France. By 1836, Dax had treated more than
40 patients suffering from aphasia—Ioss of speech—as a result of brain damage. Dax
noticed a relationship between the loss of speech and the side of the brain in which
damage had occurred. In studying his patients’ brains after death, Dax saw that in
every case there had been damage to the left hemisphere of the brain. He was not
able to find even one case of speech loss resulting from damage to the right hemi-
sphere only.

In 1861, French scientist Paul Broca claimed that an autopsy revealed that an
aphasic stroke patient had a lesion in the left cerebral hemisphere of the brain. By
1864, Broca was convinced that the left hemisphere of the brain is critical in speech,
a view that has held up over time. The specific part of the brain that Broca identi-
fied, now called Broca’s area, contributes to speech (Figure 2.4).

Another important early researcher, German neurologist Carl Wernicke, studied
language-deficient patients who could speak but whose speech made no sense. Like
Broca, he traced language ability to the left hemisphere. He studied a different pre-
cise location, now known as Wernicke’s area, which contributes to language compre-
hension (Figure 2.4).

Karl Spencer Lashley, often described as the father of neuropsychology, started
studying localization in 1915. He found that implantations of crudely built electro-
des in apparently identical locations in the brain yielded different results. Different
locations sometimes paradoxically yielded the same results (e.g., see Lashley, 1950).
Subsequent researchers, using more sophisticated electrodes and measurement
procedures, have found that specific locations do correlate with specific motor
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Figure 2.4 Functional Areas of the Cortex.

Strangely, although people with lesions in Broca’s area cannot speak fluently, they can use their voices to sing or shout.

Source: From Introduction to Psychology, 11/e, by Richard Atkinson, Rita Atkinson, Daryl Bem, Ed Smith, and Susan Nolen Hoeksema,
copyright © 1995 by Harcourt Brace & Company, reproduced by permission of the publisher.

responses across many test sessions. Apparently, Lashley’s research was limited by the
technology available to him at the time.

Despite the valuable early contributions by Broca, Wernicke, and others, the
individual most responsible for modern theory and research on hemispheric speciali-
zation was Nobel Prize-winning psychologist Roger Sperry. Sperry (1964) argued
that each hemisphere behaves in many respects like a separate brain. In a classic
experiment that supports this contention, Sperry and his colleagues severed the cor-
pus callosum connecting the two hemispheres of a cat’s brain. They then proved
that information presented visually to one cerebral hemisphere of the cat was not
recognizable to the other hemisphere. Similar work on monkeys indicated the same
discrete performance of each hemisphere (Sperry, 1964).
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Some of the most interesting information about how the human brain works,
and especially about the respective roles of the hemispheres, has emerged from stud-
ies of humans with epilepsy in whom the corpus callosum has been severed. Surgi-
cally severing this neurological bridge prevents epileptic seizures from spreading from
one hemisphere to another. This procedure thereby drastically reduces the severity of
the seizures. However, this procedure also results in a loss of communication be-
tween the two hemispheres. It is as if the person has two separate specialized brains
processing different information and performing separate functions.

Split-brain patients are people who have undergone operations severing the cor-
pus callosum. Split-brain research reveals fascinating possibilities regarding the ways
we think. Many in the field have argued that language is localized in the left hemi-
sphere. Spatial visualization ability appears to be largely localized in the right hemi-
sphere (Farah, 1988a, 1988b; Gazzaniga, 1985). Spatial-orientation tasks also seem
to be localized in the right hemisphere (Vogel, Bowers, & Vogel, 2003). It appears
that roughly 90% of the adult population has language functions that are predomi-
nantly localized within the left hemisphere. There are indications, however, that the
lateralization of left-handers differs from that of right-handers, and that for females,
the lateralization may not be as pronounced as for males (Vogel, Bowers, & Vogel,
2003). More than 95% of right-handers and about 70% of left-handers have left-
hemisphere dominance for language. In people who lack left-hemisphere processing,
language development in the right hemisphere retains phonemic and semantic abili-
ties, but it is deficient in syntactic competence (Gazzaniga & Hutsler, 1999).

The left hemisphere is important not only in language but also in movement.
People with apraxia—disorders of skilled movements—often have had damage to
the left hemisphere. Such people have lost the ability to carry out familiar purposeful
movements like forming letters when writing by hand (Gazzaniga & Hutsler, 1999;
Heilman, Coenen, & Kluger, 2008). Another role of the left hemisphere is to exam-
ine past experiences to find patterns. Finding patterns is an important step in the
generation of hypotheses (Wolford, Miller, & Gazzaniga, 2000). For example, while
observing an airport, you may notice that planes often approach the landing strip
from different directions. However, you may soon find that at any given time, all
planes approach from the same direction. You then might hypothesize that the di-
rection of their approach may have to do with the wind direction and speed. Thus,
you have observed a pattern and generated ideas about what causes this pattern with
the help of your left hemisphere.

The right hemisphere is largely “mute” (Levy, 2000). It has little grammatical or
phonetic understanding. But it does have very good semantic knowledge. It also is
involved in practical language use. People with right-hemisphere damage tend to
have deficits in following conversations or stories. They also have difficulties in
making inferences from context and in understanding metaphorical or humorous
speech (Levy, 2000). The right hemisphere also plays a primary role in self-
recognition. In particular, the right hemisphere seems to be responsible for the iden-
tification of one’s own face (Platek et al., 2004).

In studies of split-brain patients, the patient is presented with a composite
photograph that shows a face that is made up of the left and right side of the faces
of two different persons (Figure 2.5). They are typically unaware that they saw
conflicting information in the two halves of the picture. When asked to give an an-
swer about what they saw in words, they report that they saw the image in the right
half of the picture. When they are asked to use the fingers of the left hand (which
contralaterally sends and receives information to and from the right hemisphere) to
point to what they saw, participants choose the image from the left half of the
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“Whom did you see?”
“It was Cher.”

(b)

.- “Point to the person you saw” ©
c

Madonna: Dino de Lourentiis/The Kobal Collection/The Picture Desk; Oprah Winfrey: Dima Gavrysh/AP Photo; Angelina Jolie: w38,/Zuma,/Photoshot; Cher: The Kobal Collection/The Picture Desk

Figure 2.5 A Study with Split-brain Patients.

In one study, the participant is asked to focus his or her gaze on the center of the screen. Then a chimeric face (a face
showing the left side of the face of one person and the right side of another) is flashed on the screen. The participant then
is asked to identify what he or she saw, either by speaking or by pointing to one of several normal (not chimeric) faces.

picture. Recall the contralateral association between hemisphere and side of the
body. Given this, it seems that the left hemisphere is controlling their verbal proces-
sing (speaking) of visual information. The right hemisphere appears to control spa-
tial processing (pointing) of visual information. Thus, the task that the participants
are asked to perform is crucial in determining what image the participant thinks
was shown.
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Gazzaniga (Gazzaniga & LeDoux, 1978) does not believe that the two hemi-
spheres function completely independently but rather that they serve complemen-
tary roles. For instance, there is no language processing in the right hemisphere
(except in rare cases of early brain damage to the left hemisphere). Rather, only vi-
suospatial processing occurs in the right hemisphere. As an example, Gazzaniga has
found that before split-brain surgery, people can draw three-dimensional representa-
tions of cubes with each hand (Gazzaniga & LeDoux, 1978). After surgery, however,
they can draw a reasonable-looking cube only with the left hand. In each patient,
the right hand draws pictures unrecognizable either as cubes or as three-
dimensional objects. This finding is important because of the contralateral associa-
tion between each side of the body and the opposite hemisphere of the brain. Recall
that the right hemisphere controls the left hand. The left hand is the only one that
a split-brain patient can use for drawing recognizable figures. This experiment thus
supports the contention that the right hemisphere is dominant in our comprehen-
sion and exploration of spatial relations.

Gazzaniga (1985) argues that the brain, and especially the right hemisphere of the
brain, is organized into relatively independent functioning units that work in parallel.
According to Gazzaniga, each of the many discrete units of the mind operates rela-
tively independently of the others. These operations are often outside of conscious
awareness. While these various independent and often subconscious operations are
taking place, the left hemisphere tries to assign interpretations to these operations.
Sometimes the left hemisphere perceives that the individual is behaving in a way
that does not intrinsically make any particular sense. For example, if you see an adult
staggering along a sidewalk at night in a way that does not initially make sense, you
may conclude he is drunk or otherwise not in full control of his senses. The brain thus
finds a way to assign some meaning to that behavior.

In addition to studying hemispheric differences in language and spatial relations,
researchers have tried to determine whether the two hemispheres think in ways that
differ from one another. Levy (1974) has found some evidence that the left hemi-
sphere tends to process information analytically (piece-by-piece, usually in a sequence).
She argues that the right hemisphere tends to process it holistically (as a whole).

Lobes of the Cerebral Hemispheres

For practical purposes, four lobes divide the cerebral hemispheres and cortex into
four parts. They are not distinct units. Rather, they are largely arbitrary anatomical
regions divided by fissures. Particular functions have been identified with each lobe,
but the lobes also interact. The four lobes, named after the bones of the skull lying
directly over them (Figure 2.6), are the frontal, parietal, temporal, and occipital
lobes. The lobes are involved in numerous functions. Our discussion of them here
describes only part of what they do.

The frontal lobe, toward the front of the brain, is associated with motor proces-
sing and higher thought processes, such as abstract reasoning, problem solving,
planning, and judgment (Stuss & Floden, 2003). It tends to be involved when
sequences of thoughts or actions are called for. It is critical in producing speech.
The prefrontal cortex, the region toward the front of the frontal lobe, is involved in
complex motor control and tasks that require integration of information over time
(Gazzaniga, Ivry, & Mangun, 2002).

The parietal lobe, at the upper back portion of the brain, is associated with so-
matosensory processing. It receives inputs from the neurons regarding touch, pain,
temperature sense, and limb position when you are perceiving space and your
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Figure 2.6 Four Lobes of the Brain.

The cortex is divided into the frontal, parietal, temporal, and occipital lobes. The lobes have specific functions but also
interact to perform complex processes.

Source: From Psychology: In Search of the Human Mind by Robert ]. Sternberg, copyright © 2000 by Harcourt Brace & Company, reproduced
by permission of the publisher.

relationship to it—how you are situated relative to the space you are occupying
(Culham, 2003; Gazzaniga, Ivry, & Mangun, 2002). The parietal lobe is also in-
volved in consciousness and paying attention. If you are paying attention to what
you are reading, your parietal lobe is activated.

The temporal lobe, directly under your temples, is associated with auditory
processing (Murray, 2003) and comprehending language. It is also involved in your
retention of visual memories. For example, if you are trying to keep in memory
Figure 2.6, then your temporal lobe is involved. The temporal lobe also matches
new things you see to what you have retained in visual memory.

The occipital lobe is associated with visual processing (De Weerd, 2003b). The
occipital lobe contains numerous visual areas, each specialized to analyze specific as-
pects of a scene, including color, motion, location, and form (Gazzaniga, Ivry, &
Mangun, 2002). When you go to pick strawberries, your occipital lobe is involved
in helping you find the red strawberries in between the green leaves.

Projection areas are the areas in the lobes in which sensory processing occurs.
These areas are referred to as projection areas because the nerves contain sensory
information going to (projecting to) the thalamus. It is from here that the sensory
information is communicated to the appropriate area in the relevant lobe. Similarly,
the projection areas communicate motor information downward through the spinal
cord to the appropriate muscles via the peripheral nervous system (PNS). Now let us
consider the lobes, and especially the frontal lobe in more detail.

The frontal lobe, located toward the front of the head (the face), plays a role
in judgment, problem solving, personality, and intentional movement. It contains the
primary motor cortex, which specializes in the planning, control, and execution of
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movement, particularly of movement involving any kind of delayed response. If your
motor cortex were electrically stimulated, you would react by moving a corresponding
body part. The nature of the movement would depend on where in the motor cortex
your brain had been stimulated. Control of the various kinds of body movements is
located contralaterally on the primary motor cortex. A similar inverse mapping occurs
from top to bottom. The lower extremities of the body are represented on the upper
(toward the top of the head) side of the motor cortex, and the upper part of the body
is represented on the lower side of the motor cortex.

Information going to neighboring parts of the body also comes from neighboring
parts of the motor cortex. Thus, the motor cortex can be mapped to show where
and in what proportions different parts of the body are represented in the brain
(Figure 2.7). Maps of this kind are called “homunculi” (homunculus is Latin for “little
person”) because they depict the body parts of a person mapped on the brain.

The three other lobes are located farther away from the front of the head. These
lobes specialize in sensory and perceptual activity. For example, in the parietal lobe,
the primary somatosensory cortex receives information from the senses about pres-
sure, texture, temperature, and pain. It is located right behind the frontal lobe’s
primary motor cortex. If your somatosensory cortex were electrically stimulated, you
probably would report feeling as if you had been touched.

(Motor
cortex)

(Sensory
cortex)

Figure 2.7 (part 1) Homunculus of the Primary Motor Cortex.

This map of the primary motor cortex is often termed a homunculus (from Latin, “little person”) because it is drawn
as a cross section of the cortex surrounded by the figure of a small upside-down person whose body parts map out a
proportionate correspondence to the parts of the cortex.
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From looking at the homunculus (see Figure 2.7), you can see that the relation-
ship of function to form applies in the development of the motor cortex. The same
holds true for the somatosensory cortex regions. The more need we have for use,
sensitivity, and fine control in a particular body part, the larger the area of cortex
generally devoted to that part. For example, we humans are tremendously reliant
on our hands and faces in our interactions with the world. We show correspondingly
large proportions of the cerebral cortex devoted to sensation in, and motor response
by, our hands and face. Conversely, we rely relatively little on our toes for both
movement and information gathering. As a result, the toes represent a relatively
small area on both the primary motor and somatosensory cortices.

The region of the cerebral cortex pertaining to hearing is located in the tempo-
ral lobe, below the parietal lobe. This lobe performs complex auditory analysis. This
kind of analysis is needed in understanding human speech or listening to a sym-
phony. The lobe also is specialized—some parts are more sensitive to sounds of
higher pitch, others to sounds of lower pitch. The auditory region is primarily con-
tralateral, although both sides of the auditory area have at least some representation
from each ear. If your auditory cortex were stimulated electrically, you would report
having heard some sort of sound.

(Motor
cortex)

(Sensory
cortex)

Figure 2.7 (part 2) Homunculus of the Somatosensory Cortex.

As with the primary motor cortex in the frontal lobe, a homunculs of the somatosensory cortex maps, in inverted form,
the parts of the body from which the cortex receives information.

Source: From In Search of the Human Mind by Robert ]J. Sternberg, Copyright © 1995 by Harcourt Brace & Company, reproduced by permis-

sion of the publisher.
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The visual cortex is primarily in the occipital lobe. Some neural fibers carrying
visual information travel ipsilaterally from the left eye to the left cerebral hemi-
sphere and from the right eye to the right cerebral hemisphere. Other fibers cross
over the optic chiasma (from Greek, “visual X” or “visual intersection”) and go con-
tralaterally to the opposite hemisphere (Figure 2.8). In particular, neural fibers go
from the left side of the visual field for each eye to the right side of the visual cortex.
Complementarily, the nerves from the right side of each eye’s visual field send
information to the left side of the visual cortex.

The brain is a very complex structure, and researchers use a variety of expres-
sions to describe which part of the brain they are speaking of. Figure 2.6 explains
some other words that are frequently used to describe different brain regions. These

Primary visual
cortex

Optic nerve

Right eye Left eye

AN

Figure 2.8 The Optic Tract and Pathways to the Primary Visual Cortex.

Some nerve fibers carry visual information ipsilaterally from each eye to each cerebral hemi-
sphere; other fibers cross the optic chiasma and carry visual information contralaterally to the
opposite hemisphere.

Source: From Psychology: In Search of the Human Mind by Robert J. Sternberg, copyright © 2000 by Harcourt
Brace & Company, reproduced by permission of the publisher.
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are the words rostral, ventral, caudal, and dorsal. They are all derived from Latin
words and indicate the part of the brain with respect to other body parts.

Rostral refers to the front part of the brain (literally the “nasal region”).

Ventral refers to the bottom surface of the body/brain (the side of the stomach).
Caudal literally means “tail” and refers to the back part of the body/brain.
Dorsal refers to the upside of the brain (it literally means “back,” and in animals
the back is on the upside of the body).

The brain typically makes up only one fortieth of the weight of an adult human
body. Nevertheless, it uses about one fifth of the circulating blood, one fifth of the
available glucose, and one fifth of the available oxygen. It is, however, the supreme
organ of cognition. Understanding both its structure and function, from the neural
to the cerebral levels of organization, is vital to an understanding of cognitive psy-
chology. The recent development of the field of cognitive neuroscience, with its
focus on localization of function, reconceptualizes the mind—body question discussed
in the beginning of this chapter. The question has changed from “Where is the
mind located in the body?” to “Where are particular cognitive operations located
in the nervous system?” Throughout the text, we return to these questions in refer-
ence to particular cognitive operations and discuss these operations in more detail.

Neuronal Structure and Function

To understand how the entire nervous system processes information, we need to exam-
ine the structure and function of the cells that constitute the nervous system. Individual
neural cells, called neurons, transmit electrical signals from one location to another in
the nervous system (Carlson, 2006; Shepherd, 2004). The greatest concentration of
neurons is in the neocortex of the brain. The neocortex is the part of the brain associ-
ated with complex cognition. This tissue can contain as many as 100,000 neurons per
cubic millimeter (Churchland & Sejnowski, 2004). The neurons tend to be arranged in
the form of networks, which provide information and feedback to each other within
various kinds of information processing (Vogels, Rajan, & Abbott, 2005).

Neurons vary in their structure, but almost all neurons have four basic parts, as
illustrated in Figure 2.9. These include a soma (cell body), dendrites, an axon, and
terminal buttons.

The soma, which contains the nucleus of the cell (the center portion that per-
forms metabolic and reproductive functions for the cell), is responsible for the life of
the neuron and connects the dendrites to the axon. The many dendrites are branch-
like structures that receive information from other neurons, and the soma integrates
the information. Learning is associated with the formation of new neuronal connec-
tions. Hence, it occurs in conjunction with increased complexity or ramification in
the branching structure of dendrites in the brain. The single axon is a long, thin
tube that extends (and sometimes splits) from the soma and responds to the infor-
mation, when appropriate, by transmitting an electrochemical signal, which travels
to the terminus (end), where the signal can be transmitted to other neurons.

Axons are of two basic, roughly equally occurring kinds, distinguished by the
presence or absence of myelin. Myelin is a white, fatty substance that surrounds
some of the axons of the nervous system, which accounts for some of the whiteness
of the white matter of the brain. Some axons are myelinated (in that they are sur-
rounded by a myelin sheath). This sheath, which insulates and protects longer axons
from electrical interference by other neurons in the area, also speeds up the
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Figure 2.9 The Composition of a Neuron.

The image shows a neuron with its various components. The information arrives at the dendrites and then is transferred
through the axon to the terminal buttons.

conduction of information. In fact, transmission in myelinated axons can reach 100
meters per second (equal to about 224 miles per hour). Moreover, myelin is not dis-
tributed continuously along the axon. It is distributed in segments broken up by nodes
of Ranvier. Nodes of Ranvier are small gaps in the myelin coating along the axon,
which serve to increase conduction speed even more by helping to create electrical
signals, also called action potentials, which are then conducted down the axon. The
degeneration of myelin sheaths along axons in certain nerves is associated with multi-
ple sclerosis, an autoimmune disease. It results in impairments of coordination and
balance. In severe cases this disease is fatal. The second kind of axon lacks the myelin
coat altogether. Typically, these unmyelinated axons are smaller and shorter (as well as
slower) than the myelinated axons. As a result, they do not need the increased conduc-
tion velocity myelin provides for longer axons (Giuliodori & DiCarlo, 2004).

The terminal buttons are small knobs found at the ends of the branches of an
axon that do not directly touch the dendrites of the next neuron. Rather, there is a
very small gap, the synapse. The synapse serves as a juncture between the terminal
buttons of one or more neurons and the dendrites (or sometimes the soma) of one or
more other neurons (Carlson, 2006). Synapses are important in cognition. Rats
show increases in both the size and the number of synapses in the brain as a result
of learning (Federmeier, Kleim & Greenough, 2002). Decreased cognitive function-
ing, as in Alzheimer’s disease, is associated with reduced efficiency of synaptic trans-
mission of nerve impulses (Selkoe, 2002). Signal transmission between neurons
occurs when the terminal buttons release one or more neurotransmitters at the syn-
apse. These neurotransmitters are chemical messengers for transmission of informa-
tion across the synaptic gap to the receiving dendrites of the next neuron (von
Bohlen und Halbach & Dermietzel, 2006).

Although scientists have identified more than 100 transmitter substances, it seems
likely that more remain to be discovered. Medical and psychological researchers are
working to discover and understand neurotransmitters. In particular, they wish to
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understand how the neurotransmitters interact with drugs, moods, abilities, and per-
ceptions. We know much about the mechanics of impulse transmission in nerves. But
we know relatively little about how the nervous system’s chemical activity relates to
psychological states. Despite the limits on present knowledge, we have gained some in-
sight into how several of these substances affect our psychological functioning.

At present, it appears that three types of chemical substances are involved in
neurotransmission:

® monoamine neurotransmitters are synthesized by the nervous system through enzy-
matic actions on one of the amino acids (constituents of proteins, such as choline,
tyrosine, and tryptophan) in our diet (e.g., acetylcholine, dopamine, and serotonin );

® amino-acid neurotransmitters are obtained directly from the amino acids in our
diet without further synthesis (e.g., gamma-aminobutyric acid, or GABA);

® neuropeptides are peptide chains (molecules made from the parts of two or more
amino acids).

Table 2.2 lists some examples of neurotransmitters, together with their typical

functions in the nervous system and their associations with cognitive processing.

Table 2.2 Neurotransmitters

Neurotransmitters

Description

General Function

Specific Examples

Acetylcholine (Ach)

Dopamine (DA)

Epinephrine and
norepinephrine

Serotonin

GABA [gammar
aminobutyric acid)

Glutamate

Neuropeptides

Monoamine neuro-
fransmitter synthesized
from choline

Monoamine neuror
fransmitter synthesized
from tyrosine

Monoamine neuro-
transmitter synthesized
from tyrosine

Monoamine neuro-
fransmitter synthesized
from fryptophan

Amino acid
neurotransmitter

Amino acid
neurotransmitter

Peptide chains serving
as neurotransmitters

Excitafory in brain and either
excifafory (af skelefal mus-
cles) or inhibitory (at heart
muscles) elsewhere in the

body

Influences movement, atten-
fion, and learning; mostly in-
hibitory but some excitatory
effects

Hormones (also known as
adrenaline and noradrenc-
line] involved in regulation of
alertness

Involved in arousal, sleep

and dreaming, and mood;
usually inhibitory but some
excitatory effects

General neuromodulatory
effects resulting from inhibi-
fory influences on presynap-
fic axons

General neuromodulatory
effects resulting from excit-
afory influences on presyn-
aptic axons

General neuromodulatory
effects resulting from influ-
ences on postsynaptic
membranes

Believed to be involved in memory
because of high concentration found
in the hippocampus [Mclntyre ef al.,
2002)

Parkinson's disease, characterized by
fremors and limb rigidity, results from
too litfle DA; some schizophrenia
symptoms are associated with foo

much DA

Involved in diverse effects on body
related fo fightorflight reactions,
anger, and fear

Normally inhibits dreaming; defects in
serotonin system are linked fo severe
depression

Currently believed to influence certain
mechanisms for learning and memory

(Izquierdo & Medina, 1997)

Currently believed fo influence certain
mechanisms for |eoming and memory

(Riedel, Platt, & Micheau, 2003)

Endorphins play a role in pain relief.
Neuromodulating neuropeptides
sometimes are released fo enhance
the effects of Ach
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Acetylcholine is associated with memory functions, and the loss of acetylcholine
through Alzheimer’s disease has been linked to impaired memory functioning in
Alzheimer’s patients (Hasselmo, 2006). Acetylcholine also plays an important role in
sleep and arousal. When someone awakens, there is an increase in the activity of
so-called cholinergic neurons in the basal forebrain and the brainstem (Rockland, 2000).

Dopamine is associated with attention, learning, and movement coordination.
Dopamine also is involved in motivational processes, such as reward and reinforce-
ment. Schizophrenics show very high levels of dopamine. This fact has led to the “do-
pamine theory of schizophrenia” which suggests that high levels of dopamine may be
partially responsible for schizophrenic conditions. Drugs used to combat schizophrenia
often inhibit dopamine activity (von Bohlen und Halbach & Dermietzel, 2006).

In contrast, patients with Parkinson’s disease show very low dopamine levels,
which leads to the typical trembling and movement problems associated with Parkin-
son’s. When patients receive medication that increases their dopamine level, they (as
well as healthy people who receive dopamine) sometimes show an increase in patho-
logical gambling. Gambling is a compulsive disorder that results from impaired impulse
control. When dopamine treatment is suspended, these patients no longer exhibit this
behavior (Drapier et al., 2006; Voon et al., 2007; Abler et al., 2009). These findings
support the role of dopamine in motivational processes and impulse control.

Serotonin plays an important role in eating behavior and body-weight regulation.
High serotonin levels play a role in some types of anorexia. Specifically, serotonin
seems to play a role in the types of anorexia resulting from illness or treatment of
illness. For example, patients suffering from cancer or undergoing dialysis often expe-
rience a severe loss of appetite (Agulera et al., 2000; Davis et al., 2004). This loss of
appetite is related, in both cases, to high serotonin levels. Serotonin is also involved
in aggression and regulation of impulsivity (Rockland, 2000). Drugs that block sero-
tonin tend to result in an increase in aggressive behavior.

The preceding description drastically oversimplifies the intricacies of constant neu-
ronal communication. Such complexities make it difficult to understand what is hap-
pening in the normal brain when we are thinking, feeling, and interacting with our
environment. Many researchers seek to understand the normal information processes
of the brain by investigating what is going wrong in the brains of people affected by neu-
rological and psychological disorders. In the case of depression, for example, in the early
1950s a drug (iproniazid, a monoamine oxidase inhibitor) intended to treat tuberculosis
was found to have a mood-improving effect. This finding led to some early research on
the chemical causes of depression. Perhaps if we can understand what has gone awry—
what chemicals are out of balance—we can figure out how processes normally work and
how to put things back into balance. One way of doing so might be by providing needed
neurotransmitters or by inhibiting the effects of overabundant neurotransmitters.

Receptors and Drugs

Receptors in the brain that normally are occupied by the standard neurotransmitters
can be hijacked by psychopharmacologically active drugs, legal or illegal. In such
cases, the molecules of the drugs enter into receptors that normally would be for
neurotransmitter substances endogenous in (originating in) the body.

When people stop using the drugs, withdrawal symptoms arise. Once a user has
formed narcotic dependence, for example, the form of treatment differs for acute tox-
icity (the damage done from a particular overdose) versus chronic toxicity (the damage
done by long-term drug addiction). Acute toxicity is often treated with naloxone or
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related drugs. Naloxone (as well as a related drug, naltrexone) occupies opiate recep-
tors in the brain better than the opiates themselves occupy those sites; thus, it blocks
all effects of narcotics. In fact, naloxone has such a strong affinity for the endorphin
receptors in the brain that it actually displaces molecules of narcotics already in
these receptors and then moves into the receptors. Naloxone is not addictive,
however. Even though it binds to receptors, it does not activate them. Although
naloxone can be a life-saving drug for someone who has overdosed on opiates, its
effects are short-lived. Thus, it is a poor long-term treatment for drug addiction.

In narcotic detoxification, methadone often is substituted for the narcotic (typi-
cally, heroin). Methadone binds to endorphin receptor sites in a similar way to nal-
oxone and reduces the heroin cravings and withdrawal symptoms of addicted
persons. After the substitution, gradually decreasing dosages are administered to the
patient until he or she is drug-free. Unfortunately, the usefulness of methadone is
limited by the fact that it is addictive.

CONCEPT

1. Name some of the maijor structures in each part of the brain (forebrain, midbrain, and
hindbrain) and their functions.

2. What does localization of function mean?
3. Why do researchers believe that the brain exhibits some level of hemispheric specialization?
4. What are the four lobes of the brain and some of the functions associated with them?

5. How do neurons transmit information?

Viewing the Structures and Functions of the Brain

Scientists can use many methods for studying the human brain. These methods include
both postmortem (from Latin, “after death”) studies and in vivo (from Latin, “living”)
techniques on both humans and animals. Each technique provides important informa-
tion about the structure and function of the human brain. Even some of the earliest
postmortem studies still influence our thinking about how the brain performs certain
functions. However, the recent trend is to focus on techniques that provide informa-
tion about human mental functioning as it is occurring. This trend is in contrast to the
earlier trend of waiting to find people with disorders and then studying their brains af-
ter they died. Because postmortem studies are the foundation for later work, we discuss
them first. We then move on to the more modern in vivo techniques.

Postmortem Studies

Postmortem studies and the dissection of brains have been done for centuries. Even
today, researchers often use dissection to study the relation between the brain and
behavior. In the ideal case, studies start during the lifetime of a person. Researchers
observe and document the behavior of people who show signs of brain damage while
they are alive (Wilson, 2003). Later, after the patients die, the researchers examine
the patients’ brains for lesions—areas where body tissue has been damaged, such as
from injury or disease. Then the researchers infer that the lesioned locations may
be related to the behavior that was affected. The case of Phineas Gage, discussed
in Chapter 1, was explored through these methods.
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Through such investigations, researchers may be able to trace a link between an
observed type of behavior and anomalies in a particular location in the brain. An
early example is Paul Broca’s (1824—-1880) famous patient, Tan (so named because
that was the only syllable he was capable of uttering). Tan had severe speech
problems. These problems were linked to lesions in an area of the frontal lobe
(Broca’s area). This area is involved in certain functions of speech production. In
more recent times, postmortem examinations of victims of Alzheimer’s disease (an
illness that causes devastating losses of memory; see Chapter 5) have led researchers
to identify some of the brain structures involved in memory (e.g., the hippocampus,
described earlier in this chapter). These examinations also have identified some of
the microscopic aberrations associated with the disease process (e.g., distinctive tan-
gled fibers in the brain tissue). Although lesioning techniques provide the basic
foundation for understanding the relation of the brain to behavior, they are limited
in that they cannot be performed on the living brain. As a result, they do not offer
insights into more specific physiological processes of the brain. For this kind of infor-
mation, we need to study live nonhuman animals.

Studying Live Nonhuman Animals

Scientists also want to understand the physiological processes and functions of the
living brain. To study the changing activity of the living brain, scientists must use
in vivo research. Many early in vivo techniques were performed exclusively on ani-
mals. For example, Nobel Prize-winning research on visual perception arose from in
vivo studies investigating the electrical activity of individual cells in particular re-
gions of the brains of animals (Hubel & Wiesel, 1963, 1968, 1979; see Chapter 3).

To obtain single-cell recordings, researchers insert a very thin electrode next to a
single neuron in the brain of an animal (usually a monkey or a cat). They then re-
cord the changes in electrical activity that occur in the cell when the animal is ex-
posed to a stimulus. In this way, scientists can measure the effects of certain kinds of
stimuli, such as visually presented lines, on the activity of individual neurons. Neu-
rons fire constantly, even if no stimuli are present, so the task of the researcher is to
find stimuli that produce a consistent change in the activity of the neuron. This
technique can be used only in laboratory animals, not in humans, because no safe
way has yet been devised to perform such recordings in humans.

A second group of animal studies includes selective lesioning—surgically removing
or damaging part of the brain—to observe resulting functional deficits (Al'bertin,
Mulder, & Wiener, 2003; Mohammed, Jonsson, & Archer, 1986). In recent years,
researchers have found neurochemical ways to induce lesions in animals’ brains by ad-
ministering drugs that destroy only cells that use a particular neurotransmitter. Some
drugs’ effects are reversible, so that conductivity in the brain is disrupted only for a
limited amount of time (Gazzaniga, Ivry, & Mangun, 2009).

A third way of doing research with animals is by employing genetic knockout
procedures. By using genetic manipulations, animals can be created that lack certain
kinds of cells or receptors in the brain. Comparisons with normal animals then indi-
cate what the function of the missing receptors or cells may be.

Studying Live Humans

Obviously, many of the techniques used to study live animals cannot be used on hu-
man participants. Generalizations to humans based on these studies are therefore
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somewhat limited. However, an array of less invasive imaging techniques for use
with humans has been developed. These techniques—electrical recordings, static
imaging, and metabolic imaging—are described in this section.

Electrical Recordings

The transmission of signals in the brain occurs through electrical potentials. When
recorded, this activity appears as waves of various widths (frequencies) and heights
(intensities). Electroencephalograms (EEGs) are recordings of the electrical fre-
quencies and intensities of the living brain, typically recorded over relatively long
periods (Picton & Mazaheri, 2003). Through EEGs, it is possible to study brain-
wave activity indicative of changing mental states such as deep sleep or dreaming.
To obtain EEG recordings, electrodes are placed at various points along the surface
of the scalp. The electrical activity of underlying brain areas is then recorded. There-
fore, the information is not localized to specific cells. However, the EEG is very sen-
sitive to changes over time. For example, EEG recordings taken during sleep reveal
changing patterns of electrical activity involving the whole brain. Different patterns
emerge during dreaming versus deep sleep. EEGs are also used as a tool in the diag-
nosis of epilepsy because they can indicate whether seizures appear in both sides of
the brain at the same time, or whether they originate in one part of the brain and
then spread.

To relate electrical activity to a particular event or task (e.g., seeing a flash of
light or listening to sentences), EEG waves can be measured when participants are
exposed to a particular stimulus. An event-related potential (ERP) is the record of a
small change in the brain’s electrical activity in response to a stimulating event. The
fluctuation typically lasts a mere fraction of a second. ERPs provide very good infor-
mation about the time-course of task-related brain activity. In any one EEG record-
ing, there is a great deal of “noise”—that is, irrelevant electrical activity going on in
the brain. ERPs cancel out the effects of noise by averaging out activity that is not
task-related. Therefore, the EEG waves are averaged over a large number (e.g., 100)
of trials to reveal the event-related potentials (ERPs). The resulting wave forms
show characteristic spikes related to the timing of electrical activity, but they reveal
only very general information about the location of that activity (because of low
spatial resolution as a result of the placement of scalp electrodes).

The ERP technique has been used in a wide variety of studies. Some studies of
mental abilities like selective attention have investigated individual differences by
using event-related potentials (e.g., Troche et al., 2009). ERP methods are also
used to examine language processing. One study examined children who suffered
from developmental language impairment and compared them with those who did
not. The children were presented with pictures and a sound or word, and then had
to decide whether the picture, on the one hand, and the sound or word, on the
other, matched. For example, in a matching pair, a picture of a rooster would be
presented with either the sound “cockadoodledoo” or the spoken word “crowing.”
A mismatch would be the picture of the rooster presented with the sound “ding
dong” or the spoken word “chiming.” There was no difference between the two
groups when they had to match the picture with the sound. The children with lan-
guage impairment had greater difficulty matching the picture with the spoken word
and exhibited a delayed N400 effect (the N400 is a component of ERPs that occurs
especially when people are presented with meaningful stimuli). The results con-
firmed the hypothesis that the language networks of the children with language
impairment may be weakened (Cummings & Ceponiene, 2010).
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ERP can be used to examine developmental changes in cognitive abilities.
These experiments provide a more complete understanding of the relationship
between brain and cognitive development (Taylor & Baldeweg, 2002).

The high degree of temporal resolution afforded by ERPs can be used to comple-
ment other techniques. For example, ERPs and positron emission tomography (PET)
were used to pinpoint areas involved in word association (Posner & Raichle, 1994).
Using ERPs, the investigators found that participants showed increased activity in
certain parts of the brain (left lateral frontal cortex, left posterior cortex, and right
insular cortex) when they made rapid associations to given words. Another study
showed that decreases in electrical potentials are twice as great for tones that are
attended to as for tones that are ignored (see Phelps, 1999). As with any technique,
EEGs and ERPs provide only a glimpse of brain activity. They are most helpful when
used in conjunction with other techniques to identify particular brain areas involved
in cognition.

Static Imaging Techniques

Psychologists use still images to reveal the structures of the brain (see Figure 2.10
and Table 2.3). The techniques include angiograms, computed tomography (CT)
scans, and magnetic resonance imaging scans (MRI). The X-ray-based techniques
(angiogram and CT scan) allow for the observation of large abnormalities of the
brain, such as damage resulting from strokes or tumors. However, they are limited

(a) Brain angiogram: A brain angiogram highlights the blood vessels of the brain.

O— |

(b) CT scan: A CT image of a brain uses a series of rotating scans to produce a three-dimensional
view of brain structures.

[¢)
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Angiogram © CNRI/SPL/Photo Researchers, Inc. CT scan © Ohio Nuclear/SPL/Photo Researchers, Inc.

Figure 2.10 Brain Imaging Techniques.

Various techniques have been developed to picture the structures—and sometimes the
processes—of the brain.
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in their resolution and cannot provide much information about smaller lesions and
aberrations.

Computed tomography (CT or CAT). Unlike conventional X-ray methods that
only allow a two-dimensional view of an object, a CT scan consists of several
X-ray images of the brain taken from different vantage points that, when combined,
result in a three-dimensional image.

The aim of an angiography is not to look at the structures in the brain, but rather
to examine the blood flow. When the brain is active, it needs energy, which is
transported to the brain in the form of oxygen and glucose by means of the blood.
In angiography, a dye is injected into an artery that leads to the brain, and then
an X-ray image is taken. The image shows the circulatory system, and it is possible

(c) MRI scan: A rotating series of MRI scans shows a clearer three-dimensional picture of brain
structures than CT scans show.

(d) PET scan: These still photographs of PET scans of a brain show different metabolic processes
during different activities. PET scans permit the study of brain physiology.

(e) TMS (Transcranial magnetic stimulation): TMS temporarily disrupts normal brain activity to
investigate cognitive functioning when particular areas are disrupted.

Coil with
electric
current

MRI © CNRI/SPL/Photo Researchers, Inc. PET scan © Simon Fraser/University of Duham,/Photo Researchers, Inc.

Figure 2.10 Continued
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Table 2.3  Cognitive Neuropsychological Methods for Studying Brain Functioning

Suitable for

Method Procedure Humans? Advantages Disadvantages

Singlecell Very thin electrode is inserted next fo a No Rather precise re- Cannot be used

recording single neuron. Changes in electrical activ- cording of electri- with humans
ity occurring in the cell are then recorded. cal activity

EEG Changes in electrical potentials are re- Yes Relatively Imprecise
corded via electrodes attached fo scalp. noninvasive

ERP Changes in electrical potentials are re- Yes Relafively Does not show ac-
corded via electrodes attached fo scalp. noninvasive tual brain images

PET Participants ingest a mildly radioactive Yes Shows images of less useful for fast
form of oxygen that emits positrons as it is the brain in action processes
metabolized. Changes in concentration of
positrons in fargefed areas of the brain are
then measured.

fMRI Creates magnetic field that induces Yes Shows images of Requires individual
changes in the particles of oxygen afoms. the brain in action; fo be placed in un-
More active areas draw more oxygenated more precise than comfortable scan-
blood than do less active areas in the PET ner for some time
brain. The differences in the amounts of
oxygen consumed form the basis for fMRI
measurements.

TMS Involves placing a coil on a person’s head Yes Enables researcher Potentially danger-
and then allowing an electrical current to fo pinpoint how ous if misused
pass through it. The current generates a disruption of a par
magnetic field. This field disrupts the small ficular area of brain
area (usually no more than a cubic centi- affects cognitive
meter) beneath it. The researcher can then functioning
look at cognitive funcfioning when the
particular area is disrupted.

MEG Involves measuring brain activity through Yes Exiremely precise Requires expensive

detection of magnetic fields by placing a
device over the head.

spatial and tempo-
ral resolution

machine not readi-
ly available to
researchers

to detect strokes (disruption of the blood flow often caused by the blockage of
the arteries through a foreign substance) or aneurysms (abnormal ballooning of an
artery), or arteriosclerosis (a hardening of arteries that makes them inflexible and
narrow).

The magnetic resonance imaging (MRI) scan is of great interest to cognitive
psychologists (Figure 2.11). The MRI reveals high-resolution images of the structure
of the living brain by computing and analyzing magnetic changes in the energy of
the orbits of nuclear particles in the molecules of the body. There are two kinds of
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Figure 2.11 Magnetic Resonance Imaging (MRI).

An MRI machine can provide data that show what areas of the brain are involved in different
kinds of cognitive processing.

MRIs—structural MRIs and functional MRIs. Structural MRIs provide images of the
brain’s size and shape whereas functional MRIs visualize the parts of the brain that
are activated when a person is engaged in a particular task. MRIs allow for a much
clearer picture of the brain than CT scans. A strong magnetic field is passed through
the brain of a patient. A scanner detects various patterns of electromagnetic changes
in the atoms of the brain. These molecular changes are analyzed by a computer to
produce a three-dimensional picture of the brain. This picture includes detailed
information about brain structures. For example, MRI has been used to show that
musicians who play string instruments such as the violin or the cello tend to have
an expansion of the brain in an area of the right hemisphere that controls left-hand
movement (because control of hands is contralateral, with the right side of the brain
controlling the left hand, and vice versa; Miinte, Altenmiiller, & Jincke, 2002). We
tend to view the brain as controlling what we can do. This study is a good example
of how what we do—our experience—can affect the development of the brain. MRI
also facilitates the detection of lesions, such as lesions associated with particular dis-
orders of language use, but does not provide much information about physiological
processes. However, the two techniques discussed in the following section do pro-
vide such information.

Scott Hirko/iStockphoto.com
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Metabolic Imaging

Metabolic imaging techniques rely on changes that take place within the brain as
a result of increased consumption of glucose and oxygen in active areas of the
brain. The basic idea is that active areas in the brain consume more glucose and
oxygen than do inactive areas during some tasks. An area specifically required by
one task ought to be more active during that task than during more generalized
processing and thus should require more glucose and oxygen. Scientists attempt
to pinpoint specialized areas for a task by using the subtraction method. This
method uses two different measurements: one that was taken while the subject
was involved in a more general or control activity, and one that was taken when
the subject was engaged in the task of interest. The difference between these two
measurements equals the additional activation recorded while the subject is en-
gaged in the target task as opposed to the control task. The subtraction method
thus involves subtracting activity during the control task from activity during the
task of interest. The resulting difference in activity is analyzed statistically. This analy-
sis determines which areas are responsible for performance of a particular task above
and beyond the more general activity. For example, suppose the experimenter wishes
to determine which area of the brain is most important for retrieval of word meanings.
The experimenter might subtract activity during a task involving reading of words
from activity during a task involving the physical recognition of the letters of the
words. The difference in activity would be presumed to reflect the additional resources
used in retrieval of meaning.

There is one important caveat to remember about these techniques: Scientists
have no way of determining whether the net effect of this difference in activity is
excitatory or inhibitory (because some neurons are activated by, and some are inhib-
ited by, other neurons’ neurotransmitters). Therefore, the subtraction technique
reveals net brain activity for particular areas. It cannot show whether the area’s ef-
fect is positive or negative. Moreover, the method assumes that activation is purely
additive—that it can be discovered through a subtraction method without taking
into account interactions among elements.

This description greatly oversimplifies the subtraction method. But it shows at a
general level how scientists assess physiological functioning of particular areas using
imaging techniques.

Positron emission tomography (PET) scans measure increases in oxygen con-
sumption in active brain areas during particular kinds of information processing
(O'Leary et al., 2007; Raichle, 1998, 1999). To track their use of oxygen, partici-
pants are given a mildly radioactive form of oxygen that emits positrons as it is me-
tabolized (positrons are particles that have roughly the same size and mass as
electrons, but that are positively rather than negatively charged). Next, the brain is
scanned to detect positrons. A computer analyzes the data to produce images of the
physiological functioning of the brain in action.

PET scans can assist in the diagnosis of disorders of cognitive decline like
Alzheimer’s by searching for abnormalities in the brain (Patterson et al., 2009).
PET scans have been used to show that blood flow increases to the occipital
lobe of the brain during visual processing (Posner et al., 1988). PET scans also
are used for comparatively studying the brains of people who score high versus
low on intelligence tests. When high-scoring people are engaged in cognitively
demanding tasks, their brains seem to use glucose more efficiently—in highly
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task-specific areas of the brain. The brains of people with lower scores appear to
use glucose more diffusely, across larger regions of the brain (Haier et al., 1992).
Likewise, a study has shown that Broca’s area as well as the left anterior temporal
area and the cerebellum are involved in the learning of new words (Groenholm et
al., 2005).

PET scans have been used to illustrate the integration of information from
various parts of the cortex (Castelli et al, 2005; Posner et al., 1988). Specifically,
PET scans were used to study regional cerebral blood flow during several activities
involving the reading of single words. When participants looked at a word on a
screen, areas of their visual cortex showed high levels of activity. When they
spoke a word, their motor cortex was highly active. When they heard a word
spoken, their auditory cortex was activated. When they produced words related
to the words they saw (requiring high-level integration of visual, auditory, and
motor information), the relevant areas of the cortex showed the greatest amount
of activity.

PET scans are not highly precise because they require a minimum of about half
a minute to produce data regarding glucose consumption. If an area of the brain
shows different amounts of activity over the course of time measurement, the
activity levels are averaged, potentially leading to conclusions that are less than
precise.

Functional magnetic resonance imaging (fMRI) is a neuroimaging technique
that uses magnetic fields to construct a detailed representation in three dimensions
of levels of activity in various parts of the brain at a given moment in time. This
technique builds on MRI, but it uses increases in oxygen consumption to construct
images of brain activity. The basic idea is the same as in PET scans. However,
the fMRI technique does not require the use of radioactive particles. Rather, the
participant performs a task while placed inside an MRI machine. This machine typi-
cally looks like a tunnel. When someone is wholly or partially inserted in the tun-
nel, he or she is surrounded by a donut-shaped magnet. Functional MRI creates a
magnetic field that induces changes in the particles of oxygen atoms. More active
areas draw more oxygenated blood than do less active areas in the brain. So shortly
after a brain area has been active, a reduced amount of oxygen should be detectable
in this area. This observation forms the basis for fMRI measurements. These mea-
surements then are computer analyzed to provide the most precise information cur-
rently available about the physiological functioning of the brain’s activity during
task performance.

This technique is less invasive than PET. It also has higher temporal resolution—
measurements can be taken for activity lasting fractions of a second, rather than only
for activity lasting minutes to hours. One major drawback is the expense of fMRI.
Relatively few researchers have access to the required machinery and testing of parti-
cipants is very time consuming.

The fMRI technique can identify regions of the brain active in many areas, such
as vision (Engel et al., 1994; Kitada et al., 2010), attention (Cohen et al.; 1994;
Samanez-Larkin et al., 2009), language (Gaillard et al., 2003; Stein et al., 2009),
and memory (Gabrieli et al., 1996; Wolf, 2009). For example, fMRI has shown
that the lateral prefrontal cortex is essential for working memory. This is a part of
memory that processes information that is actively in use at a given time (McCarthy
et al.,, 1994). Also, fMRI methods have been applied to the examination of brain
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changes in patient populations, including persons with schizophrenia and epilepsy
(Detre, 2004; Weinberger et al., 1996).

A related procedure is pharmacological MRI (phMRI). The phMRI combines
fMRI methods with the study of psychopharmacological agents. These studies exam-
ine the influence and role of particular psychopharmacological agents on the brain.
They have allowed the examination of the role of agonists (which strengthen
responses) and antagonists (which weaken responses) on the same receptor cells.
These studies have allowed for the examination of drugs used for treatment. The
investigators can predict the responses of patients to neurochemical treatments
through examination of the person’s brain makeup. Overall, these methods aid in
the understanding of brain areas and the effects of psychopharmacological agents
on brain functioning (Baliki et al., 2005; Easton et al., 2007; Honey & Bullmore,
2004; Kalisch et al., 2004).

Another procedure related to fMRI is diffusion tensor imaging (DTI). Diffusion
tensor imaging examines the restricted dispersion of water in tissue and, of special
interest, in axons. Water in the brain cannot move freely, but rather, its movement
is restricted by the axons and their myelin sheaths. DTI measures how far protons
have moved in a particular direction within a specific time interval. This technique
has been useful in the mapping of the white matter of the brain and in examining
neural circuits. Some applications of this technique include examination of trau-
matic brain injury, schizophrenia, brain maturation, and multiple sclerosis (Ardekani
et al.,, 2003; Beyer, Ranga, & Krishnan, 2002; Ramachandra et al., 2003; Sotak,
2002; Sundgren et al., 2004).

A recently developed technique for studying brain activity bypasses some of
the problems with other techniques (Walsh & Pascual-Leone, 2005). Transcra-
nial magnetic stimulation (TMS) temporarily disrupts the normal activity of the
brain in a limited area. Therefore, it can imitate lesions in the brain or stimulate
brain regions. TMS requires placing a coil on a person’s head and then allowing
an electrical current to pass through it (Figure 2.10). The current generates a
magnetic field. This field disrupts the small area (usually no more than a cubic
centimeter) beneath it. The researcher can then look at cognitive functioning
when the particular area is disrupted. This method is restricted to brain regions
that lie close to the surface of the head. An advantage to TMS is that it is possi-
ble to examine causal relationships with this method because the brain activity in
a particular area is disrupted and then its influence on task-performance is ob-
served; most other methods allow the investigator to examine only correlational
relationships by the observation of brain function (Gazzaniga, Ivry, & Mangun,
2009). TMS has been used, for example, to produce “virtual lesions” and investi-
gate which areas of the brain are involved when people grasp or reach for an ob-
ject (Koch & Rothwell, 2009). It is even hypothesized that repeated magnetic
impulses (rTMS) can serve as a therapeutic means in the treatment of neuropsy-
chological disorders like depression or anxiety disorders (Pallanti & Bernardi,
2009).

Magnetoencephalography (MEG) measures activity of the brain from outside
the head (similar to EEG) by picking up magnetic fields emitted by changes in
brain activity. This technique allows localization of brain signals so that it is possi-
ble to know what different parts of the brain are doing at different times. It is one
of the most precise of the measuring methods. MEG is used to help surgeons locate
pathological structures in the brain (Baumgartner, 2000). A recent application of
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MEG involved patients who reported phantom limb pain. In cases of phantom
limb pain, a patient reports pain in a body part that has been removed, for exam-
ple, a missing foot. When certain areas of the brain are stimulated, phantom limb
pain is reduced. MEG has been used to examine the changes in brain activity
before, during, and after electrical stimulation. These changes in brain activity
corresponded with changes in the experience of phantom limb pain (Kringelbach
et al., 2007).

Current techniques still do not provide unambiguous mappings of particular
functions to particular brain structures, regions, or even processes. Rather, some dis-
crete structures, regions, or processes of the brain appear to be involved in particular
cognitive functions. Our current understanding of how particular cognitive functions
are linked to particular brain structures or processes allows us only to infer suggestive
indications of some kind of relationship. Through sophisticated analyses, we can in-
fer increasingly precise relationships. But we are not yet at a point where we can
determine the specific cause—effect relationship between a given brain structure or
process and a particular cognitive function because particular functions may be influ-
enced by multiple structures, regions, or processes of the brain. Finally, these techni-
ques provide the best information only in conjunction with other experimental
techniques for understanding the complexities of cognitive functioning. These com-
binations generally are completed with human participants, although some research-
ers have combined in vivo studies in animals with brain-imaging techniques

(Dedeogle et al., 2004; Kornblum et al., 2000; Logothetis, 2004).

CONCEPT

1. In the investigation of the structure and functions of the brain, what methods of study
can be used only in nonhuman animals, and what methods can be used in humans?

What are typical questions that are investigated with EEGs, PETs, and fMRIs2
3. Why is it useful to have imaging methods that display the metabolism of the brain?

o

4. What are the advantages and disadvantages of in vivo techniques compared fo
postmortem studies?

Brain Disorders

A number of brain disorders can impair cognitive functioning. Brain disorders can
give us valuable insight into the functioning of the brain. As mentioned above,
scientists often write detailed notes about the condition of a patient and analyze
the brain of a patient once the patient has died to see which areas in the brain
may have caused the symptoms the patient experienced. Furthermore, with the in
vivo techniques that have been developed over the past decades, many tests and di-
agnostic procedures can be executed during the lifetime of a patient to help ease
patient symptoms and to gain new insight into how the brain works.

Stroke

Vascular disorder is a brain disorder caused by a stroke. Strokes occur when the flow
of blood to the brain undergoes a sudden disruption. People who experience stroke
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typically show marked loss of cognitive functioning. The nature of the loss depends
on the area of the brain that is affected by the stroke. There may be paralysis, pain,
numbness, a loss of speech, a loss of language comprehension, impairments in
thought processes, a loss of movement in parts of the body, or other symptoms.

Two kinds of stroke may occur (NINDS stroke information page, 2009). An ische-
mic stroke usually occurs when a buildup of fatty tissue occurs in blood vessels over a
period of years, and a piece of this tissue breaks off and gets lodged in arteries of the
brain. Ischemic strokes can be treated by clot-busting drugs. The second kind of
stroke, a hemorrhagic stroke, occurs when a blood vessel in the brain suddenly breaks.
Blood then spills into surrounding tissue. As the blood spills over, brain cells in the
affected areas begin to die. This death is either from the lack of oxygen and nutri-
ents or from the rupture of the vessel and the sudden spilling of blood. The progno-
sis for stroke victims depends on the type and severity of damage. Symptoms of
stroke appear immediately on the occurrence of stroke.

Typical symptoms include (NINDS stroke information page, 2009):

® numbness or weakness in the face, arms, or legs (especially on one side of the
body)

confusion, difficulty speaking or understanding speech

vision disturbances in one or both eyes

dizziness, trouble walking, loss of balance or coordination

severe headache with no known cause

Brain Tumors

Brain tumors, also called neoplasms, can affect cognitive functioning in very serious
ways. Tumors can occur in either the gray or the white matter of the brain. Tumors
of the white matter are more common (Gazzaniga, Ivry, & Mangun, 2009).

Two types of brain tumors can occur. Primary brain tumors start in the brain.
Most childhood brain tumors are of this type. Secondary brain tumors start as tumors
somewhere else in the body, such as in the lungs. Brain tumors can be either benign
or malignant. Benign tumors do not contain cancer cells. They typically can be re-
moved and will not grow back. Cells from benign tumors do not invade surrounding
cells or spread to other parts of the body. However, if they press against sensitive
areas of the brain, they can result in serious cognitive impairments. They also can be
life-threatening, unlike benign tumors in most other parts of the body. Malignant
brain tumors, unlike benign ones, contain cancer cells. They are more serious and
usually threaten the victim’s life. They often grow quickly. They also tend to invade
surrounding healthy brain tissue. In rare instances, malignant cells may break away
and cause cancer in other parts of the body. Following are the most common symp-
toms of brain tumors (What you need to know about brain tumors, 2009):

headaches (usually worse in the morning)

nausea or vomiting

changes in speech, vision, or hearing

problems balancing or walking

changes in mood, personality, or ability to concentrate
problems with memory

muscle jerking or twitching (seizures or convulsions)
numbness or tingling in the arms or legs
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BRAIN SURGERY CAN BE PERFORMED

WHiLE You ARe AwAKE!

Can you imagine having major surgery performed on you
while you are awake? It's possible, and indeed some-
fimes it is done. When patients who have brain tumors
or who suffer from epilepsy receive brain surgery, they are
often woken up from the anesthesia after the surgeons
have opened their skull and exposed the brain. This
way the surgeons can falk to the patient and perform fests
by stimulating the patient’s brain in order to map the dif-
ferent areas of the brain that confrol important functions
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like vision or memory. The brain itself does not contain
any pain receptors, and when docfors stimulate a pa-
fient's brain during openbrain surgery while the patient
is awake, the patient does not feel any pain. You can
nevertheless get a headache, but that is because the tissue
and nerves that surround the brain are sensifive to pain,
not the brain itself. The communication with the patient
enhances the safety and precision of the procedure as
compared with brain surgery that is performed solely on
the basis of brain scans that were performed using imag-
ing technologies discussed in this chapter.

The diagnosis of brain tumor is typically made through neurological examina-
tion, CT scan, and/or MRI. The most common form of treatment is a combination
of surgery, radiation, and chemotherapy.

Head Injuries

Head injuries result from many causes, such as a car accident, contact with a hard
object, or a bullet wound. Head injuries are of two types. In closed-head injuries, the
skull remains intact but there is damage to the brain, typically from the mechanical
force of a blow to the head. Slamming one’s head against a windshield in a car acci-
dent might result in such an injury. In open-head injuries, the skull does not remain
intact but rather is penetrated, for example, by a bullet.

Head injuries are surprisingly common. Roughly 1.4 million North Americans
suffer such injuries each year. About 50,000 of them die, and 235,000 need to be
hospitalized. About 2% of the American population needs long-term assistance in
their daily living due to head injuries (What is traumatic brain injury, 2009).

Loss of consciousness is a sign that there has been some degree of damage to
the brain as a result of the injury. Damage resulting from head injury can include
spastic movements, difficulty in swallowing, and slurring of speech, among many
other cognitive problems. Immediate symptoms of a head injury include (Signs and

symptoms, 2009):

unconsciousness

abnormal breathing

obvious serious wound or fracture
bleeding or clear fluid from the nose, ear, or mouth
disturbance of speech or vision

pupils of unequal size

weakness or paralysis

dizziness

neck pain or stiffness

seizure

vomiting more than two to three times

[ ]
[ ]
[ ]
[ ]
[ ]
[ ]
[ ]
[ ]
[ ]
[ ]
[ ]
e |oss of bladder or bowel control
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Generally, brain damage can result from many causes. When brain damage occurs,
it always should be treated by a medical specialist at the earliest possible time. A neu-
ropsychologist may be called in to assist in diagnosis, and rehabilitation psychologists
can be helpful in bringing the patient to the optimal level of psychological function-
ing possible under the circumstances.

CONCEPT

1. Why is the study of brain disorders useful for cognifive psychologists?
2. What are brain tumors, and how are they diagnosed?

3. What are the causes of strokes?

4. What are the symptoms of head injuries?

Intelligence and Neuroscience

The human brain is clearly the organ that serves as a biological basis for human in-
telligence. Early studies, such as those of Karl Lashley, studied the brain to find bio-
logical indices of intelligence and other aspects of mental processes. They were a
resounding failure, despite great efforts. As tools for studying the brain have become
more sophisticated, however, we are beginning to see the possibility of finding phys-
iological indicators of intelligence. Some investigators believe that at some point
we will have clinically wuseful psychophysiological indices of intelligence
(e.g., Matarazzo, 1992). But widely applicable indices will be much longer in com-
ing. In the meantime, the biological studies we now have are largely correlational.
They show statistical associations between biological and psychometric or other
measures of intelligence. They do not establish causal relations.

Intelligence and Brain Size

One line of research looks at the relationship of brain size or volume to intelligence
(see Jerison, 2000; Vernon et al., 2000; Witelson, Beresh, & Kiga, 2006). The evi-
dence suggests that, for humans, there is a modest but significant statistical relation-
ship between brain size and intelligence (Gignac, Vernon, & Wickett, 2003;
McDaniel, 2005). The amount of gray matter in the brain is strongly correlated
with 1Q in many areas of the frontal and temporal lobes (Haier, Jung, Yeo, Head,
& Alkire, 2004). However, the brain areas that are correlated with 1Q appear to
differ in men versus women. Frontal areas are of relatively more importance in
women, whereas posterior areas are of relatively more importance in men, even if
both genders are matched for intelligence (Haier, Jung, Yeo, Head, & Alkire,
2005). This finding opens the question of whether there are two different brain
architectures in men versus women that both result in roughly equal levels of intel-
ligence (Haier, 2010). It is important to note that the relationship between brain
size and intelligence does not hold across species (Jerison, 2000). Rather, what holds
seems to be a relationship between intelligence and brain size, relative to the rough
general size of the organism.
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Intelligence and Neurons

The development of electrical recording and imaging techniques offers some appeal-
ing possibilities. For example, complex patterns of electrical activity in the brain,
which are prompted by specific stimuli, appear to correlate with scores on IQ tests
(Barrett & Eysenck, 1992). Several studies initially suggested that speed of conduc-
tion of neural impulses may correlate with intelligence, as measured by 1Q tests
(McGarry-Roberts, Stelmack, & Campbell, 1992; Vernon & Mori, 1992). A
follow-up study, however, failed to find a strong relation between neural-conduction
velocity and intelligence (Wickett & Vernon, 1994). In this study, conduction
velocity was measured by neural-conduction speeds in a main nerve of the arm. Intel-
ligence was measured by a Multidimensional Aptitude Battery. Surprisingly, neural-
conduction velocity appears to be a more powerful predictor of 1Q scores for men
than for women. So gender differences may account for some of the differences
in the data (Wickett & Vernon, 1994). As of now, the results are inconsistent
(Haier, 2010).

Intelligence and Brain Metabolism

More recent work suggests that the flexibility of neural circuitry, rather than speed of
conduction, is key (Newman & Just, 2005). Hence, we would want to study not just
speed but neural circuitry. An alternative approach to studying the brain suggests
that neural efficiency may be related to intelligence. Such an approach is based on
studies of how the brain metabolizes glucose (a simple sugar required for brain activ-
ity) during mental activities. Higher intelligence correlates with reduced levels of
glucose metabolism during problem-solving tasks (Haier et al., 1992; Haier & Jung,
2007). That is, smarter brains consume less sugar and therefore expend less effort
than less smart brains doing the same task. Furthermore, cerebral efficiency increases
as a result of learning on a relatively complex task involving visuospatial manipula-
tions, for example, the computer game Tetris (Haier et al., 1992). As a result of
practice, more intelligent participants not only show lower cerebral glucose metabo-
lism overall but also show more specifically localized metabolism of glucose. In most
areas of their brains, smarter participants show less glucose metabolism. But in se-
lected areas of their brains, believed to be important to the task at hand, they
show higher levels of glucose metabolism. Thus, more intelligent participants may
have learned how to use their brains more efficiently. They carefully focus their
thought processes on a given task.

Other research, however, suggests that the relationship between glucose metab-
olism and intelligence may be more complex (Haier et al., 1995; Larson et al.,
1995). On the one hand, one study confirmed the earlier findings of increased glu-
cose metabolism in less smart participants, in this case, participants who had mild
mental retardation (Haier et al., 1995). On the other hand, another study found,
contrary to the earlier findings, that smarter participants had increased glucose me-
tabolism relative to their average comparison group (Larson et al., 1995).

There was a problem with earlier studies—the tasks participants received were
not matched for difficulty level across groups of smart and average individuals. The
study by Larson and colleagues used tasks that were matched to the ability levels of
the smarter and average participants. They found that the smarter participants used
more glucose. Moreover, the glucose metabolism was highest in the right hemisphere
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of the more intelligent participants performing the hard task. These results again
suggest selectivity of brain areas. What could be driving the increases in glucose
metabolism? Currently, the key factor appears to be subjective task difficulty. In
earlier studies, smarter participants simply found the tasks to be too easy. Matching
task difficulty to participants’ abilities seems to indicate that smarter participants in-
crease glucose metabolism when the task demands it. The preliminary findings in
this area will need to be investigated further before any conclusive answers arise.

Biological Bases of Intelligence Testing

Some neuropsychological research suggests that performance on intelligence tests
may not indicate a crucial aspect of intelligence—the ability to set goals, to plan
how to meet them, and to execute those plans (Dempster, 1991). Specifically, peo-
ple with lesions on the frontal lobe of the brain frequently perform quite well on
standardized 1Q tests. These tests require responses to questions within a highly
structured situation. But they do not require much in the way of goal setting or plan-
ning. These tests frequently use what could be classified as crystallized intelligence.
Damage to the posterior regions of the brain seems to have negative effects on mea-
sures of crystallized intelligence (Gray & Thompson, 2004; Kolb & Whishaw, 1996;
Piercy, 1964). In patients with frontal lobe damage, impairments in fluid intelligence
are observed (Duncan, Burgess, & Emslie, 1995; Gray, Chabris, & Braver, 2003;
Gray & Thompson, 2004). This result should come as no surprise, given that the
frontal lobes are involved in reasoning, decision making, and problem solving (see
Chapters 11 and 12). Other research highlights the importance of the parietal
regions for performance on general and fluid intelligence tasks (Lee et al., 2006;
see also Glaescher et al., 2009). Intelligence involves the ability to learn from expe-
rience and to adapt to the surrounding environment. Thus, the ability to set goals
and to design and implement plans cannot be ignored. An essential aspect of goal
setting and planning is the ability to attend appropriately to relevant stimuli.
Another related ability is that of ignoring or discounting irrelevant stimuli.

The P-FIT Theory of Intelligence

The discovered importance of the frontal and parietal regions in intelligence tasks has
led to the development of an integrated theory of intelligence that highlights the
importance of these areas. This theory, called the parietal-frontal integration theory
(P-FIT), stresses the importance of interconnected brain regions in determining
differences in intelligence. The regions this theory focuses on are the prefrontal
cortex, the inferior and superior parietal lobe, the anterior cingulated cortex, and
portions of the temporal and occipital lobes (Colom et al., 2009; Jung & Haier, 2007).
P-FIT theory describes patterns of brain activity in people with different levels of
intelligence; it cannot, however, explain what makes a person intelligent or what in-
telligence is.

We cannot realistically study a brain or its contents and processes in isolation
without also considering the entire human being. We must consider the interactions
of that human being with the entire environmental context within which the per-
son acts intelligently. Many researchers and theorists urge us to take a more contex-
tual view of intelligence. Furthermore, some alternative views of intelligence
attempt to broaden the definition of intelligence to be more inclusive of people’s
varied abilities.
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¢/ CONCEPT

1. Is there a relationship between brain size and intelligence?

2. Why does higher infelligence in many instances correlate with reduced levels of
glucose metabolism during problem-solving taskse

3. What is the P-FIT theory of intelligence?

Key Themes

In Chapter 1, we reviewed seven key themes that pervade cognitive psychology.
Several of them are relevant here.

Biological versus behavioral methods. The mechanisms and methods described
in this chapter are primarily biological. And yet, a major goal of biological research-
ers is to discover how cognition and behavior relate to these biological mechanisms.
For example, they study how the hippocampus enables learning. Thus, biology, cog-
nition, and behavior work together. They are not in any way mutually exclusive.

Nature versus nurture. One comes into the world with many biological struc-
tures and mechanisms in place. But nurture acts to develop them and enable them
to reach their potential. The existence of the cerebral cortex is a result of nature, but
the memories stored in it derive from nurture. As stated in Chapter 1, nature does
not act alone. Rather, its marvels unfold through the interventions of nurture.

Applied versus basic research. Much of the research in biological approaches to
cognition is basic. But this basic research later enables us, as cognitive psychologists,
to make applied discoveries. For example, to understand how to treat and, hopefully,
help individuals with brain damage, cognitive neuropsychologists first must under-
stand the nature of the damage and its pervasiveness. Many modern antidepressants,
for example, affect the reuptake of serotonin in the nervous system. By inhibiting
reuptake, they increase serotonin concentrations and ultimately increase feelings of
well-being. Interestingly, applied research can help basic research as much as basic
research can help applied research. In the case of antidepressants, scientists knew
the drugs worked before they knew exactly how they worked. Applied research in
creating the drugs helped the scientists understand the biological mechanisms under-
lying the success of the drugs in relieving symptoms of depression.

Summary

1. What are the fundamental structures and pro- of electron microscopes and sophisticated

cesses within the brain? The nervous system,
governed by the brain, is divided into two main
parts: the central nervous system, consisting of
the brain and the spinal cord, and the periph-
eral nervous system, consisting of the rest of the
nervous system (e.g., the nerves in the face,
legs, arms, and viscera).

. How do researchers study the major struc-
tures and processes of the brain? For centuries
scientists have viewed the brain by dissecting it.
Modemn dissection techniques include the use

chemical analyses to probe the mysteries of
individual cells of the brain. Additionally, sur-
gical techniques on animals (e.g., the use of
selective lesioning and single-cell recording) of-
ten are used. On humans, studies have included
electrical analyses (e.g., electroencephalograms
and event-related potentials), studies based on
the use of X-ray techniques (e.g., angiograms
and computed tomograms), studies based on
computer analyses of magnetic fields within
the brain (magnetic resonance imaging), and
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studies based on computer analyses of blood
flow and metabolism within the brain (positron
emission tomography and functional magnetic
resonance imaging).

3. What have researchers found as a result of
studying the brain? The major structures of
the brain may be categorized as those in the
forebrain (e.g., the all-important cerebral cortex
and the thalamus, the hypothalamus, and the
limbic system, including the hippocampus), the
midbrain (including a portion of the brain-
stem), and the hindbrain (including the
medulla oblongata, the pons, and the cerebel-
lum). The highly convoluted cerebral cortex
surrounds the interior of the brain and is the
basis for much of human cognition. The cortex
covers the left and right hemispheres of the
brain. They are connected by the corpus callo-
sum. In general, each hemisphere contralater-
ally controls the opposite side of the body.
Based on extensive split-brain research, many

investigators believe that the two hemispheres
are specialized: In most people, the left hemi-
sphere primarily controls language. The right
hemisphere primarily controls visuospatial pro-
cessing. The two hemispheres also may process
information differently.

Another way to view the cortex is to identify
differences among four lobes. Roughly speaking,
higher thought and motor processing occur in
the frontal lobe. Somatosensory processing oc-
curs in the parietal lobe. Auditory processing
occurs in the temporal lobe, and visual proces-
sing occurs in the occipital lobe. Within the
frontal lobe, the primary motor cortex controls
the planning, control, and execution of move-
ment. Within the parietal lobe, the primary so-
matosensory cortex is responsible for sensations
in our muscles and skin. Specific regions of
these two cortices can be mapped to particular
regions of the body.

Thinking about Thinking: Analytical, Creative,

and Practical Questions

1. How have views of the nature of the relation
between brain and cognition changed over
time!

2. Briefly summarize the main structures and
functions of the brain.

3. What are some of the reasons that researchers
are interested in finding out the localization of
function in the human brain?

4. In your opinion, why have the hindbrain, the
midbrain, and the forebrain evolved (across the
human species) and developed (across human
prenatal development) in the sequence men-
tioned in this chapter? Include the main
functions of each in your comments.

5. Researchers already are aware that a deficit of a
neurotransmitter, acetylcholine, in the hippo-
campus is linked to Alzheimer’s disease. Given

the difficulty of reaching the hippocampus
without causing other kinds of brain damage,
how might researchers try to treat Alzheimer’s
disease?

6. In your opinion, why is it that some discoveries,
such as that of Marc Dax, go unnoticed? What
can be done to maximize the possibility that key
discoveries will be noticed?

7. Given the functions of each of the cortical
lobes, how might a lesion in one of the lobes be
discovered?

8. What is an area of cognition that could be
studied effectively by viewing the structure or
function of the human brain? Describe how
a researcher might use one of the techniques
mentioned in this chapter to study that area
of cognition.
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Here are some of the questions we will explore in this chapter:

1. How can we perceive an object like a chair as having a sfable form, given that the image of the chair

on our refina changes as we look at it from different directions?@

2. What are two fundamental approaches to explaining perception?

3. What happens when people with normal visual sensations cannot perceive visual stimulie

M BELIEVE IT OR NOT

IF You ENCOUNTERED TYRANNOSAURUS REX,

Woup STANDING Si. Save You?

Have you seen the movie Jurassic Park? In this movie, one
protagonist tells another while facing a Tyrannosaurus Rex
that they will be safe as long as they don't move, because
the T. Rex can defect his prey only when it is moving.
WEell, he could not have been more wrong. As it now
turns out, T. Rex had excellent binocular vision |i.e., the
vision fields of both eyes are combined fo achieve depth
perception). Researchers had the heads of several dino-
saur species reconstructed and found that T. Rex probably

could see 13 times better than humans (for comparison,
eagles can only see 3.6 times befter than humans). lis
excellent vision is due to the big binocular range, which
is the area that can be seen by both eyes at the same
fime. In addition, over time T. Rex's snout became longer,
its cheeks grew thinner so as not to obstruct the view, and
its eyeballs became bigger. These changes dll helped
T. Rex to have excellent threedimensional (3-D) vision
(offe, 2006; Stevens, 2000). This chapter will infroduce
you fo the basics of visual perception for humans—and
sometimes for other species as well.

As we are writing this chapter, we can look out of the window onto the city of
Boston. The high-rise buildings that are less than a mile away look about as small
as our computer screen. Yet we know that they are actually much bigger than our
screen—they only appear to be small. Try it out yourself. Look out of your window.
Can you see how things that are farther away seem much smaller than you know they
are? This is just one example of the complex process of perception.

Have you ever been told that you “can’t see something that’s right under your
nose”? How about that you “can’t see the forest for the trees”? Have you ever
listened to your favorite song over and over, trying to decipher the lyrics? In each of
these situations, we call on the complex construct of perception. Perception is the set
of processes by which we recognize, organize, and make sense of the sensations we
receive from environmental stimuli (Goodale, 2000a, 2000b; Kosslyn & Osherson,
1995; Marr, 1982; Pomerantz, 2003). Perception encompasses many psychological
phenomena. In this chapter, we focus primarily on visual perception. It is the most
widely recognized and the most widely studied perceptual modality (i.e., system for a
particular sense, such as touch or smell). First, we will get to know a few basic terms
and concepts of perception. We will then consider optical illusions that illustrate some
of the intricacies of human perception. Next, we will have a look at the biology of the
visual system. We will consider some approaches to explain perception, and afterward
have a closer look at some details of the perceptual process, namely the perception of
objects and forms, and how the environment provides cues to help you perceive your
surroundings. We will also explore what happens when people have difficulties in
perception.
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g INVESTIGATING COGNITIVE PSYCHOLOGY
Perception

Stand af one end of a room and hold your thumb up fo your eye so that it is the same
size as the door on the opposite side of the room. Do you really think that your thumb is
as lorge as a doore No. You know that your thumb is close o you, so it just looks as
large as the door. There are numerous cues in the room to fell you that the door is farther
away from you than your thumb is. In your mind, you make the door much larger to com-
pensate for the distance away from you. Knowledge is a key to perception. You know
that your thumb and the door are not the same size, so you are able to use this knowl-
edge fo correct for what you know is not so.

From Sensation to Representation

We do not perceive the world exactly as our eyes see it. Instead, our brain actively
tries to make sense of the many stimuli that enter our eyes and fall on our retina.
Take a look at Figure 3.1. You can see two high-rise buildings in the city of Boston.
(We live in one of them!) In the right photo, the right tower seems to be substan-
tially higher than the left one. The left picture, however, shows that the towers ac-
tually are in fact exactly the same height. Depending on your viewpoint, objects can
look quite different, revealing different details. Thus, perception does not consist of

© Karin Stemberg

(b)

Figure 3.1 Obijects Look Different Depending on the Perspective.

The pictures show the same two high-rise buildings in Boston from two different perspectives. In (a) they look about the
same size, as they in fact are. In (b), their image on the retina makes them seem to be of different heights, and it is only
through further processing that we can pinpoint they are the same size.
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Figure 3.2 Redlity or Reflection?

This picture shows the reflection of a church in a skyscraper. What is easy for us to perceive
constitutes a big problem for computers. Where does one building end and the next one
start? Which part of the percept belongs to which object? What distinguishes the real person
on the street from his or her reflection in the building so that a computer can recognize which
one is the reflection?

just seeing what is being projected onto your retina; the process is much more com-
plex. Your brain processes the visual stimuli, giving the stimuli meaning and inter-
preting them.

How difficult it is to interpret what we see has become clear in recent years
as researchers have tried to teach computers to “see”; but computers are still
lagging behind humans in object recognition. Can you recognize what is shown in
Figure 3.27 The picture shows a church that is reflected in a high-rise building. It
might have taken you a few moments to figure out what is depicted in the photo,
but for computers, this is an extremely difficult task. It is not immediately clear in
this picture what is reflection, what is the building, and what is surrounding. Fur-
thermore, the borders of the church are blurred so that it becomes very challenging
to see where the object ends and what it really is. So, while it may not take you a lot
of effort to identify the objects in this photo, it does take a lot of processing to per-
ceive them, as the stimuli are very ambiguous.

This chapter focuses on the processes of visual perception and the processes
we use to make sense of the visual stimuli that are focused on our retina. We start
our exploration by familiarizing ourselves with some basic concepts. To illustrate
the intricacies of perception, we then look at some optical illusions. And finally
we learn how the eye receives impressions of stimuli and sends signals to the
brain.
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Table 3.1

Some Basic Concepts of Perception

In his influential and controversial work, James Gibson (1966, 1979) provided a use-
ful framework for studying perception. He introduced the concepts of distal (exter-
nal) object, informational medium, proximal stimulation, and perceptual object.
Let’s examine each of these.

The distal (far) object is the object in the external world (e.g., a falling tree).
The event of the tree falling creates a pattern on an informational medium. The
informational medium could be sound waves, as in the sound of the falling tree.
The informational medium might also be reflected light, chemical molecules, or
tactile information coming from the environment. For example, when the informa-
tion from light waves come into contact with the appropriate sensory receptors of
the eyes, proximal (near) stimulation occurs (i.e., the cells in your retina absorb
the light waves). Perception occurs when a perceptual object (i.e., what you see) is
created in you that reflects the properties of the external world. That is, an image
of a falling tree is created on your retina that reflects the falling tree that is in front
of you.

Table 3.1 lists the