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Chapter 1

Introduction

1.1, Why Cateporical Data Analysis?

What is common about birth, marringe, schooling, employment, occupaiion,
migration, divorce, snd death? The answer: they are all categorical variables
commonly studied in social science research. In faet, most observed oulcomes in
social science research are measured categorically. I you are 1 practicing social
sciantist, chances are pood thal you have studied o phenomenon involving u
eategorical vurinble. (This is true even il you have not used any special stutistical
method for handling categorical dats.) If you are in a graduate program lo become o
social scientist, you will soon, if nol already, encounler n categoricul varinble. Naolice
thal even our stulement of whether ar not you have encouniered a caleporical
varinble in your cureer is itsefl a categorical meusuremeni!

Statistical methods and techniques for categorical dala analysis have undergone
rapid development in the pust 23 years or so. Their applications in upplied research
have become commonplace in recent years, due in large purt to the availability of
commercial sollwure and inexpensive computing. Since some of the material is rather
new and dispersed umong several disciplines, we believe that these is o need for a
systentalic trentment of the subject in o single book. This book is uimed al helping
applied socizl scienlists use specinl wels thnt are well suited for analyzing calegorical
data. in this chapter, we will first define categorical variabies and then introduce our
spproach Lo the subject, . . ‘

L.L1. Defining Caregorical Vaviahles

We define caiegoricud varinbles as those variables thal ean be mewsured using only u
limited number of values or culegories. This definition distinguishes calegorical
variubles [rom conlinuous varisbles, which, in principle, cun asssme un infinite
number of values,

Although this definition of categorical varinbles is clear, its application to applied
work is far more ambiguous, Many voriables of long-lasting interest to socinl
scientists are clearly erlegorical, Such variables inchude; race, gender, immigration
staius, marital siatus, employment, birth, and death. However, coneeptually
conlinuous viriables are sometimes treaied as continuous and other limes us
categorieud. When o continuous variable is treated as a catecorical varable, it is
called categorization ar diseretizarion of Lhe continuous varinble. Calegorization is
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ofien necessary in practice because either the substaniive meuning or the actual
measurement of a continuous variable is categorical. Age is a good example.
Altheugh conceptually continucus, age is often trested as caiegorical in actual
research lor substantive and practic] reasons. Substantively, age serves as a proxy
for qualitative states for some research purposes, qualitatively transforming an
individual’s status at cerlain key points, Changes in legal and social status occur first
during the transition into adulthood and later during the transilion out of the labor
force. For practical reasons, age is usually reported in single-year or fve-year
intervals.'

Indeed, our usual instruments in social science research are erude in the sense that
they typically canstrain possible responses to a limited number of possible values. It
is for this reason that we eartier stated that most, if not all, observed oulcomes in
socin] science are categorical.

What variables shouid then be considered categorical as opposed to contintous in
empirical resecarch? The answer depends on many factors, two of which are their
substantive meaning in the theoretical maodel and their measurement precision. One
requirement for treating a variable us categoricat is that its values are repeated for at
least u significant portion of the sample.® As will be shawn later, the distincticn
between continnous and categorical variables is far more consequential {or respanse
variables than for explanatory variables,

L.1.2. Dependent and Independent Variables

A dependent (also called response, outcome, or endogenous) variable represents a
population characteristie of interest being explained in o study. fndependent {also
called explanatory, predetermined, or exogenous) variables are varinbles thal are
used to explain the variation in the dependent variable. Typically, the characteristic
of interest is the population mean of the dependent variable (or its transformation)
conditional on values of an independent variable or set of independent variables, It is
in this sense that we mean that the dependent variable depends on, is explained by, or
is a function of independent varinbles in regression-lype statistics] models,

By regression-type statistical models, we mean models that predict either the
expected value of the dependent variable or some other characteristic of the
dependent variabile, as a regression function of independent variables. Although in
principle we could design our models to best predict any popukation parameter (e.g.,
the median) of the dependent variable or its transformation, in practice we
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“Tigh-school diptoma,” “callege degree,” or " gradunte degree’” cannot be caplured without categarization.

.
A FE E__nmc_.._nm a?)ﬁ A concise representution of the important poims in the disiribution of education.
2. Mote that a continuous variable can be truncited, meaning that it has zaro probabitity of yielding a value
beyond a particular threshatd or cut-off point. When & continuous varinbie is truncated, the untruncated
part is still continuous, whereas the part that is truncated resembles o categorical variable.

commonly use the term regression 1o denote the problem of predicting conditional
means, When the regression function is a linear combination of independent
variables, we have so-called [inear regressions, which are widely nsed lor contintous
dependent variabies.

1.1.3. Categorical Dependent Variables

Although categorical and continuous variables share many propesties in
cammon. we wish to highlight some of the differences here. The distinction between
categorical and continuous variables as dependent variables requires special
altention. In contrast, the distinction is of relatively minar significance when they
are used as independent variables in regression-type statistical models. Our definition
of regression-type statistical models includes statistical methods for the analysis of
variance and covariance, which can be represented by regressing the dependent
variable on a set of dummy variables and, in the case of the analysis of covariance,
other continuous covariates. Hence, including eategorical variables as independent
variables in regression-type models does not present any particular difficuities, us it
mainly involves constructing dumimy variabies corresponding to dilferent categories
of the independent variable; all known properties of regression models are
directly generalizable 1o models for the analysis of variance and covariance. As we
will show later in this book, the situation changes drastically when we treat
categorica] variables as dependent variables, as much of our knowledge derived from
linear regressions is simply inapplicable. In brief, special statistical methods are
required for categorical data analysis (i.e., analysis involving emteporical dependent
variables),

Aidthough the methods for analyzing categerical variables as independent variables
in regression-lype models have been a part of the standard statistical knowledge base
that is now required for most advanced degrees in social science, methods for the
analysis of categorical dependent varinbles are much less widely known, Much of the
fundamentat research on the methodelogy of analyzing categorical data has been
developed only recently. We aim to give a systematic treatment of several important
topics on categorical dala analysis in this book so as to [acilitate the integration of
the material into social science research.

Uniike methods lor continuous variables, methods for categorical data reguire
ciose attention to the type of measurement of the dependent variable, Methods for
analyzing one type of categorical dependent varinble may be inapprepriate for
analyzing another type of variable.

I.14. Types e% Measurement

¢
The type of measurement plays a key role in determining the appropriate method of
analysis when a variable is used as a dependent variable. We present a typology for
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Iour types of measurement based on three distinctions. First, let us distinguish
Belween quansitative und qualitarive measurements, The distinction between (he wvo
is thut guantitative measurements closely index the substantive meanings of a
variable with nwmericat values, whereas numericn| values lor qualitative measyre-
ments ure substnatively less meaningil, sometimes merely as clussifications to
denole mutuelly axclusive calegories of churacteristics {or attributes) uniquely.
Qualilative variables ure eategoricnl varisbleg,

Within the clags of yuentifiative vagiables, it is ofien uselu] to distinguish Turther
between camtinumes und diserete varinbies. Comtinuous variables, also called interval
varinbles, may assume any real value. Variables such as income and socioeconomic
Stdtus ure typically tredted as continuous over heir plausible ringe of values,
Disvrete variubles may assume only integer vulues und often represent event counts,
Variables such as the number of children per fumily, the number of delinquent acts
commilted by @ juvenile, and the number of accidents per year at a purticular
intersection are examples of discrete variables. According to our earlier definition,
discrete (but quuntitative) variables are also calegorical viriables,

Quualitarive meusurements can be [urlher distinguished between ordinal and
nominal. Ordinal measurements give rise 1o ordered qualitative vasiubles, or ordingl
variables. It is quile commen to use numerical velues 1o denote the ordering
informalion in an ordered qualitative variable. However, numerical vilues
corresponding 1o categories of ordinal virables reflect only the ranking order in o
purticular stiribute; therefore, distances between two wdjacent values are nol the
sume. Attitudes toward gun control {strongly approve, approve, neutral, disupprove,
and strongly disupprove), occuputional skitl level (highly skiiled, medium s led, tfow
skilled, and unskilled), and the cla sification of levels of educnlion us {zrade school,
high school, college. and graduate) ure examples of ordinul varinbles.

Nominal messurements yield unordered qualitative variables, often referred 1o ag
nominal variables, Nominal varinbles possess no inherent ordering, nor numericu]
distanee, between category levels, Classifications ol ruce and ethnieily (white, black,
Hispanie, and other), gender {male and female), and marilal siatus {never married,
merried, divorced, and widowed) ure examples of unordered quulitative varinbles, 1t
is warth noting at this poinl, however, that the distinclion between ordinal and
nominal variables s not alwuys clesr-cul. Mueh af the distinction depends on the
reseurch questions. The same varjable may be ordinal for some researchers but
neminal for others,

To Turther illustrate the st point, let us use ocehpation s an example, Distine
occupitions nre olten measured by open-ended questions and tien manually coded
into & clussification system with three-digit numerical cades thet da pot represent
magnitudes in substantive dimensions. Since the nuniber of potential occupations is
large {usually at least a few hundred in a coding scheme for 0 modery society), it is
desituble, und indeed necessary, 1o reduce the amount of detail in an oceupational

3. For an historical backgromnd, see Duncan’s (1444) imporsant book Mates an Sneial Measuremens,
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Figure 1.1: Typelogy of the four Lypes of messurements.

measure throegh data reduction. One methed of dita reduction is to collapse n_m::.._aﬁ_
occupational codes inwg smajor oceuprtional categories and Lreat them as constituting
either am ordinul or even a nominal measurement (Duncun, $979; _.:Emn_,._ 1878).
Another method of duta reduction is o scale occupations along the dimension of a
scripecanomic index {SET) (Duncan, 1961) — thus inio un inlerval variable. More
recently, Hauser and Warren (1997) chalienged Duncan's wpproach a.:g sugpested
instead that lo measurc occupntional sociocconomic stutus, oceupations ma.wnﬂ
scaled into {wo sepurate dimensions of occupational income and Onnzﬁmm_o.:m:
education. Hauser und Warren's work illustrutes the importance of considering
muitiple dimensions when neminal measures are sealed into m:H_.cu_.Emmm_._.wcm.
Figure [.1 summarizes our typology scheme for the four Lypes 2.355&92:.
According to this typology, there are three wypes of categorical ._,.__._s_w_%“. &__,nm..umu
ordinal, and nominal, all of which will be discussed s this book. This distinction
among the three types of categoricat variables {s useful only E:m: the ::Ewmn of
possible values equals or exceeds three. When the number of possible values is two,
we have u special cuse culled u binary variable, A bingry variuble can be m_mn:.“:u.
erdinal, or nominal, depending un the researcher’s interpretation. For example, if a
researcher is interested in studying complinnge with the one-child policy in n._EE: the
dependent variable is whether a couple has given birth to mare than one dhild. For

. simplicity, assume that in a particular sample 2 woman bus at least one child and no

more thur lwa children. Let us code y so thal y = 0 if o womun hag cwc.nwm_n_. and
¥ = 1 il she hus twao children. In this case, (he dependent variable cun be EEQEE&
as discrete (number of children — ), ordinal (ane child or more than one child}, ar
nominal (compliance vs. noncompliance), Fortunpiely, the researcher may ..&uv_w the
same slatistical methods for all three cases, 11 s the substantive undersiunding of the
resubis thal varies from one interpretation to another.

1.2. Twa Philosophies of Categorical Data

The development of methods lor the analysis of categorical ﬁ_m::. _Em. rm:n.mp._na
greatly from contributions by scholars in such diverse mnE.m as wEE:_.uw.. v_cm_u:m.:nm_
economics, psychofogy, und sociology, This multidiseiplinary origin has given
categorical duw” unalysis multiple approaches to similar Hu.qo:_nam aril _:.c_.sc_a
interpretations for simiter methodoiogies. As o resuit, categorical data analysis is an
intellectualty rich and expunding lield, However, this interdisciplinary nature has also

d
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& Sratistical Methods for Categorical Data Analysis

made syathesizing und consolidating available technigues di
applications und differing ierminology across diseiplines,

Part of this difficuity stems lrom two fundamentally dilferent “philosophies™
concerning the nalure of categorical data. One philosophy views cutegorical variables
as being inherenlly categorical und relics on transformations of the data o derive
repression-type madels, The other philosophy presumes thut categorical variables are
conceplusily continuous but are observed, or measured, us categorical, In the one-
ild policy example, a researcher muy view “complisnce” as a belavioral
comtnoum. However, hefshe can anly whserve iwo distinet values of this dependent
variable. This approach relies an latent variables to derive regression-type madels.
These very different philosophies can be wraced back 1o the acrimonious debate
between Karl Pearson and G, Udny Yule between 1904 and 1983 (Agresti, 2002,
pp. 619-622). Although these $wo approaches can be found in any single discipline,
the first is more closely tdentified with stotistics and biostalistics, and the second with
econometrics and psychometrics. For simplicity, we will refer Lo the first approach as
statistical or trangfornationad und to the second as econamneiric or latent variahle. We
intend the terms svazistical wnd economerric here ns short-hand fbels rather than as
descriplions of the two disciplines,

ult due o Lhe diverse

121, The Transformational Approach

In the srevesformerional, or sintistical, approach, categorical data nre considered us
inherenily eategorical und should be modeled ns such. In this approach, there is a
direct one-to-one correspendence between population parametess of interest nnd
sumple slalistics, The [ocus is on eslimating population parameters that correspond
to their sumple apalogs. No lateat, or unobserved, vuriable is invoked.

In the trunsformntional approach, statsticel modeting means that the expected
vulue of the categorical dependent varisble, afler some teansformuation, is expressed
us o linear lunction ol tie independent variables. Given the categorical nature of the
dependent variable, the regression function cannot be linear. The problem of
nonlinearity is handled through nonlinear functions that transform the expected
value of the citegorical variuble into a linear function of (he independent varinbles,
Such transformation functions are now commonly referred to as fink funclions.”

For exumple, in the unalysis of discrete (count) duta, the expeeicd [requencics (or
cell counts) must be nonnegative. To ensure that the predicted values from regression
models fit these constraints, the natural logarithm function (or fog link) is used to
transform the expected value of the dependent variable so that a mode] for the togped
count can be expressed us a linear [unction of independent variables. This lagfinear
transformation serves two purposes: it ensures that the fitied values are appropriale

4. Models that be transfenned to finear models via link functions ure eferred Lo ns peneralized Bhear
aadels. MeCullugh and Melder (1989) pravide un eslensive trentment of tiese types ol modejs,
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for count data (i.c., nonnegative), and it perinits the unknown regression parametess
1o lie within the entire real space {parumeter space).

in binomisl response models, estimated probabilities must Tie in Lhe interval {0,1],
a range that is violated by any linear lunction if independent variables are allowed to
vary {reely. Instead of directly modeling probabilitics in this range, we cun maodel
a transformuotion of probability that lies in the intervsl (— oo, + o). There are o
number of wisys to transform probabilities. The fogir transformation, log[p/(1 .I.az.
cen be used to trnnsform the probability scale so thal it can be expressed us 4 _zmm_:.
function of independent variables. A probir transformation, ™ '(p), cun be used in o
similar fashion 10 re-scale probabilities. The probit link wlilizes the inverse ol Lhe
cumulative standard normal distribution {unction to transform the expected
prebubility to the range (— o, + o) (Le. by translforming msg.g.:.:nm Lo
Z-scores). As in the logit model, the probit link wansforms the probabilily so that
it can be expressed as a linear function of independent f_":‘mm_:nm..mc:_ the logit and
probit translormations ensure Lhat the predicted probabilities ure in the proper range
for o}l possible values of purameters and independent varipbles.

1.2.2.  The Latemt Variahle Appraach

The 5atent variable, or econometric, approach provides u somewhat different view of
categorical dats. The key Lo this approach is to assume the existence of o continuous
unobserved of farent variable underlying an observed categorical varinble. When the
Litent vuriable crosses & reshold, the observed categorical variable takes on a
dilferent value. According to the latent varizble approuch, what makes categorical
varicbles different from usual continsously distributed varinbles Is partinl
observibility. That is, we can infer [rom observed culegorical values ooly the

[
intervals wilthin which latent varinbles lie but not the actunl values themselves, For

~-this reasos, econometricians commonly refer to categorical variablkes as Hmited-

dependent varishles (Maddala, 1983). _ )
In the latent varizble approach, the researcher’s theoretical interest lics more in
how independent variables affect the lntent conlinuous varisbles (culled m:.:m::m_
analysis) than in how independent variables affect the observed cutegoricnd variable.
From the Intent variable perspective, it is thus convenient Lo think of the sumple data
us netual readizations of population guantities that ure wrolservable. For instance, the
observed response calegories may reflect the actual choices made by individoals in a
sample, but underlying ench chaice at the population level is o latent éai.u_n
represenling the difference between the cost and the benefit of o particular choice
made by an individual decision maker. Similarly, u binery varinble may be thought of
as the sample realization of a continuous variable representing un unobserved
propensiry. For exampte, in studies of college admissions, we may assume the
axistence of 3 continuous latent variuble — qualification — such thust applicants
whose gualifications exceed the required threshold are admitted, and those whose
qualifications fall short of the threshold ure sejected (Manski & Wise, 1983).
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[n studies of women's fnbor lorce parlicipation, ceonemic reasoning holds that o
woman will participate in the lnhor force if her market wige exeeeds her reservation
wage (Heckman, 1979). In practice, it is not possible for the rescarcher 1o observe
applicunis’ qualifications, nor the difference between the market and reservition
wuges, We can. however, abserve admission decisions and labor force participation
stutns, which can be tnken us ahserved renlizalions of the underlying populstion-level
latens variable representing likelihood of admission or labor force participation,

Experimental studies in the biologicul sciences have also made good use of laent
variables, In studies of 1he efTectiveness of pesticides, for example, whether un insect
dies depends on its rolerance 1o o level of dosage ol an insecticide. 11 is assumed 1hat
an insect will die il a dosuge level excesds 1he insect's tolerance, The binsry variable
(tivesfdies) is the realizition of a continupnus wnobserveble variable, the diflerence
between dosage und tolerance.

The latent vurinble concept has besn exiended to the construction of latent
categorical vuriubles, A prime example is the futent class model. which cipitalizes on
independence conditional on membership in latent classes. This is analogous {o
Factor anulysis for continuously distributed variables. Heckman and Sinper's { 1984)
nonparaneiric method of handling unobserved heterogeneity in survivai analysis is
ulso rooted in this fundumenal ideq.

L3. An Historical Note

The development aof techniques [or the unalysis of categorical dita has been
molivaled in part by particulsr substantive toncerns in fields such as sociology,
ceonomics, epideminlogy, and demography (for an histarical sccount jn socia]
science, see Cumic & Xie, 1994), For example, several innovations in loglinear
maodeling had (keir origing in the study of social mobility (e.p., Duncan, 1979;
Goodmun, 197%; Huuser, 1978); the literature on sumple selection models emerged
from economic analyses of’ women's earnings (Heckman, 1979); and probiems in the
unalysis of consumer choices led 1o the development of many of (he lechniques for
multicategory response variables (McFadden, 1974). Metlodologicul advinces in
survival anulysis srose ns exlensions of e life-tables technigue in demography by
statisticians and blostatisticians to incorparute covariates in modeling hazusd rates
(Cox, 1972 Laird & Oliver, t981). McCullagh and Nelder's (1989} theory of
penerwlized Euear models provided a unified framework which can be applied 1o most
of these models.

Today's lutent vuriahle upproach grew oul of the eurly psychophysics tradition,
where observed frequency distributions of qualitative “judgnents” were used Lo scule
the intensity of conlinuoasly disiributed stimuli {(c.g., Thurstone, 1927). In the
experimental [ramework of psychophysics, the “latent™ variubles were unobseryvshle
anly to the subjects under an experiment, since the stimuli were manipulated by and
thus known lo the researeher, For illestrution, imegine that a graup of subjecis are
asked to runk the relniive weights of two similur objeots given by the experimenter.

Ttroduetion

It is reasonible to ussume Lhal the probability of giving the correct answer is
positively associnted with the actual difference in weight. Thurstene {1927) n..::_n::.
assumed a norntal distribution lor the psychological stimulus and related _._ to Ee
distribution of “judgments,” thus paving the way o today’s probil .r:_”,__zm_.._ With
lime, secial scientists have expanded this approsch 10 uncover prapertics of latent
variubles from observed data, through such techniques as lutent trait models and
latent class models. For o treatment of sociologists’ contributions to the lulent
varinble approach, see Clogg (1992).

1.4. Approach of This Book

Two [lestures distinguish this book from other texts on the unalysis ol Q:n_r._.a._.mnc_
data. First, this boak presenls both the trunsformational ::.Q _Enw.z.,.s_._mw_n
upprosches and, in doing so, synthesizes similar metheds in statistical and
economelric literatures. Whenever possible, we shall show how the two spproaches
are similer and in what ways they are different, Second, this book has an applied @3
opposed {o theoretical odertation. We shall draw examples from applied mom.::
science research and use data sets constructed for pedupopicnl purposes, In _,.na_um:m
with the applied. orientution of this book, we shall also present __E::.: programming
examples for the models discussed, while keeping theoretical discussions at a
minimum. We shall provide our dula sets, program code, und computer oulputs
through a website.

141, Combining the Sraristical and Letreny Vavialle Approaches ,

In many fnstances, the transformational and laent varuble »_.Euno:n:nm are simply

“two parailel ways of looking at the sume pheaamena. More a:m: :E: net, the two

approaches yield exuctly the seme statisiient procedures except for minor m_:..e.mwnnm

due to the manner in which the mode! is specified or pursmeterized. When tsis is the

cuse, one's viewpoint sboul the underlying nature of abserved categorical variables

" daes not affect specific stutistical technigues that we will cover but simply aliers the
substantive interpretations of results,

142, Ovganizution of the Boolk

This book begins by considering ihe simplest models lor cateporical duta and
proceeds Lo mare complex models and methods. We begin with o review of the

3. Our wehsite is continuously updated with new examples ulilizing severad computer packages. The URL
is hitp:ffwebspace.utesys.slofdpowerspwww), Enkable throtgh YuXie.com aml Powers-Xic.cons,

‘
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zeneral coneepis behind repression models for continuous dependent variubles. This
i u natural starting paint since many of the familiar idens and principles used in the
enulysis of covariance and regression for continueus variables will curry over Lo the
nnalysis of categorical dependent variables. These concepls are described in Chapler
2, alang with a general orientation to regression madels, Chapter 3 discusses models
for binury dam und issues pertaining to estimation, modet building, and the
imterpretation of results. Chupier 4 provides an overview of measures of associntion
.”:a models lor cantingency tubles. Chapier 5 builds on material in Chapter 3 to
introduce nudtilevel {or hierurchical) models for binary data. Chupter 6 presents
miethods for event oceurraices in lime. Chupiers 7 and 8 outline various methods lor
the anzlysis of polylomous (or multinomial) response varizbles that assume ordinal
or nominal meassures,

Chapter 2

Review of Linear Regression Models

2.1. Regression Models

This chapter reviews the clussic lineur regression model for continuous dependent
variables, We assume Lhe resder’s Tamiliavity with (he linear regression model and
thus will nat delve into its detnils, Instend, we will highlight some general concepls
und principles underlying the lincer regression model that will be useful in later
chapters focused on categorical dependent variables.

Regression is one of the most widely used statistival technigues for analyzing
observational data. As menlicned in Chapter 1, the anulysis of observalional dala
typicully requires o structural und multivariate approach. Repression maodels are used
in this context 1o uncover net refalionships between an cutcome, or response, variable
and o few key explunatory verinbles while controlling for conlounding lactors.

Repression models are used (o meet different research poals, Somelimes,
regression modeling is aimed at learning the causal elfect of one variable, or a set
of variables, on a dependent variable, Other times, regression models are used 1o
predict the value of a response variable, Finally, regression models are often intended
as short-hund summaries providing u deseription linking a dependent variable pnd
independent varinbles.

211, Three Coneoprualizations of Regresyion

A researcher Giced with o large amount of raw data will want to susmarize it in o way
that presents essentiul information without too much distortion. Bxamples of dats
reduction include frequency tables or group-specific means snd varianees. Like most
methods in stotisiics, regression is also a dats-reduction technique. In regression
anulysis, the objective is to predict, as closely as possible, an array ol observed values
of the dependent vorinbie based on o simpte function of independent variubles.
Obviously, predicted values from regression models are nol exactly the same as
observed ones. Churacteristically, regression pariitions an abservation into two parls:

abserver ] ={strucrural | + [srochastc |

- The observed purt represents the actuel values of the dependent vacdable at hand.
The structuryd part denotes the relationship between the dependent and independent
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