CHAPTER 27

COUNTERFACTUALS
AND CASE STUDIES

JACK S. LEVY
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In Henry James’s “The Jolly Corner,” Spencer Bryden pursues the ghost of the man
he might have been had he not left New York City three decades earlier for a more
leisurely life abroad. In Dickens’s “A Christmas Carol,” Ebenezer Scrooge transforms
is life after encountering the Ghost of Christmas Yet to Come and learning how the
future would play out if he were to continue his old ways. Robert Frost is less explicit
about what he would have encountered on “the road not taken,” but he knows that
the road less traveled “made all the difference.”

Scholars frequently speculate about what might have been in history. Pascal fa-
mously wrote that “Cleopatra’s nose: had it been shorter, the whole face of the
world would have changed.” It is often said that the First World War would not
have occurred without the assassination of Archduke Ferdinand (Lebow 2007), that
the Second World War would not have occurred without Hitler (Mueller 1991),
and that the end of the cold war would have been significantly delayed without
Gorbachev (English 2007). In a more general theoretical claim, Skocpol (1979) argues
that without either peasant revolts or state breakdown, social revolutions will not
occur.

Opposition politicians frequently invoke counterfactuals in arguing that if the
current administration had acted differently, the country would have been better off.
Hillary Clinton later defended her 2002 vote to authorize the president to use force in
Iraq by saying that “if we knew then what we know now, there wouldn’t have been a

»1

vote...and I certainly wouldn’t have voted that way.

1 NBC, Today show, December 18, 2006.
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Some historians are skeptical about the analytic utility of counterfactua] , :,
and regard it as entertaining “after dinner history” (Ferguson 19994, 15) of ac
lour game” (Carr 1964, 97), but not analytically sound scholarship. Croce (cite,
Ferguson 19994, 6) states that it is necessary “to exclude from history the ‘condj e
which has no rightful place there. ...” What is forbidden is . .. the “anti-historjc].
illogical ‘if’ ” Fischer (1971) includes an index item for “counterfactual questig
his book Historians’ Fallacies, but it says “see fictional questions.” Fischer de i
Fogel’s (1964) pathbreaking counterfactual analysis of the impact of railroads.
American economic development as a step “down the methodological rathole” ay
return to “ancient metaphysical conundrums” (p. 18). Oakeshott (1966, 128-9) 3 3
that if the historian were to consider “what might have happened” and treat
events” or “turning points” as causally “decisive,” “the result is not merely bad
doubtful history, but the complete rejection of history. .. a monstrous incursion
science into the world of history.” 7

Other historians, and most social scientists, recognize that counterfactuals ;
unavoidable. They understand that “the study of history is a study of causes”
1964, 87), and they recognize that any causal statement involves assumptions abg
what did not happen but could have happened. Bueno de Mesquita (1996, 229) argy
that in applied game theory “we cannot understand what happened in reality withg
understanding what did not happen but might have happened under other circun
stances.” The historian Ferguson (19994, 87) argues that “To understand.. .. m
as it actually was, we therefore need to understand how it actually wasn’t—but he
to contemporaries, it might have been.”

The question is how to validate counterfactual claims about what would ha
happened in a hypothetical or alternative world in which the hypothesized cause toc
on a different value, whether in a particular case or in a more general theoretical r
lationship. Whereas causal statements are in principle amenable to a direct empi
test, the same is not true for counterfactual statements, since the conditional upe
which the counterfactual rests does not exist and cannot be fully realized in ord
to examine the effects that flow from it (Goodman 1983). In the absence of dires
empirical confirmation, by what criteria can we say that some counterfactuals
more legitimate or more valid than others, and for what theoretical purposes? S l
we cannot avoid counterfactuals, the question, in response to QOakeshott, is how t
introduce science into the world of history in a way that enhances our understandin
of history.

I focus on the methodologically normative use of counterfactual arguments ¢
advance causal understanding of the social and political world. This differs fr
psychologists’ more descriptive focus on such cognitive science questions as hoy
people actually use counterfactuals, how they judge the validity of counterfa
arguments, and how their cognitive and motivational biases affect those judgments
and influence what kinds of counterfactuals they find most persuasive (Roese and
Olson 1995; Tetlock and Belkin 1996; Tetlock and Lebow 2001).

Counterfactuals are relevant in any kind of causal analysis, but I focus primarily
on the role of counterfactuals in case study analysis. This subject is particularly

_ortant because qualitative-comparative researchers are more likely than quan-
wve scholars to posit necessary conditions, which automatically generate explicit
unterfactuals (Goertz and Starr 2003). o

. After explaining why counterfactuals are important for history and social science,
identify the criteria by which we can evaluate tllle utility of counterfactuals for
’Pporting idiographic and nomothetic causal claims. Tbrougltlout I assume that
_ounterfactuals are best conceived as a method, to be used in conjunction with other
_thods, to generate and validate explanations about social and political behavior.
The primary goal of studying what did not happen is to better help us to understand

chat did happen.

[ follow Tetlock and Belkin (1996, 4) and define counterfactual as a “subjective condi-
tional in which the antecedent is known or supposed for purposes of argument to be
false” It is a “contrary-to-fact” conditional that identifies a “possible” or “alternative”
world in which the antecedent did not actually occur.

All causal statements imply some kind of counterfactual. A historical argument
that a particular set of conditions, processes, and events caused, influenced, or con-
tributed to a subsequent set of conditions, processes, and events implies that if the
antecedent conditions had been different, the outcome would have been different.
Similarly, a theoretical statement that x is a cause of y implies that if the value of
x were different, the outcome y would be different.> The interpretative statement
that British and French appeasement of Hitler contributed to the Second World War
implies that if Britain and France had stood firm against Hitler the Second World War
would not have occurred, or perhaps that it would have been considerably shorter
and less destructive. The theoretical proposition that appeasement only encourages
further aggression implies the counterfactual that a more hard-line strategy would
reduce the likelihood of further aggression.

While all causal statements imply a counterfactual, some counterfactuals are
more explicit than others. Historical interpretations and theoretical propositions
that posit necessary conditions, which are fairly common in political science and
in social science more generally (Goertz and Starr 2003), are particularly ex-
plicit about their counterfactual implications. The logical expression of necessary
conditions—“if not x then not y”—directly specifies the consequent of a counter-
factual world. Necessary condition counterfactuals are central in “window of op-
portunity” models (Kingdon 1984), “powder keg” models (Goertz and Levy 2007),

? This is particularly clear if one says that c is a cause of ¢ if the conditional probability that e occurs,
given that c occurs, is greater than the unconditional probability that e occurs. For a discussion of
Statistical approaches to counterfactual analysis see Morgan and Winship (2007).
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causal chains involving necessary conditions, and explanations based on path de
dency and critical junctures (Mahoney 2000), all of which are common in polit
science.

Necessary conditions are also important because they are at the core of op
the two leading conceptualizations of causation: x is a cause of y if y would
occur in the absence of x (Lewis 1973).> The central role of necessary condi’cil
causal explanation, particularly in case studies, and the fact that the primaryr
of testing hypotheses involving necessary conditions is to analyze the validity of
counterfactual associated with it, add significantly to the importance of develop
valid methodology of counterfactual analysis.*

Counterfactuals play an essential role in common historiographical debates af
whether a particular outcome was inevitable or contingent. The most effective y
of supporting an argument that an outcome was contingent is to demonstrate g
a slight change could easily have led to a different outcome. An effective way
demonstrate that an outcome was inevitable at a certain point is to demonstrate t
there was no change in existing conditions that was both conceivable and capable
leading to a different outcome. '

Some theoretical approaches are more explicit than others about their counte
factual implications. A good example is game theory. A game tree specifies exact
what happens if actors make different choices, how other actors react, and the set,
possible outcomes. Actors’ choices are causally dependent on their expectations ¢
what would happen if they made other choices. “Off the equilibrium path” behavio
is a counterfactual prediction.

Since causal statements—whether about particular historical events or about the

and quantitative researchers argue that statistical evidence is far superior to multip}e
e studies), but single case studies can also serve this purpose if the hypothesis posits
cessary or sufficient conditions, if the hypothesis generates precise predictions, or
¢ the proposition permits a most likely or least likely research design (George and
pennett 2005; Levy 2008).

This point relates to a larger principle about theory construction and research
design. The widely accepted injunction to derive as many observable implications
s possible from an historical interpretation or theoretical proposition, and to test
em against the evidence (King, Keohane, and Verba 1994), applies to a theory’s
ounterfactual implications as well as to its more direct implications.® Ceteris paribus,
+he more explicit the counterfactual implications of a theory, the better the theory. A
/eory that specifies the consequences of both x and not x tells us more about the
pirical world than a theory that specifies only the consequences of x.

~ The preceding discussion emphasizes the utility of counterfactuals in testing both
interpretations of individual cases and more general theoretical propositions. The
first is more idiographic in orientation, and the second more nomothetic. Interpre-
tations of individual cases can be either inductive or guided by theory.” Although
theory-guided case studies are presumably more explicit about their counterfactual
predictions, at least at the beginning of a research study,® inductively driven inter-
pretive case studies can also end up suggesting what would have happened if cer-
tain things had been different. Ferguson’s (1999b) argument about what would have
happened had Britain “stood aside” in the First World War (probably no Bolshevik
Revolution, no Second World War, no Holocaust) is based on an inductive case
study.

In idiographic case studies, the role of counterfactual analysis is often to explore
the question of whether history could have turned out differently, and how alternative
worlds might have developed. Such “what if” scenarios include both relative short-
term forecasts, such as the consequences of a failed assassination attempt in 1914, and
long-term macrohistorical forecasts, such as the plausibility of alternative scenarios
through which the rise of the West to a position of world dominance might have been
blocked (Tetlock, Lebow, and Parker 2006).

Idiographic counterfactuals can also play a normative role—of passing moral judg-
ment on individual leaders by asking whether or not they could have acted differently
under the circumstances (Tetlock and Belkin 1996, 8). Presumably we could not
blame a leader for a costly war if a counterfactual analysis were to provide persuasive
evidence that the same war would have occurred if another leader had been in power.
Neville Chamberlain is widely criticized for his policy of appeasing Hitler, but that

counterfactual bears on the validity of the original causal proposition. Compellin
evidence that Hitler would have initiated a war regardless of whether Britain or Frane
had pursued a strategy of appeasement would falsify the claim that appeasemen
causally contributed to the Second World War.5 Evidence that social revolutior
sometimes occur in the absence of a peasant revolt and a state crisis would disconfirn
Skocpol’s (1979) theory of social revolution.

Thus the empirical validation of counterfactual statements is an important step
in hypothesis testing. Evidence from several case studies is generally more pet
suasive than evidence from a single case study in testing a theoretical propositio

3 The alternative conception of causation is the “regularity” model, which includes constant
conjunction, temporal precedence, and nonspuriousness. This view is often traced to Hume, but in fact'
Hume emphasized both conceptions of causation (Goertz and Levy 2007).

* While all necessary conditions imply a specific counterfactual, not all counterfactuals imply the
presence of necessary conditions. The statement “if not x, then y will still occur” posits a counterfactua
but without a necessary condition. Also, unlike statements of necessary conditions, statements of
sufficient conditions do not imply a counterfactual, since “if x then y” says nothing about the
consequences of “not x.” The widely accepted empirical generalization that a democratic dyad is
sufficient for peace implies no counterfactual about what would happen if at least one of two states is not
a democracy.

> Khong (1996) explores the complexities of validating this counterfactual. Ripsman and Levy (2007)
argue that neither British nor French leaders expected that appeasement would avoid war.

¢ Qualitative researchers qualify this argument by de-emphasizing the “as many” phrase and arguing
that some observable implications are more important than others for theory testing.

7 Scholars often mischaracterize the idiographic/nomothetic distinction. Idiographic refers to
descriptions or explanations of the particular, whereas nomothetic refers to the construction or testing
of general theoretical propositions (Levy 2001).

¥ In the analytic narrative research program (Bates et al. 1998), for example, game-theoretic models
are used to guide individual case studies.



632 JACK S. LEVY COUNTERFACTUALS AND CASE STUDIES 633

judgment rests on the counterfactual argument that another British leader . different standards might be appropriate for different theoretical and descriptive
have acted differently and that the outcome would have been better for Brit,
some scholars have questioned. :
Exploring a theory’s counterfactual implications can also be useful for theq
velopment. This is a deductive analysis that does not involve empirical case sty
As Tetlock and Belkin (1996) note, “The goal is not historical understanding
to pursue the logical implications of a theoretical framework” For this py .
counterfactual conditional itself need not necessarily be plausible, in the senge
could imagine a path through which it might arise. Such nonplausible counterf
are often called “miracle counterfactuals” (Fearon 1996). ;
Any complete theory specifies the consequences if key causal variables w
take on other values. Economic models specify the consequences for the ece
if the Federal Reserve Board were to raise interest rates by a full percent, e
such actions are quite implausible under the circumstances. Computer simul;
are used to explore the consequences of possible worlds (including socially e
worlds) that are not really accessible through empirical methods (Cederman
Similar models can be applied historically to trace the consequences of a n;"
of initial conditions, however implausible they might be. To assess the contrib
of the railroads to American economic growth, Fogel (1964) constructed a me
the American economy and explored how it might have developed in the abser
railroads. J
Counterfactual thought experiments can also be used deductively for othes
poses, including the pedagogical purposes of encouraging someone to think ths
the implications of his or her arguments or beliefs, confront uncomfortable :
ments, and generally open his or her mind to new ideas. This may help reveal de
standards in moral judgment, contradictions in causal beliefs, and the influen
cognitive or motivational biases. This mode of counterfactual analysis combine
descriptive and the normative, in that descriptive/causal knowledge about howp
use counterfactuals in making judgments and decisions is used for the normative
pose of inducing them to think in less biased ways about causality and counterfac
(Tetlock and Belkin 1996, 12—16; Weber 1996; Lebow 2000). #

P

rposes?™’

" (:lsnterfactual propositions are similar to other theoretical propositions in that
v have premises or initial conditions, hypothesized consequences, and a “cov-
. Jaw” or causal mechanisms explaining how the former leads to the latter. A
etical proposition must be logically consistent and falsifiable in principle. We
nerally prefer theories that apply to broader empirical domains, make more (and
ore varied) predictions about the empirical world, generate substantial support
. the empirical evidence, and are consistent with other well-accepted theories
jempel 1966, ch. 4). Criteria for evaluating counterfactual arguments should be
ounded in these widely accepted standards of theory evaluation. These are best
wanized around the categories of the clarity of the antecedents and consequents,
plausibility of the antecedent, and the conditional probability of the consequent
iven the antecedent.”

a1 Clarity

sounterfactual arguments must include well-specified antecedents and consequents.
he consequent should be more specific than “the outcome would have been dif-
erent,” which is only moderately helpful. Unless we specify how it would have been
ifferent, the statement is nearly nonfalsifiable and hence not particularly useful. For
counterfactual to be scientifically useful, the consequent must be clearly specified
y the analyst, not left to the imagination of the reader.
Necessary condition counterfactuals are quite explicit, since they posit an an-
ecedent of ~x and a consequent of ~y. To say that war would not have occurred
the absence of an assassination is a powerful statement. It would be more discrim-
nating, and in many ways more useful, to specify whether the absence of war meant
peace for several years or peace punctuated by ongoing crises and a high risk of war in
he future. With respect to the antecedent, it might have made a difference, in terms
fthe likely response, if the failed assassination attempt had been discovered or not.
lon-necessary condition counterfactuals can also be clear. The statement “if Hitler
lad been ousted in a coup, the Second World War would still have occurred” has
ell-specified antecedents and consequents.
While clarity is good, there is a trade-off between the specificity of the consequent
2 CRITERIA FOR EVALUATION nd the probability of its occurrence. The more detailed a consequent, the more likely
............................................................................................................................... ~ Lis to be false. The probability of multiple outcomes is the product of their individual
robabilities, and the probability of a single outcome is the product of the individual
probabilities of each of the steps leading to it (Lebow 2000, 583). This suggests that

We now turn to the criteria by which we might evaluate the validity of counte
tual arguments in explaining cases or testing theoretical propositions. What

of counterfactuals are more legitimate than others for these purposes, recogt | * The main difference between empirically oriented and deductively oriented counterfactuals is that

: llatter are not constrained by need for the antecedent to be plausible.
) This differs somewhat from the Tetlock and Belkin (1996, 16—31) and Lebow (2000, 577-85)
Onceptualizations.

® In mathematics, an “indirect proof” or “proof by contradiction” assumes the theorem is false;’
the logical consequences, reveals a contradiction, and concludes that the theorem is true.
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.o changed the world in other ways as well (the status of Berlin, for example),
_her complicating any effort to say that it was Soviet superiority, rather than these
changes, that caused the outcome. Moreover, a Soviet Union with strategic
eriority would have had no incentive to put offensive missiles in Cuba in the first

counterfactuals that are either too detailed or the result of a long causa] ck
likely to be false. Thus at the two extremes counterfactuals are either nonf;
false. Neither is particularly useful.” The best counterfactuals have specific by
too specific antecedents. a

Relatedly, arguments suggesting that a particular counterfactual antece
lead to a particular consequent with a high degree of certainty are quite g
would be problematic to invoke a counterfactual to demonstrate that hie
not have to happen the way it did, only to predict a counterfactual co,
that deterministically flowed from the antecedent, since that would be sy
a statement of contingency with an argument based on determinism.

( .this example suggests, a counterfactual conditional is not complete in itself. It
lies on other changes to sustain it. Goodman (1983) called these connecting princi-
»c which themselves involve counterfactual propositions about the consequences of
sse other changes. Any counterfactual analysis needs to specify the secondary coun-
ctuals, or “enabling counterfactuals” (Lebow 2000), that must be introduced to
stain the primary counterfactual.
A good counterfactual requires that these connecting principles and enabling
sunterfactuals be specified with reasonable precision (like the primary counterfac-
E ) and that they be consistent with each other and with the antecedent of the
rimary counterfactual.® Goodman (1983, 15) refers to this requirement of logical
snsistency as cotenability.
The counterfactual of Soviet strategic superiority in 1962 fails to satisfy the coten-
bility criterion. So does the argument that if Nixon had been president during the
uban Missile Crisis, he would have ordered an air strike rather than a naval blockade.
ebow and Stein (1996) argue persuasively that if Nixon had been president he, unlike
‘nedy, would have probably authorized the use of US forces in the Bay of Pigs
peration, Castro would have been overthrown, and the Soviets would not have put
ffensive missiles in Cuba.
In his attempt to assess the likely development of the American economy in the
bsence of railroads, Fogel (1964) identified other developments that were likely to
r in the absence of railroads, including the introduction of the internal com-
ustion engine and the automobile (along with its demands for iron and other
naterials) fifty years before its actual appearance. Elster (1978, 204-8) basically argues
hat this assumption of the early emergence of the automobile is not cotenable with
he assumption of the delay of the railroad, since the technology upon which the
utomobile was based surely would have led to the railroad.™
- For these reasons, most analysts accept Max Weber’s (1949) argument that for the
Jervis 1997, 10). In counterfactual thought experiments, as in a matching cases s urposes of causal analysis the best counterfactual worlds to examine are those that
it is often quite difficult to hold everything else equal. Hence Lebow (2000) ques tequire as few changes as possible in the real world. This is the “minimal rewrite of
the utility of “surgical” counterfactuals. A history” rule (Tetlock and Belkin 1996), which is defined in terms of the magnitude
An attempt to assess the impact of US nuclear superiority on the outcome of of the changes as well as their number.’
Cuban Missile Crisis by imagining the crisis under conditions of Soviet strat
superiority would have to change too much history to be useful. Soviet superic
would be conc.e ivable f)nly if tbe US. S teChHOIOg.i.Cal Ca.p.adty haél Section on the conditional probability of the consequent given the antecedent.
much weaker, if American society did not support a competitive military establ M See also Tetlock and Belkin (1996, 22) and Lebow (2000, 582).

ment, and so on. The presence of these other conditions would almost certal ® Similarly, King and Zeng (2005) use statistical modeling to demonstrate that whereas the validity of
Counterfactual propositions positing relatively modest changes in the real world can be evaluated based
0 the data, “extreme counterfactuals” are quite sensitive to assumptions built into the model that have
little to do with the data.

2.2 Plausibility of the Antecedent

It is widely agreed that for counterfactual arguments to be useful in exploring wh
history might have turned out differently, the antecedent must be plausible or
as well as well specified. One must be able to imagine how that antecedent g
arise. It is not useful to say that 1960s America would have been different if Abra
Lincoln had been president.

For the purposes of assessing causality, counterfactual analysis has the same ge
task as experimental, statistical, and comparative methods: to organize eviden
show that a change in the value of an outcome variable can be traced to the effects
change in a causal variable, and not to changes in other variables. Just as experim
research manipulates one variable at a time in a controlled setting, and compat
research tries to select matched cases in which covariation with the outcome var
is limited to a single causal variable, counterfactual analysis ideally posits an alte
tive world that is identical to the real world in all theoretically relevant respect:
one, in order to explore the consequences of that difference. L

That is easier said than done, and the same problems that plague compar
research constrain counterfactual analysis as well: In a system of interconne:
havior, a change in one variable reverberates through the system and induces ¢
in many other variables, so that “we can never do merely one thing” (Hardin, cit¢

! B Tetlock and Belkin (1996, 21) include consistency with the consequent, which I discuss in the next

12 Admittedly, an empirical confirmation of any detailed counterfactual prediction would be
particularly compelling precisely because the ex ante probability was so low (Popper 1965).
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One example of a minimal rewrite counterfactual is the proposition that if
W. Bush had not won the 2000 election, the United States would not haye o,
war in Iraq. This counterfactual involves a minimal rewrite of history becs ,
does not have to change much—just a modest number of Florida voters g
their ballots correctly. So the counterfactual’s antecedent is quite plausible i
hypothesized consequent (President Al Gore not invading Iraq) is quite plausib
not certain, and the argument would have to include enabling counterfactyale
as how Gore would have reacted to 9/11.

Lebow’s (2007) argument that if the assassination attempt against the Arch
had failed the First World War probably would not have occurred is another hj
plausible, minimal rewrite counterfactual. The antecedent is quite easy to ip ‘
as Lebow explains in great detail. Indeed the ex ante probability of the alte
world was undoubtedly higher than that of the real world, which is another pos;
criterion for the evaluation of counterfactuals.” Lebow’s analysis is particularlyr
as an illustration of the value of specifying the conditions and processes through w;
one could get from the real world to the counterfactual world. Another good ex
of this is Mueller’s (1991) detailed assessment of the identity and policy preferen
of other possible German leaders who might have held the position of chancello;

support his argument that in the absence of Hitler the Second World War would ;
have occurred.

77 5. Nor should we be precluded from exploring alternative histories in repres-
rv?rti-cal systems in which actors are afraid to commit their thoughts to paper or
1 Lonelite groups for which there are no written reco‘rds.;.
P son’s (19994 ) first criterion might be too restrictive. It would exclude al-
. e'n Fe;g;ces that actors failed to consider, or failed to consider seriously, because
‘atIV; clo ical biases, political constraints, or failure of imagination—alternat?ve
: ﬁyil't(;esgthat other decision-makers, had they been in office, might have consid-
k 1uming a change in personnel was a plausible antecedent). It is not clear, for
" (;:ls: whether Ferguson’s criterion would allow us to' considef the consequences
¢ the US responding to the Soviet missiles in Cuba b.}f.domg nothmg, since t?ey galxie
option little or no serious consideration. In addmo_n, some options are .orma; })r
sidered only for political reasons but given no serious thought, as Janis (1982
. any “devil’s advocate” arguments.
“ ‘::2:32122027, 151—2) agrees that the counterfactuals actually co.ns'idered by the
ctors themselves are important, but recognizes that the.y are too }festrlc'fn‘/‘e. He ariﬁes
hat the historian needs to pose counterfactual questions of his own: \-NhaF other
i cisions and actions could the historical actors have r‘nade under the ems'tmg circum-
«ances? To what extent did they recognize and consider .these? What c1rcur.nstance§
_ade these choices or alternative courses genuinely possible or merely spec1?c3’u; ;n
ally unreal? What might the alternative results of thes.e choices have bc_ael?. . }el:se
precisely the right questions to ask, but even the)f mlght li)e too restrictive. e){
il to give enough emphasis to counterfactual possibilities 1ntrodu‘ced by e)cternzl
events such as assassinations, battles or elections won or lost, falgal illness, person
;: agedies, and other highly contingent event:s (.Lebow 2000,' 569). - )
Game theory provides a still more restrictive set of crlterla‘for the selection ;)
acceptable counterfactuals from the enormous number f)f possible counte.rf;llctua s.
First of all, game-theoretic models in extensive form spequ exactly what will apper}
if actors were to make different decisions at various choice nodes. All sequences
choices “off the equilibrium path” are possible counterfactuals. But actors did no'F glo
own those paths for a reason. In a large class of games, however, there are multh t}el
equilibria, multiple ways all actors could have behaved that were fully c0n'51stent ;snu
their interests given the constraints of the game. Each of 'Fhese paths C(Z)Onstltutes a fully
acceptable counterfactual (Bueno de Mesquita 1996; Weu'lgast 19?6). . .
The consideration of the alternatives that actors did con31de.zr or might ave
considered within a choice-theoretic framework raises an interesting asymmetry in
counterfactual analysis. Both events and nonevents generate counterfactuals, but
it is often easier to examine event-generated counterfactuals than those generated

Scholars will disagree, of course, on how minimal a rewrite of history has to be
the antecedent to be considered plausible. There is no single answer to this questi
as there may be a trade-off between maximizing the plausibility of a counterfa
minimizing the number of additional conditions necessary to sustain it, and sele cti
historically or theoretically meaningful counterfactuals. As the historian Sc
(2007, 149—50) argues, “a major counterfactual . .. will change too much, and a mi
one too little, to help us explain what really did happen and why, and why alternati
scenarios failed to emerge.”®® Still, counterfactuals relating to the 1914 assassinatio
and the 2000 American election demonstrate that minimal rewrite counterfactu
can be consequential.

Ferguson (19994, 86) offers his own answer of how we distinguish plausible a
implausible counterfactuals: “We should consider as plausible or probable only tho
alternatives which we can show on the basis of contemporary evidence that co
temporaries actually considered.” Ferguson further narrows the range of acceptab:
counterfactuals by restricting them to “hypothetical scenarios which contemporari
not only considered, but also committed to paper.”

The second criterion is unnecessarily restrictive. While paper records of actor
alternative options might provide particularly compelling evidence of choices n

; i insubordination,
; . - i 4 1 The outcomes of a small percentage of battles hinge on acc1den.ts', luck, insul
made, we should not exclude evidence based on oral interviews with first-han unexpected weather, and other contingencies, and the long-term political consequences of such reversals
' of outcome can be profound (Cowley 1999). o
; ; s ] llent criterion for good
' By contrast, counterfactual claims about the consequences of George W. Bush not winning the % The existence of alternative subgame perfect equlllk?‘rileaszr?:;f;;:]ﬁ:)gieto the situations fagc ed by
2004 election posit a more problematic antecedent. ! counterfactuals where the Spe cification of the game ;l))rov;l that the simplifications necessary to
7' The validity of the hypothesized consequent is another, analytically distinct question which I actors and choices they consider. We peed TERECIE 60, JTUERSR ilable to actors, may be too
return to later. create tractable games, including limits on the number of choices available to >

- PR . : : ial complexity.
18 See also Weber (1996) and Lebow (2000). Testrictive in some situations, including those involving enormous social complexity.
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by r%one'vents. We can explore the consequences of a counterfactual failure of
sassination plot in 1914, since there is ample evidence from pre-assassination
of how Austrian and German leaders defined their decision problems and 3
and thus how they might have acted. In the absence of an assassination, he -
would be far more difficult to explore the counterfactual possibility of a:n asW ev
tion of the Archduke, since presumably no one at the time gave serious thou h:as_,
possibility and what they would do if it happened, and we would have to gint 1 3
more secondary counterfactuals that would be somewhat speculative, Similari ; 'v
easier (though not easy) to explore counterfactuals created by the hypothetical fy :
of the assassination attempt against Kennedy than those that would have been
by the hypothetical success of the assassination attempt against Reagan. The -
probability, and hence counterfactual plausibility, of each of these anteceélents ex
different. 3
If the 9/11 plot had failed and gone undetected, and if the US had not invaded Iy
(which is quite plausible but not certain), it would be quite difficult to underta
a counterfactual analysis, set in the absence of 9/11, of the possibility that a
terror‘ attack against the United States originating from Afghanistan might trig
American war against Iraq in 2003. In a world in which 9/11 (or something like i%) .:»""
not occurred in 2001 (or soon thereafter), would any of our criteria for evalua ‘,
counterfactuals permit the characterization of a 9/11 attack as a plausible anteced
and an American invasion of Iraq as a likely consequent? 4

2.3 The Conditional Plausibility of the Consequent

Thus far we have emphasized that the characteristics of a useful counterfactual ir
clude a well-specified antecedent and consequent and an antecedent or conditio
that is plausible, involves a minimal rewrite of history, and is sustainable throu
conditions that are cotenable with each other and with the antecedent. The ne
question is whether the antecedent, along with the conditions that are necessary
support it, is likely to lead to the hypothesized consequent. The basic requireme
like those for any theoretical proposition, is that the causal linkages be clearly speci
ﬁ.ed, logically complete, and consistent with the empirical evidence. It is admitted)
difficult to separate theoretical and empirical criteria, since social science resea
is ideally characterized by an ongoing dialogue between theory and evidence (Le -
2007), but listing them separately is useful for our purposes here.
' In many ways, the most important requirement for a good counterfactual, be:
51des. a plausible antecedent, is a good theory. As Fogel (1964, cited in Tetlock and
Belkin 1996, 26) writes, “Counterfactual propositions...are merely inferences from
hypothetico-deductive models” The greater the extent to which the hypothesii

2L For an intriguing counterfactual analysis set in a counterfactual world, but one that involves a
mu'ch more extended timeframe than the one posited here, see Lebow (2006). Imagining a world in
which Mozart lived to sixty-five and in which neither of the world wars of the twentieth century
occurrefi, Lebow considers the possibility that an early death of Mozart triggered a chain of historical
happenings that led to these events, and considers the critiques and defenses of such a counterfactual.

its lo
and empirical support—and the more it makes explicit predictions about what will

happen under a variety of counterfactual conditions, the better the counterfactual.

ditions,
2 well-established empirical law,
to explain it theoretically, would also provide useful support for a counterfactual

propo 1y
but some propositions have far more empirical support than others.
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causal mechanisms leading from a specific antecedent to a particular consequent
are consistent with well-established and empirical confirmed theories, the greater
the plausibility of the counterfactual. The better the theory—defined in terms of

gical coherence, precision, deductive support from well-established theories,

For the purposes of evaluating a particular counterfactual proposition, we are more

interested in the predictive power of a relevant theory under the specific conditions
defined by the antecedent than in its predictive power under a wide range of con-

although the latter increases our confidence in the former. For this reason,
even in the absence of consensus regarding how

sition. Admittedly, we have relatively few empirical laws in political science,

Thus consistency with the empirical evidence is another criterion for a good counter-
factual proposition. Tetlock and Belkin (1996, 27—30) include “consistency with well-
established statistical generalizations” as one of their six criteria of a good counter-
factual. I would construe evidence more broadly. While statistical (and experimental)
evidence is highly desirable—assuming a sufficient number of comparable cases,
variables that are operationalizable and measurable over those cases, accessible data,
etc—such evidence is not always available. Comparative studies and, less frequently,
single case studies (if based on a compelling most or least likely design) can some-
times provide an adequate evidentiary basis to support a counterfactual proposition,
and such evidence, when combined with statistical evidence, can often provide sub-
stantially better support than statistical evidence alone (George and Bennett 2005).

Although “direct” support for a specific counterfactual proposition is important,
our confidence in its validity is enhanced if the counterfactual generates other the-
oretical predictions that are also supported. A counterfactual proposition has impli-
cations not only for the final outcome, but also for the intervening paths between
antecedent and consequent, and those intervening predictions should be specified in
advance and tested if at all possible. This is the criterion of projectibility (Tetlock and
Belkin 1996, 30-1).

Let me return to the point I made above about the likelihood of a counterfactual
being a function of the length of the causal chain leading to it. This is just the
commonsense notion that short-term predictions are more plausible than long-term
predictions, which applies to counterfactual propositions as well as to those with
factual antecedents. Even where one finds short-term regularities, the compounding
of small uncertainties generates enormous irregularity and unpredictability over the
long term. Even deterministic processes can generate highly unpredictable outcomes
if they are sensitive to initial conditions, as chaos theory demonstrates.

Fearon (1996) demonstrates this in a compelling way in his discussion of an
extremely simple process involving cellular automata that follow rules of behavior
that are well understood, precisely specified, but stochastic, with well-defined prob-
abilities of moving from one state to another. He demonstrates how such processes
generate local regularities but global unpredictability. Fearon’s (1996) analysis leads
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3 CONCLUSION

him to suggest a proximity criterion, so that we can assess plausibility “only wh
counterfactuals involve causal mechanisms and regularities that are well under
and that are considered at a spatial and temporal range small enough that o,
mechanisms no not interact, yielding chaos” (p. 66). i
A related reason for insisting on a proximity criterion is that even if the antece
is plausible and there are good theoretical and empirical reasons to believe th
presence of the antecedent would lead to predicted consequents with fai:‘

probability, it is always possible that subsequent developments might returp h
to its original course, before it was diverted by the hypothesized antecedent, [
(2000, 584) labels these “second-order counterfactuals,” but I prefer the term
recting counterfactuals, since primary counterfactuals generate numerous sec
counterfactuals and only some of them reroute history back to its original co 4
Consider the argument that the Vietcong attack on the US military base at p
1965 was a significant cause of US escalation in the Vietnam War. In the absence o
Vietcong attack, however, it is quite plausible to argue that another incident y
have occurred, whether randomly or deliberately instigated for strategic ad
and led to an American escalation. As Bundy argued, “Pleikus are like street
Wait long enough and one will come along.** This remark is often used in supy

structural arguments and against arguments about the importance of conting :
historical processes.

’ 1l statements generate counterfactuals about what w.ould happen if cert:{in
- e to take on different values, and all nonexperimental methodologies
riables We'ih this in one way or the other. I focus here on the role of counterfactuals
1 E V:;es I argue that if counterfactuals are made explicit and used acco’rding
ca‘seni’;gcalb; acceptable rules of inference, a study of history as it really wasn’t can
‘scle derstand history as it really was (to borrow from Ferguson 19994). _
e lifelrfactuals serve different theoretical and descriptive purposes. lefe‘rent
Coun al goals and normative values call for different trade-offs among various
retlllc b'gectives and consequently there is no single set of methodological criteria
iciblz ’]to all c:)unterfactuals. Leaving asid‘e tl'le use of counte_ri;licft\ilal thoué;i};'f
riments to stimulate the imagination, which is useful but whic of ov:}sl a -
et of rules, I suggest criteria for the evaluation of counterfactuals for the p}lal
e:st Zf explaining historical cases or using cases to assess more general theoretic
*posmoarll S.st should clearly specify a counterfactual’s antecedent, consequent, and
T:;:ari lizlkages between them. Counterfactcuals should change ai fe?v :clspa(i:c: ::,i ;ctlle_:
4l world as possible in order to isolate th.elr causal efficts (the‘ mlmmditionsn «
: .history” rule). The analyst should specify bo"ch the S\.lpportmg c:)nf e
connecting principles” that are needed to sustain the primary co:iln' ter ;L el
secondary counterfactuals that lead from the antecedent (an 1_sﬁ s tﬁzn o
onditions) to the consequent. The consequent sh0}11d be more specific an o
tcome would have been different,” but not so spec.lﬁc that it be§omes11rnp t;u the,
iven the fact that the probability of a highly specific outcome is far less than
: ility of a range of outcomes. . o
k\tl)llll'sz:ctual agnalysis, perhaps even more so than other kinds of anai)ysw, ;; 12
heory-driven process. We cannot directly trace the consequences of an un;)1 Serv e
ntecedent, so we must rely on theoretical knowledge. The _stro.nger‘ the }tl e(})lry, n
he more the analyst can resort to theory or empirical laws to justify his or e; ypoth
ized causal mechanisms linking the antecedent to the consequegt, th'e f:tter 3
ounterfactual. Counterfactuals that generate additional observa.b¥e implications an
‘t can themselves be “tested” against the evidence provide ad'dm.onal confidence in
validity of the counterfactual. This is the “Projf:ctibﬂity” criterion. Stions for
Logical consistency is another important criterion. The sm.lpportlng conc1 i 1to o
primary factual must be consistent with each o.ther and leth the ante;eﬂen ; her
n ages to the consequent must also be theoretically sen51ble..It does little goo °
it an antecedent that could only lead to the consequent if suppor?ed by'cont
ne ing principles and secondary counterfactuals' that were themselves 1¥1c:(t))n;1s;(,ei2r
With the antecedent. Researchers should be partl.cular.ly alert to strateglli e ahere
hat might return history to its original path (“redirecting counterfactua sb)—}—lw e
ictors recognize that the hypothesized consequences of the antecedent are both ac
ate and undesirable, and act to head off those outcomes.

en
|

Another example of a redirecting counterfactual arises with respect to Lek
(2007) own counterfactual argument that in the absence of the assassination o
Archduke the First World War probably would not have occurred. Lebow argue:
in the absence of the assassination, existing trends in the balance of military p

that favored Russia would have forced Moltke (or his successor as Chief of the Ge
General Staff) to abandon the Schlieffen Plan and adopt instead a more
strategy, which would have eliminated the incentives for preventive or preem
military action in any crisis that might arise. g

This counterfactual is clear and the antecedent constitutes a minimal rewrite
causal linkages to the consequent are not plausible, however, because they would|
probably generated self-refuting strategic behavior. Lebow’s assessment of mil
trends is right on the mark. German military and political leaders would al
certainly have accepted his vision of a 1917 world, and precisely for that re
they never would have allowed that world to come about. The same fears
future that generated Germany’s preventive motivation for war in 1914 (which Lel
implicitly acknowledges) would have led German leaders to initiate or provok
preventive war they thought they needed before Russia grew too strong (Fischer 1
This critique, of course, generates its own counterfactual, which would need te
evaluated against Lebow’s counterfactual. Fortunately, the expansive literature 0

First World War provides enough evidence to resolve this debate, even if not
complete certainty.

22 National Archives and Records Administration, Lyndon Baines Johnson Library, oral interviev

Frederick W. Flott, <http://webstoragel.mcpa.virginia.edu/library/mc/poh/ transcripts/flott_freder
1984_0927.pdf>.
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It would also be inconsistent to try to support an argument that 3 p

: i - R 1964. Railroads and American Economic Growth: Essays in Econometric History.
outcome was contingent by demonstrating that a small change in the situatiq EL,
ny

j;altomore: Johns Hopkins University Press.

h.ave 1nvar1a‘.bly le('i to a different outcome—one cannot support an argument fo; orGE, A. L., and BENNETT, A. 2005. Case Studies and Theory Development in the Social
tingency by invoking a deterministic process. To the extent i 3 o ionces. Cambridge, Mass.: MIT Press.
P possible, based op g Scienc g
d LEvY, J. S. 2007. Causal explanation, necessary conditions, and case studies.

theory and empirical evidence, the author should give a sense of the likelih g joRT2, G-> 20
0od " pp.g—45in Explaining War and Peace: Case Studies and Necessary Condition Counterfactuals,

theC conseqléent would have followed from the antecedent. 3 d7J. S. Levy. New York: Routled

ounterfactual analysis, like any causal analysi i ed. G Coertz A O e ecewary Condition

ey y i y ' analysis, must .recognlze that unces t; and STARR, H. (eds.) 2003. Necessary Conditions: Theory, Methodology, and Applications.
itions and the pervasiveness of stochastic behavior limits eye ﬁnham Md.: Rowman and Littlefield.

best of our theori i - icti '
oo . eories to relatl\{ely short-term predictions. After that, too many { - opMAN, N. 1083. Fact, Fiction, and Forecast, 4th edn. Cambridge, Mass.: Harvard University
in eract. in too many unpredictable ways. The longer the causal chain, the lowe  Press
probability of occurrence of the outcome at the end of the chain, particularl‘f tsmpEL, C. G. 1966. Philosophy of Natural Science. Englewood Cliffs, NJ: Prentice Hall.
Y 1. L. 1982. Groupthink, 2nd rev. edn. Boston: Houghton Mifflin.

the relative absence of sufficient conditions in social theory. This suggests temp s
and spatial “proximity” as an additional criterion for evaluating counterfac y ‘

While the application of these criteria might make “after dinner history” so
less entertaining, it disciplines the use of counterfactuals and provides an addj ;
methodological tool for evaluating causality in a nonexperimental world ;

many confounding variables interact in unpredictable ways.
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CHAPTER 28

CASE SELECTION
FOR CASE-STUDY
ANALYSIS:
QUALITATIVE AND
QUANTITATIVE
TECHNIQUES

.................................................................................................................

JOHN GERRING

Case-study analysis focuses on one or several cases that are expected to provide in-
ight into a larger population. This presents the researcher with a formidable problem
of case selection: Which cases should she or he choose?

~ In large-sample research, the task of case selection is usually handled by some
version of randomization. However, in case-study research the sample is small (by
finition) and this makes random sampling problematic, for any given sample may
be wildly unrepresentative. Moreover, there is no guarantee that a few cases, chosen
randomly, will provide leverage into the research question of interest.

In order to isolate a sample of cases that both reproduces the relevant causal
eatures of a larger universe (representativeness) and provides variation along the di-
mensions of theoretical interest (causal leverage), case selection for very small samples
must employ purposive (nonrandom) selection procedures. Nine such methods are
discussed in this chapter, each of which may be identified with a distinct case-study



——a T

646  JOHN GERRING CASE SELECTION FOR CASE-STUDY ANALYSIS 647

ble 28.1. Techniques of case selection

“type:” typical, diverse, extreme, deviant, influential, crucial, pathway, most-ci
efin;

and most-different. Table 28.1 summarizes each type, including its genera] 4
a technique for locating it within a population of potential cases, its uses, ay
probable representativeness.
While each of these techniques is normally practiced on one or several ¢
(the diverse, most-similar, and most-different methods require at least two), all
employ additional cases—with the proviso that, at some point, they will ng Jq
offer an opportunity for in-depth analysis and will thus no longer be “case studie
the usual sense (Gerring 2007, ch. 2). It will also be seen that small-N Case-sd
procedures rest, at least implicitly, upon an analysis of a larger population of p
cases (as does randomization). The case(s) identified for intensive study is
from a population and the reasons for this choice hinge upon the way in whi
is situated within that population. This is the origin of the terminology—typ
diverse, extreme, et al. It follows that case-selection procedures in case-study el o
may build upon prior cross-case analysis and that they depend, at the very least,
certain assumptions about the broader population.
In certain circumstances, the case-selection procedure may be structured |
quantitative analysis of the larger population. Here, several caveats must be satis
First, the inference must pertain to more than a few dozen cases; otherwise, statis
analysis is problematic. Second, relevant data must be available for that populat
or a significant sample of that population, on key variables, and the researcher n
feel reasonably confident in the accuracy and conceptual validity of these variab
Third, all the standard assumptions of statistical research (e.g. identification, sp
ification, robustness) must be carefully considered, and wherever possible, teste
shall not dilate further on these familiar issues except to warn the researcher ag:
the unreflective use of statistical techniques." When these requirements are 70t n
the researcher must employ a qualitative approach to case selection.
The point of this chapter is to elucidate general principles that might guide
process of case selection in case-study research, building upon earlier work by H
Eckstein, Arend Lijphart, and others. Sometimes, these principles can be applie
a quantitative framework and sometimes they are limited to a qualitative framew
In either case, the logic of case selection remains quite similar, whether practice
small-N or large-N contexts. :

e,

ng:jailnition: Cases (1 or more) are typical examples of some cross-case relationship.

o Cross-case technique: A low-residual case (on-lier).

o Uses: Hypothesis-testing. _ ! .

o Representativeness: By definition, the typical case is representative.

?ge;;in‘an: Cases (2 or more) illuminate the full range of variatif)n on X, Y, or Xy/Y.

'5 Cross-case technique: Diversity may be calculated by (a) categorlc?l va|qu of X;orY (eg.
Jewish, Catholic, Protestant), (b) standard deviations of X; or Y (if co'ntmuoys],.(c].
combinations of values (e.g. based on cross-tabulations, factor analysis, or discriminant
analysis). '

o Uses: Hypothesis generating or hypothesis testing. e A

o Representativeness: Diverse cases are likely to be representative in the mmlrnal sense of

representing the full variation of the population (though they might not mirror the

distribution of that variation in the population).

3. Extreme : '
o Definition: Cases (1 or more) exemplify extreme or unusual values of X, or Y relative to

some univariate distribution.

o Cross-case technique: A case lying many standard deviations away from the mean of X, or Y.

5 Uses: Hypothesis-generating (open-ended probe of X, or Ak

Lo Representativeness: Achievable only in comparison with a larger sample of cases.

. Deviant . :

o Definition: Cases (1 or more) deviate from some cross-case relationship.

o Cross-case technique: A high-residual case (outlier).

o Uses: Hypothesis-generating (to develop new explanations for Y).

o Representativeness: After the case study is conducted it may be corroborated by a cross-case
test, which includes a general hypothesis (a new variable) based on the case-study research.
If the case is now an on-lier, it may be considered representative of the new relationship.

. Influential ' :

o Definition: Cases (1 or more) with influential configurations of the independent variables.

o Cross-case technique: Hat matrix or Cook’s Distance.

o Uses: Hypothesis-testing (to verify the status of cases that may influence the results of a

cross-case analysis). . :
o Representativeness: Not pertinent, given the goals of the influential-case study.

6. Crucial
o Definition: Cases (1 or more) are most or least likely to exhibit a given outcome.

. . . ; , AT af 1 iaue: itati lative crucialness.
Before we begin, a bit of notation is necessary. In this chapter “N” refer o Cross-case technique: Qualitative assessment of re
0 Uses: Hypothesis-testing (confirmatory or disconfirmatory).

cases, not observations. Here, I am concerned primarily with causal inference, B iveness: Often difficult to assess
than inferences that are descriptive or predictive in nature. Thus, all hypoth . Pathway

involve at least one independent variable (X) and one dependent variable (¥)- o Definition: Cases (1 or more) that embody a distinct causal path from X to Y. .
convenience, I shall label the causal factor of special theoretical interest Xj, ¢ 0 Cross-case technique: Cross-tab (for categorical variables) or residual analysis (for continuous
the control variable, or vector of controls (if there are any), X,. If the wri variables). : .

concerned to explain a puzzling outcome, but has no preconceptions about its o Uses: Hypothesis-testing (to probe causal mechanisms).

: : : o Representativeness: May be tested by examining residuals for the chosen cases.
then the research will be described as Y-centered. If a researcher is concernec P ! (cont)

1 Gujarati (2003); Kennedy (2003). Interestingly, the potential of cross-case statistics in helping to
choose cases for in-depth analysis is recognized in some of the earliest discussions of the case-study.
method (e.g. Queen 1928, 226).
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its i i ivi ] ding peculiarities or
. 2 ce its industrial activity ...; and 6) the absence of any f)utstan :
i 9 ;ceo ;:)acl:lnproblems which would mark the city off from the midchannel sort of American
acu

mmunity. (Lynd and Lynd 1929/1956, quoted in Yin 2004, 29-30)
o

8. Most-similar
o Definition: Cases (2 or more) are similar on specified variables other than X, andfor
o Cross-case technique: Matching.
o Uses: Hypothesis-generating or hypothesis-testing.
o Representativeness: May be tested by examining residuals for the chosen cases.
9. Most-different
o Definition: Cases (2 or more) are different on specified variables other than Xyand Y.
o Cross-case technique: The inverse of the most-similar method of large- N case selecti
above).
o Uses: Hypothesis-generating or hypothesis-testing (eliminating deterministic causes).
o Representativeness: May be tested by examining residuals for the chosen cases.

After examining a number of options the Lynds dec.ided that Munc'ie, 'Inc(lliar.la', was
@ore representative than, or at lealst as representative as, other midsized cities in
i us qualifying as a typical case.
mflrig ai’st:n ircllductfi};e z‘ipproaycll)l to case selection. Note tha'f typical}ty may ‘t.>ehun-
derstood according to the mean, median, or mc.)de on a particular dlmenswnl; t c;e.rfe
‘ma}’ be multiple dimensions (as in the foregoing e?cample); and eac}tlhmay \;h 1,;
;ferenﬂy weighted (some dimensions may be more important than o er.;sii. er
the selection criteria are multidimensional and a large .samp‘le ‘of potential cases ;sl
in play, some form of factor analysis may be useful in identifying the most-typic

case(s)- _ _
However, the more common employment of the typical-case method involves

a causal model of some phenomenon of theoretical interest.' Here, the resea}rlch'er
has identified a particular outcome (Y), and perhaps a specific X;/ Y hypot 65115,
which she wishes to investigate. In order to do s:o, she looks for a typical exargP e
of that causal relationship. Intuitively, one imag1ne§ that a case 'selected accor 1nf1
to the mean values of all parameters must be a :[iyplcal case relative to some caus
relati ip. However, this is by no means assured. .
fel;z;;itp tEat the Lynds VZCI‘C primarily interested in explair‘:ling 'f'eelmgs O}f
trust/distrust among members of different social classes (one of the implicit researc
goals of the Middletown study). This outcome is likely' to be .affe-cted by man}f factors,
only some of which are included in their six selection cnt-erla._So' choosing cases
1 Typrcar Case with respect to a causal hypothesis involves, first of all, 1dent1fy1n‘§g th‘e rflevant
................................................................................................................................. parameters. It involves, secondly, the selection o f 2 case that hz.is a “typic A1 value
fo s g & § ielative to the overall causal model; it is well explained. Cases with un‘fyplcal scores
In order for a focused case study to provide insight into a broader phenomenor '0 B & particular dimension (e.g. very high or very low) may still be ypical exampl?s
ek o vttt s s s, Teis I s context ofa czusal relationship. Indeed, they may be more typical than cases whose values lie
comsder b b el s o o o e ypca case cxemp C Tclose to the mean. Thus, a descriptive understanding of typicality is quite different
henomenon. By comstoeeton ey ST general understan from a causal understanding of typicality. Since it is the latter version that is more

phenomeno.n. By construction, the typical case is also a representative case. _ common, I shall adopt this understanding of typicality in the remainder of the
Some typical cases serve an exploratory role. Here, the author chooses a case bat B scion

upon a set of descriptive characteristics and then probes for causal relationshi From a qualitative perspective, causal typicality involves the selection of a case

ot o o Lsesliyee) stected single city "to be as represy that conforms to expectations about some general causal relationship. It performs
b o conemporary American lfe Specifically they were lookingiy as expected. In a quantitative setting, this notion is measured by the size of a ca.se’s
e residual in a large-N cross-case model. Typical cases lie on or near the regression hn?;
their residuals are small. Insofar as the model is correctly specified, the size of a case’s
residual (i.e. the number of standard deviations that sepaFate the actu.al Yalue from
the fitted value) provides a helpful clue to how representative th‘at case is likely to be.
“Outliers” are unlikely to be representative of the target population. ‘ .
Of course, just because a case has a low residual does not 1'1ecessc'¢rzly mean that it
is a representative case (with respect to the causal relationship of interest). Indeed,

investigate the effects of a particular cause, with no preconceptions about what the
effects might be, the research will be described as X-centered. If a researcher is ¢
cerned to investigate a particular causal relationship, the research will be des
as X;/Y-centered, for it connects a particular cause with a particular outcome.'
or Y-centered research is exploratory; its purpose is to generate new hypothes

X1/Y-centered research, by contrast, is confirmatory/disconfirmatorys; its p
to test an existing hypothesis.

1) a temperate climate; 2) a sufficiently rapid rate of growth to ensure the presence of a plent
assortment of the growing pains accompanying contemporary social change; 3) an indu
culture with modern, high-speed machine production; 4) the absence of dominance of
city’s industry by a single plant (i.e., not a one-industry town); 5) a substantial local artis

2 This expands on Mill (1843/1872, 253), who wrote of scientific enquiry as twofold: “either inq irie
into the cause of a given effect or into the effects or properties of a given cause.”
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the choices are not so obvious. However, the researcher usually chooses both extreme
Jues (high and low), and perhaps the mean or median as well. The researcher may
1o look for break-points in the distribution that seem to correspond to categorical
Jifferences among cases. Or she may follow a theoretical hunch about which thresh-
o]d values count, i.e. which are likely to produce different values on Y.
Another sort of diverse case takes account of the values of multiple variables (i.e. a
or), rather than a single variable. If these variables are categorical, the identifica-
4ion of causal types rests upon the intersection of each category. Two dichotomous
_ariables produce a matrix with four cells. Three trichotomous variables produce
, matrix of eight cells. And so forth. If all variables are deemed relevant to the
analysis, the selection of diverse cases mandates the selection of one case drawn from
ithin each cell. Let us say that an outcome is thought to be affected by sex, race
(black/white), and marital status. Here, a diverse-case strategy of case selection would
identify one case within each of these intersecting cells—a total of eight cases. Things
become slightly more complicated when one or more of the factors is continuous,
‘ sther than categorical. Here, the diversity of case values do not fall neatly into cells.
Rather, these cells must be created by fiat—e.g. high, medium, low.
It will be seen that where multiple variables are under consideration, the logic of
diverse-case analysis rests upon the logic of typological theorizing—where different
combinations of variables are assumed to have effects on an outcome that vary across
types (Elman 2005; George and Bennett 2005, 235; Lazarsfeld and Barton 1951). George
and Smoke, for example, wish to explore different types of deterrence failure—by “fait
‘accompli,” by “limited probe,” and by “controlled pressure” Consequently, they wish
to find cases that exemplify each type of causal mechanism.*
Diversity may thus refer to a range of variation on X or Y, or to a particular
combination of causal factors (with or without a consideration of the outcome). In
each instance, the goal of case selection is to capture the full range of variation along
the dimension(s) of interest.
~ Since diversity can mean many things, its employment in a large-N setting is
necessarily dependent upon how this key term is defined. If it is understood to pertain
only to a single variable (X; or V), then the task is fairly simple. A categorical variable
mandates the choice of at least one case from each category—two if dichotomous,
ee if trichotomous, and so forth. A continuous variable suggests the choice of
at least one “high” and “low” value, and perhaps one drawn from the mean or
median. But other choices might also be justified, according to one’s hunch about
the underlying causal relationship or according to natural thresholds found in the
ata, which may be grouped into discrete categories. Single-variable traits are usually
easy to discover in a large-N setting through descriptive statistics or through visual

nspection of the data.

the issue of case representativeness is an issue that can never be definitively ety
When’ one refers to a “typical case” one is saying, in effect, that the PTOebei
a .cases.representativeness is high, relative to other cases. This test of typ;
misleading if the statistical model is mis-specified. And it provides IittliYPI
a-gainst errors that are purely stochastic. A case may lie directly on the 3
line but still be, in some important respect, atypical. For example, it ; j
an odd combination of values; the interaction of variables might be’ diffrzllght
f)ther cases; or additional causal mechanisms might be at work. For this rrellt ’
is important to supplement a statistical analysis of cases with evidence drae :
the case in question (the case study itself) and with our deductive know .'
the.: world. One should never judge a case solely by its residual. Yet, all othe :
being equal, a case with a low residual is less likely to be unusual than a cars ii
a high residual, and to this extent the method of case selection outlined h, e~
be a helpful guide to case-study researchers faced with a large number of pife-
cases. 3
By way of conclusion, it should be noted that because the typical case embodie
typical value on some set of causally relevant dimensions, the variance of inter; -a-::"
the researcher must lie within that case. Specifically, the typical case of some phe ;
enon may be helpful in exploring causal mechanisms and in solving idenlt)iﬁ
problems (e.g. endogeneity between X; and Y, an omitted variable that may acc
for X; and Y, or some other spurious causal association). Depending upon t}}:e ‘
of the case study, the author may confirm an existing hypothesis, discon
hypothesis, or reframe it in a way that is consistent with the findings of the case W'
These are the uses of the typical-case study. 3

2 DivERSE CASES

.........................................

fﬁ second case-selection strategy has as its primary objective the achievement of m:
imum variance along relevant dimensions. I refer to this as a diverse-case metho 1
obvious reasons, this method requires the selection of a set of cases—at minimu
two—which are intended to represent the full range of values characterizing Xt
or some particular X, /Y relationship.3

Where the individual variable of interest is categorical (on/off, red/black/
.Iewis}}/Protestant/Catholic), the identification of diversity is readily apparent. T
Investigator simply chooses one case from each category. For a continuous variab

3 M ;
This method has not rec.elved much attention on the part of qualitative methodologists; hence, t
absence of a gener'ally recognized name. It bears some resemblance to J. S. Mill’s Joint Method of »
Agreement and Difference (Mill 1843/1872), which is to say a mixture of most-similar and most-difi

analysis, as c.liscussed below. Patton (2002, 234) employs the concept of “maximum variation
(heterogeneity) sampling.”

‘ * More precisely, George and Smoke (1974, 534, 52236, ch. 18; see also discussion in Collier and
»P/Iahoney 1996, 78) set out to investigate causal pathways and discovered, through the course of their
Anvestigation of many cases, these three causal types. Yet, for our purposes what is important is that the
final sample includes at least one representative of each “type.”
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Where diversity refers to particular combinations of variables, the relevant ey 3 EXTREME CASE

the researcher suspects that a causal relationship is affected not only by combinagic The extreme-case method selects a case because of its extreme value on an indepen-
UG . . . . .
dent (X1) or dependent (Y) variable of interest. Thus, studies of domestic violence

. may choose to focus on extreme instances of abuse (Browne 1987). Studies of altru-
2000). Thus, the method of identifying causal types rests upon whatever methg ' ism may focus on those rare individuals who risked their lives to help others (e.g.
] Holocaust resisters) (Monroe 1996). Studies of ethnic politics may focus on the most
heterogeneous societies (e.g. Papua New Guinea) in order to better understand the
role of ethnicity in a democratic setting (Reilly 2000-1). Studies of industrial policy
often focus on the most successful countries (i.e. the NICS) (Deyo 1987). And so

Note that the identification of distinct case types is intended to identify groy
of cases that are internally homogeneous (in all respects that might affect the ca‘

problematic, and may be accomplished through random sampling or purposive ¢z forth.>
) Often an extreme case corresponds to a case that is considered to be prototypical

or paradigmatic of some phenomena of interest. This is because concepts are often
defined by their extremes, i.e. their ideal types. Italian Fascism defines the concept of
Fascism, in part, because it offered the most extreme example of that phenomenon.
However, the methodological value of this case, and others like it, derives from its
extremity (along some dimension of interest), not its theoretical status or its status in
the literature on a subject.

The notion of “extreme” may now be defined more precisely. An extreme value
is an observation that lies far away from the mean of a given distribution. This may
be measured (if there are sufficient observations) by a case’s “Z score”—the number
of standard deviations between a case and the mean value for that sample. Extreme
cases have high Z scores, and for this reason may serve as useful subjects for intensive
analysis.

For a continuous variable, the distance from the mean may be in either direction
(positive or negative). For a dichotomous variable (present/absent), extremeness

Evidently, when a sample encompasses a full range of variation on relevant pai may be interpreted as unusual. If most cases are positive along a given dimension,
meters one is likely to enhance the representativeness of that sample (relative to then a negative case constitutes an extreme case. If most cases are negative, then

population). This is a distinct advantage. Of course, the inclusion of a full range a positive case constitutes an extreme case. It should be clear that researchers are
not simply concerned with cases where something “happened,” but also with cases

where something did not. It is the rareness of the value that makes a case valuable,

only one high case and one low case, the resulting sample of two is not , in this context, not its positive or negative value.® Thus, if one is studying state
representative. Even so, the diverse-case method probably has stronger claims’ capacity, a case of state failure is probably more informative than a case of state
representativeness than any other small-N sample (including the standalone typi endurance simply because the former is more unusual. Similarly, if one is interested
case). The selection of diverse cases has the additional advantage of introduci in incest taboos a culture where the incest taboo is absent or weak is probably more
variation on the key variables of interest. A set of diverse cases is, by definition, useful than a culture where it is present or strong. Fascism is more important than
set of cases that encompasses a range of high and low values on relevant dimensiol nonfascism. And so forth. There is a good reason, therefore, why case studies of
There is, therefore, much to recommend this method of case selection. I suspeCt“ revolution tend to focus on “revolutionary” cases. Theda Skocpol (1979) had much
these advantages are commonly understood and are applied on an intuitive le el | more to learn from France than from Austro-Hungary since France was more un-
case-study researchers. However, the lack of a recognizable name—and an explic usual than Austro-Hungary within the population of nation states that Skocpol was
methodological defense—has made it difficult for case-study researchers to utili
this method of case selection, and to do so in an explicit and self-conscious fashio
Neologism has its uses. |

should be taken to assure that the chosen cases are typical of each category. .
study should not focus on an atypical member of a subgroup. !

Indeed, considerations of diversity and typicality often go together. Thus, in
study of globalization and social welfare systems, Duane Swank (2002) first u

the most-typical cases. He decides that the Nordic countries are more typical of
universalistic model than the Netherlands since the latter has “some characteris
of the occupationally based program structure and a political context of Christi
Democratic-led governments typical of the corporatist conservative nations” (S: :_i'
2002, 11; see also Esping-Andersen 1990). Thus, the Nordic countries are chose

case-study portion of his analysis by other cases chosen to represent the other welfa;
state types (corporatist conservative and liberal).

: For further examples see Collier and Mahoney (1996); Geddes (1990); Tendler (1997).
Traditionally, methodologists have conceptualized cases as having “positive” or “negative” values
(eg. Emigh 1997; Mahoney and Goertz 2004; Ragin 2000, 60; 2004, 126).
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concerned to explain. The reason is quite simple: There are fewer revolutionapy,
than nonrevolutionary cases; thus, the variation that we explore as a clue g.

relationships is encapsulated in these cases, against a background of nonrey, lutin
cases. Oluts

4 DEVIANT CASE

........

he deviant-case method selects that case(s) which, by reference to some general

derstanding of a topic (either a specific theory or common sense), demonstrates

‘ﬁurprising value. It is thus the contrary of the typical case. Barbara Geddes (2003)

tes the importance of deviant cases in medical science, where researchers are

bitually focused on that which is “pathological” (according to standard theory and

sractice). The New England Journal of Medicine, one of the premier journals of the

. , carries a regular feature entitled Case Records of the Massachusetts General

Jospital. These articles bear titles like the following: “An 80-Year-Old Woman with

cudden Unilateral Blindness” or “A 76-Year-Old Man with Fever, Dyspnea, Pul-

,“, onary Infiltrates, Pleural Effusions, and Confusion.”® Another interesting example

drawn from the field of medicine concerns the extensive study now devoted to a small
qumber of persons who seem resistant to the AIDS virus (Buchbinder and Vittinghoff
1999; Haynes, Pantaleo, and Fauci 1996). Why are they resistant? What is different
about these people? What can we learn about AIDS in other patients by observing
people who have built-in resistance to this disease?

' Likewise, in psychology and sociology case studies may be comprised of deviant
(in the social sense) persons or groups. In economics, case studies may consist of
countries or businesses that overperform (e.g. Botswana; Microsoft) or underperform
(e.g. Britain through most of the twentieth century; Sears in recent decades) relative
0 some set of expectations. In political science, case studies may focus on countries
where the welfare state is more developed (e.g. Sweden) or less developed (e.g. the
United States) than one would expect, given a set of general expectations about
welfare state development. The deviant case is closely linked to the investigation of
theoretical anomalies. Indeed, to say deviant is to imply “anomalous.”*

Note that while extreme cases are judged relative to the mean of a single distri-
bution (the distribution of values along a single variable), deviant cases are judged
relative to some general model of causal relations. The deviant-case method selects
cases which, by reference to some (presumably) general relationship, demonstrate
a surprising value. They are “deviant” in that they are poorly explained by the
multivariate model. The important point is that deviant-ness can only be assessed
relative to the general (quantitative or qualitative) model. This means that the relative
deviant-ness of a case is likely to change whenever the general model is altered. For ex-
ample, the United States is a deviant welfare state when this outcome is gauged relative
to societal wealth. But it is less deviant—and perhaps not deviant at all—when certain
additional (political and societal) factors are included in the model, as discussed in

Note that the extreme-case method of case selection appears to violate th,
science folk wisdom warning us not to “select on the dependent variable”7
cases on the dependent variable is indeed problematic if a number <-)f 3
chosen, all of which lie on one end of a variable’s spectrum (they are all pogi
Tlegative), and if the researcher then subjects this sample to cross-case anl;;’ 4
1t were representative of a population.® Results for this sort of analysis wgulg 3
assuredly be biased. Moreover, there will be little variation to explain since th, ] 1»‘
of each case are explicitly constrained. 3

However, this is not the proper employment of the extreme-case method, (
more appropriately labeled an extreme-sample method.) The extreme-case ;
actually refers back to a larger sample of cases that lie in the background of the g
and provide a full range of variation as well as a more representative pictur '
po;.)ulation. It is a self-conscious attempt to maximize variance on the dimy
of interest, not to minimize it. If this population of cases is well underste
either through the author’s own cross-case analysis, through the work of others
through common sense—then a researcher may justify the selection of a singl
exemplifying an extreme value for within-case analysis. If not, the researcher )

well advised to follow a diverse-case method, as discussed above. A

By way of conclusion, let us return to the problem of representativeness, It
be seen that an extreme case may be typical or deviant. There is simply no v .
tell because the researcher has not yet specified an X;/Y causal proposition. O
.such a causal proposition has been specified one may then ask whether
In question is similar to some population of cases in all respects that might - ;
the X;/Y relationship of interest (i.e. unit homogeneous). It is at this point tha
becomes possible to say, within the context of a cross-case statistical model, '7;‘
a case lies near to, or far from, the regression line. However, this sort of analysis:
that the researcher is no longer pursuing an extreme-case method. The extreme-
method is purely exploratory—a way of probing possible causes of Y, or Poss
effects of X, in an open-ended fashion. If the researcher has some notion of
additional factors might affect the outcome of interest, or of what relationship
causal factor of interest might have with Y, then she ought to pursue one of the '
methods explored in this chapter. This also implies that an extreme-case method
transform into a different kind of approach as a study evolves; that is, as a m
specific hypothesis comes to light. Useful extreme cases at the outset of a study!
prove less useful at a later stage of analysis. |

® Geddes (2003, 131). For other examples of casework from the annals of medicine see “Clinical
Teports” in the Lancet, “Case studies” in Canadian Medical Association Journal, and various issues of the
Journal of Obstetrics and Gynecology, often devoted to clinical cases (discussed in Jenicek 2001, 7). For
examples from the subfield of comparative politics see Kazancigil (1994).

% For a discussion of the important role of anomalies in the development of scientific theorizing see
Elman (2003); Lakatos (1978). For examples of deviant-case research designs in the social sciences see
‘Amenta (1991); Coppedge (2004); Eckstein (1975); Emigh (1997); Kendall and Wolf (1949/1955).

7 .
‘Geddes (1990); King, Keohane, and Verba (1994). See also discussion in Brady and Collier (2004)
Collier and Mahoney (1996); Rogowski (1995). ]

8 : : 4 . :
The exception would be a circumstance in which the researcher intends to disprove a determinis
argument (Dion 1998).
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 pe explained away by reference to these kinds of problems, then the theory of
-' rest is that much stronger. This sort of deviant-case analysis answers the question,
shat about Case A (or cases of type A)? How does that, seemingly disconfirming,
< fit the model?”
~cause its underlying purpose is different from the usual deviant-case study, I
.. a new term for this method. The influential case is a case that casts doubt upon
theory, and for that reason warrants close inspection. This investigation may reveal,
or all, that the theory is validated—perhaps in some slightly altered form. In this
the influential case is the “case that proves the rule.” In other instances, the
quential-case analysis may contribute to disconfirming, or reconceptualizing, a
;. The key point is that the value of the case is judged relative to some extant
oss-case model.
A simple version of influential-case analysis involves the confirmation of a key
«’s score on some critical dimension. This is essentially a question of measurement.
smetimes cases are poorly explained simply because they are poorly understood. A
»se examination of a particular context may reveal that an apparently falsifying case
s been miscoded. If so, the initial challenge presented by that case to some general
’_u has been obviated.
However, the more usual employment of the influential-case method culminates
1a substantive reinterpretation of the case—perhaps even of the general model. It is
t just a question of measurement. Consider Thomas Ertman’s (1997) study of state
uilding in Western Europe, as summarized by Gerardo Munck. This study argues

the epilogue. Deviance is model dependent. Thus, when discussing the
deviant case it is helpful to ask the following question: Relative to wh v
(or set of background factors) is Case A deviant?

Conceptually, we have said that the deviant case is the logical contrar £ the
case. This translates into a directly contrasting statistical measurem: .
typilcal case is one with a low residual (in some general model of causarllt. lat
d.ev1ant case is one with a high residual. This means, following our pre 're
sion, that the deviant case is likely to be an unrepresentative case, and iw:hw
appears to violate the supposition that case-study samples shoulél seekr':
features of a larger population. 4

Hmjve‘ver, it must be borne in mind that the primary purpose of a deyias
anal}fs1s is to probe for new—but as yet unspecified—explanations. (If the
to disprove an extant theory I shall refer to the study as crucial-case, as disp
%ow.) The researcher hopes that causal processes identified within the, devia Ct
1llu‘strate some causal factor that is applicable to other (more or less devirz:n
This means that a deviant-case study usually culminates in a general proposi i
that may be applied to other cases in the population. Once this genera{) o :
ha.ts been introduced into the overall model, the expectation is that the f}l;
will no longer be an outlier. Indeed, the hope is that it will now be typical as
Py its small residual in the adjusted model. (The exception would be a cir’c 4
in which a case’s outcome is deemed to be “accidental,” and therefore ine u‘"‘
any general model.) g

This feature of the deviant-case study should help to resolve questions abe
represen.tativeness. Even if it is not possible to measure the new causal fa a(.
thus to introduce it into a large-N cross-case model), it may still be pla
assert (based on general knowledge of the phenomenon) that the chosen h
representative of a broader population. A

at gen era,

b)

at the interaction of a) the type of local government during the first period of statebuilding,
ith b) the timing of increases in geopolitical competition, strongly influences the kind of
soime and state that emerge. [Ertman] tests this hypothesis against the historical experience
f Burope and finds that most countries fit his predictions. Denmark, however, is a major
ception. In Denmark, sustained geopolitical competition began relatively late and local gov-
mment at the beginning of the statebuilding period was generally participatory, which should
ave led the country to develop “patrimonial constitutionalism.” But in fact, it developed
bureaucratic absolutism.” Ertman carefully explores the process through which Denmark
me to have a bureaucratic absolutist state and finds that Denmark had the early marks of
5 INFL UENTIAL C ASE patrimonial constitutionalist state. However, the country was pushed off this developmental
.......................................................................... ath by the influence of German knights, who entered Denmark and brought with them
""""""""""""""""""""""""""""""" " erman institutions of local government. Ertman then traces the causal process through which
hese imported institutions pushed Denmark to develop bureaucratic absolutism, concluding
1at this development was caused by a factor well outside his explanatory framework.
(Munck 2004, 118)

@

Sometimes, the choice of a case is motivated solely by the need to verify tt
sumPtions behind a general model of causal relations. Here, the analyst atte
prov1f1e a rationale for disregarding a problematic case or a set of problemati"
That is to say, she attempts to show why apparent deviations from the norm
really deviant, or do not challenge the core of the theory, once the circun
of the special case or cases are fully understood. A cross-case analysis may,
be marred by several classes of problems including measurement error, specific
error, errors in establishing proper boundaries for the inference (the scope 0
argument), and stochastic error (fluctuations in the phenomenon under stu dy
are treated as random, given available theoretical resources). If poorly fitti g
-

rtman’s overall framework is confirmed insofar as he has been able to show, by an

i-depth discussion of Denmark, that the causal processes stipulated by the general

heory hold even in this apparently disconfirming case. Denmark is still deviant, but
is 50 because of “contingent historical circumstances” that are exogenous to the

ieory (Ertman 1997, 316).

~ Bvidently, the influential-case analysis is similar to the deviant-case analysis. Both

ocus on outliers. However, as we shall see, they focus on different kinds of outliers.
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Moreover, the animating goals of these two research designs are quite differey
influential-case study begins with the aim of confirming a general model, wh;
deviant-case study has the aim of generating a new hypothesis that modifies an
ing general model. The confusion stems from the fact that the same case study
fulfill both objectives—qualifying a general model and, at the same time,
its core hypothesis.

Thus, in their study of Roberto Michels’s “iron law of oligarchy,” Lipset, Troy
Coleman (1956) choose to focus on an organization—the International Ts
ical Union—that appears to violate the central presupposition. The ITU, as
by one of the authors, has “a long-term two-party system with free election
frequent turnover in office” and is thus anything but oligarchic (Lipset 19
As such, it calls into question Michels’s grand generalization about organi
behavior. The authors explain this curious result by the extraordinarily hj
of education among the members of this union. Michels’s law is shown to be
for most organizations, but not all. It is true, with qualifications. Note
respecification of the original model (in effect, Lipset, Trow, and Coleman in
a new control variable or boundary condition) involves the exploration of a
hypothesis. In this instance, therefore, the use of an influential case to on
an existing theory is quite similar to the use of a deviant case to explore a
theory. .

In a quantitative idiom, influential cases are those that, if counterfactually assig
a different value on the dependent variable, would most substantially cha
resulting estimates. They may or may not be outliers (high-residual cases), 1
quantitative measures of influence are commonly applied in regression diagno:
(Belsey, Kuh, and Welsch 2004). The first, often referred to as the leverage of a ¢
derives from what is called the hat matrix. Based solely on each case’s scores on
independent variables, the hat matrix tells us how much a change in (or a meas
ment error on) the dependent variable for that case would affect the overall regres:
line. The second is Cook’s distance, a measure of the extent to which the estimat
all the parameters would change if a given case were omitted from the analysis.
with a large leverage or Cook’s distance contribute quite a lot to the inferences
from a cross-case analysis. In this sense, such cases are vital for maintaining anal
conclusions. Discovering a significant measurement error on the dependent vari
or an important omitted variable for such a case may dramatically revise estimate
the overall relationships. Hence, it may be quite sensible to select influential cases
in-depth study.

Note that the use of an influential-case strategy of case selection is limitec
instances in which a researcher has reason to be concerned that her results are be
driven by one or a few cases. This is most likely to be true in small to moderate-si
samples. Where N is very large—greater than 1,000, let us say—it is extremely unlik
that a small set of cases (much less an individual case) will play an “influential” I
Of course, there may be influential sets of cases, e.g. countries within a partict
continent or cultural region, or persons of Irish extraction. Sets of influential
servations are often problematic in a time-series cross-section data-set where €a

it (e.8: country) contains multiple observati(.)ns (through time),' and hence mtﬁy
- 'strong influence on aggregate results. Still, the general rule is: the larg.er e
- the less important individual cases are likely to be and, hence, the less likely a
| P:zler is to use an influential-case approach to case selection.

Con m_‘r

6 CruciAL CASE

\¢ all the extant methods of case selection perhaps the most storied—an4 cert.amly
most controversial—is the crucial-case method, .introd.uced to the soc1a¥ science
rld several decades ago by Harry Eckstein. In his seminal essay, Eckstfem (;975,
) describes the crucial case as one “that must closely fit a theory if one is to ;:lfe
-~ fidence in the theory’s validity, or, conversely, must not fit equally well aLly rule
ontrary to that proposed.” A case is crucial in a somewhat weaker.—but m;c .mor:;
4 mon—sense when it is most, or least, likely to fulfill a t}?eoret{cal pre 1ct10n'. 1
nost-likely” case is one that, on all dimensions except the dimension of. thte}:loretflca
nterest, is predicted to achieve a certain outcome, and yet does nc.)t. It is there ori
ssed to disconfirm a theory. A “least-likely” case is one that, on all dlmen.s1ons excep
he dimension of theoretical interest, is predicted not to achieve a certain o.utcorr;:z,
hd yet does so. It is therefore used to confirm a theory. In all formula-tlons, ‘}tl e
rucial-case offers a most-difficult test for an arg}lment, and h.ence provllde; what
; perhaps the strongest sort of evidence possible in a nonexperimental, single-case
k. icati in’s i i ial-case approach has
' Since the publication of Eckstein’s influential essay, the crucial-case ppIC .
seen claimed in a multitude of studies across several social science dlsc1p11n.es an

1 come to be recognized as a staple of the case—st}ldy met.hod.11 Yet the idea of
single case playing a crucial (or “critical”) role is not Yv1dely accepted arn;)lnf1
most methodologists (e.g. Sekhon 2004). (Even its progenitor seems to have ha
R i i The implicit
Let us begin with the confirmatory (ak.a. least-likely) cruc1a1. case. The imp
bgic of this research design may be summarized as follows. Gn.ren a set of' facts,
e are asked to contemplate the probability that a given theory is true. While the
acts matter, to be sure, the effectiveness of this sort of research also resj(s upon the
ormal properties of the theory in question. Specifically, the deg're§ to which a the'ory
isamenable to confirmation is contingent upon how many predu‘:txonS canbe ’derlved
from the theory and on how “risky” each individual prediction is. In .Popper s (1.963,
6) words, “Confirmations should count only if they are the result of risky predictions;
that is to say, if, unenlightened by the theory in question, we should have expected an

1 For examples of the crucial-case method see Bennett, Lepgold, and Unger (1994)'; Des§h (2002);
Goodin and Smitsman (2000); Kemp (1986); Reilly and Phillpot (2003). For general discussion see
Ge orge and Bennett (2005); Levy (2002); Stinchcombe (1968, 24-8).
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+oree of elaboration, consistency, and scope. The more a theory attains .the status
‘ causal law, the easier it will be to confirm, or to disconfirm, with a 51.ngle case.
'deed’ risky predictions are common in natural science ﬁelds such as physu;s, which
J turn served as the template for the deductive-nomological (“covering-law”) model
:ﬁ science that influenced Eckstein and others in the postwar decades (e.g. Hempel

event which was incompatible with the theory—and event which would haye raf
the theory. Every ‘good’ scientific theory is a prohibition; it forbids certain
happen. The more a theory forbids, the better it is” (see also Popper 1934/1
risky prediction is therefore one that is highly precise and determinate, and
unlikely to be achieved by the product of other causal factors (external to the th
of interest) or through stochastic processes. A theory produces many such Predi
ifit is fully elaborated, issuing predictions not only on the central outcome of inte
but also on specific causal mechanisms, and if it is broad in purview. (The nof
of riskiness may also be conceptualized within the Popperian lexicon as degre
falsifiability.) ]

These points can also be articulated in Bayesian terms. Colin Howson and p
Urbach explain: “The degree to which h [a hypothesis] is confirmed by e [a se
evidence] depends...on the extent to which P(e|h) exceeds P (e), that is, on h
much more probable e is relative to the hypothesis and background assumpti
than it is relative just to background assumptions.” Again, “confirmation is cor
with how much more probable the evidence is if the hypothesis is true than
is false” (Howson and Urlbach 1989, 86). Thus, the stranger the prediction o
by a theory—relative to what we would normally expect—the greater the degre
confirmation that will be afforded by the evidence. As an intuitive example, Hoy s
and Urbach (1989, 86) offer the following:

1942)- . . :
frequently cited example is the first important empirical demonstration of the

theory of relativity, which took the form of a single-event prediction on the occasion
the May 29, 1919, solar eclipse (Eckstein 1975; Popper 1963). Stephen Van Evera (1997,
.‘ 7) describes the impact of this prediction on the validation of Einstein’s theory.

pinstein’s theory predicted that gravity would bend the path of .light toward a gravity source
by a specific amount. Hence it predicted that during a solar eclipse s.tars near the §un would
b 4 pear displaced—stars actually behind the sun would appear next to it, and stars .lylng next to
‘he sun would appear farther from it—and it predicted the amoulnt of apparent displacement.
No other theory made these predictions. The passage of this one S{ngle-case-study test brou.ght
the theory wide acceptance because the tested predictions were unique—there was no plausible
0 mpeting explanation for the predicted result—hence the passed test was very strong.

The strength of this test is the extraordinary fit between the theory and a set of fa.cts
found in a single case, and the corresponding lack of fit between all other theories
ad this set of facts. Einstein offered an explanation of a particular set of anomalous
findings that no other existing theory could make sense of. Of course, one must
ume that there was no—or limited—measurement error. And one must assume
that the phenomenon of interest is largely invariant; light does not bend differently at
different times and places (except in ways that can be understood through the theory
of relativity). And one must assume, finally, that the theory itself makes sense on other
unds (other than the case of special interest); it is a plausible general theory. If one
s willing to accept these a priori assumptions, then the 1919 “case study” provides a
strong confirmation of the theory. It is difficult to imagine a stronger proof of
the theory from within an observational (nonexperimental) setting.

In social science settings, by contrast, one does not commonly find single-case
studies offering knockout evidence for a theory. This is, in my view, largely a product
of the looseness (the underspecification) of most social science theories. George and
Bennett point out that while the thesis of the democratic peace is as close to a “law”
as social science has yet seen, it cannot be confirmed (or refuted) by looking at
specific causal mechanisms because the causal pathways mandated by the theory are
ultiple and diverse. Under the circumstances, no single-case test can offer strong
confirmation of the theory (George and Bennett 2005, 209).

However, if one adopts a softer version of the crucial-case method—the least-likely
(most difficult) case—then possibilities abound. Indeed, I suspect that, implicitly,
most case-study work that makes a positive argument focusing on a single case
(without a corresponding cross-case analysis) relies largely on the logic of the least-
likely case. Rarely is this logic made explicit, except perhaps in a passing phrase or two.
Yet the deductive logic of the “risky” prediction is central to the case-study enterprise.

If a soothsayer predicts that you will meet a dark stranger sometime and you do in f
your faith in his powers of precognition would not be much enhanced: you would prob:
continue to think his predictions were just the result of guesswork. However, if the predict
also gave the correct number of hairs on the head of that stranger, your previous sceptic
would no doubt be severely shaken.

While these Popperian/Bayesian notions' are relevant to all empirical resea
designs, they are especially relevant to case-study research designs, for in these setti
a single case (or, at most, a small number of cases) is required to bear a heavy burd
of proof. It should be no surprise, therefore, that Popper’s idea of “riskiness” was
be appropriated by case-study researchers like Harry Eckstein to validate the ent
prise of single-case analysis. (Although Eckstein does not cite Popper the intellect
lineage is clear.) Riskiness, here, is analogous to what is usually referred to as a “me
difficult” research design, which in a case-study research design would be understos
as a “least-likely” case. Note also that the distinction between a “must-fit” case @
a least-likely case—that, in the event, actually does fit the terms of a theory—
matter of degree. Cases are more or less crucial for confirming theories. The point
that, in some circumstances, a paucity of empirical evidence may be compensated
the riskiness of the theory. ¢

The crucial-case research design is, perforce, a highly deductive enterprise; mt
depends on the quality of the theory under investigation. It follows that the theor
most amenable to crucial-case analysis are those which are lawlike in their precisio

"2 A third position, which purports to be neither Popperian or Bayesian, has been articulated by -
Mayo (1996, ch. 6). From this perspective, the same idea is articulated as a matter of “severe tests.”
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«_cutting cleavages (Almond 1956; Bentley 1908/1967; Lipset 1960/1963; Truman
). Arend Lijphart’s (1968) study of the Netherlands, a peaceful country with
orcing social cleavages, is commonly viewed as refuting this theory on the basis
1 single in-depth case analysis.**

Granted, it may be questioned whether presumed invariant theories are really
ariant; perhaps they are better understood as probabilistic. Perhaps, that is, the
ory of cross-cutting cleavages is still true, probabilistically, despite the apparent
tch exception. Or perhaps the theory is still true, deterministically, within a subset
cases that does not include the Netherlands. (This sort of claim seems unlikely
this particular instance, but it is quite plausible in many others.) Or perhaps the
sory is in need of reframing; it is true, deterministically, but applies only to cross-
tting ethnic/racial cleavages, not to cleavages that are primarily religious. One can
ibble over what it means to “disconfirm” a theory. The point is that the crucial case
s in all these circumstances, provided important updating of a theoretical prior.
teretofore, I have treated causal factors as dichotomous. Countries have either
o orcing or cross-cutting cleavages and they have regimes that are either peaceful
onflictual. Evidently, these sorts of parameters are often matters of degree. In this
ding of the theory, cases are more or less crucial. Accordingly, the most useful—i.e.
ost crucial—case for Lijphart’s purpose is one that has the most segregated social
ps and the most peaceful and democratic track record. In these respects, the
stherlands was a very good choice. Indeed, the degree of disconfirmation offered
¢ this case study is probably greater than the degree of disconfirmation that might
ve been provided by other cases such as India or Papua New Guinea—countries
here social peace has not always been secure. The point is that where variables are
ntinuous rather than dichotomous it is possible to evaluate potential cases in terms
Etheir degree of crucialness.

Note that the crucial-case method of case-selection, whether employed in a confir-
atory or disconfirmatory mode, cannot be employed in a large-N context. This is
cause an explicit cross-case model would render the crucial-case study redundant.
nce one identifies the relevant parameters and the scores of all cases on those para-
eters, one has in effect constructed a cross-case model that confirms or disconfirms
e theory in question. The case study is thenceforth irrelevant, at least as a means of
cisive confirmation or disconfirmation.” It remains highly relevant as a means of
ploring causal mechanisms, of course. Yet, because this objective is quite different
om that which is usually associated with the term, I enlist a new term for this
chnique.

Whether a case study is convincing or not often rests on the reader’s evaluation
strong the evidence for an argument might be, and this in turnhwllléltl
case evidence is limited and no manipulated treatment can be deviseder
an estimation of the degree of “fit” between a theory and the evidenc\ h
discussed. B

Lily Tsai’s (2007) investigation of governance at the village leve] jn Chin )
several in-depth case studies of villages which are chosen (in part) bec
least-likely status relative to the theory of interest. Tsai’s hypothesis is
with greater social solidarity (based on preexisting religious or familja] ;-
will develop a higher level of social trust and mutual obligation and, as 5 i A
experience better governance. Crucial cases, therefore, are villages )that ey
high level of social solidarity but which, along other dimensions would 3
least likely to develop good governance, e.g. they are poor, isolz;ted
mc?'cratic in§titutions or accountability mechanisms from above, “I S’,etﬂe
Fujian province, is such a case. The fact that this impoverished village no ,
boa'sts an impressive set of infrastructural accomplishments such as paved 0
drainage ditches (a rarity in rural China) suggests that something rather uny
going on here. Because her case is carefully chosen to eliminate rival
Tsai’s conclusions about the special role of social solidarity are difficult to
How else is one to explain this otherwise anomalous result? This is the g ."f
the least-likely case, where all other plausible causal factors for an outcome g
minimized.’

Jack Levy (2002, 144) refers to this, evocatively, as a “Sinatra inference:”
make it here, it can make it anywhere (see also Khong 1992, 49; Sagar; .‘
Shafer 1988, 14—6). Thus, if social solidarity has the hypothesized effect in .
ment it should have the same effect in more propitious settings (e.g. where
greater economic surplus). The same implicit logic informs many case—study'\
where the intent of the study is to confirm a hypothesis on the basis oﬁr
case.

Another sort of crucial case is employed for the purpose of disconfir
hypothesis. A central Popperian insight is that it is easier to disconfirm an in
than to confirm that same inference. (Indeed, Popper doubted that any
could be fully confirmed, and for this reason preferred the term “corrobor
is particularly true of case-study research designs, where evidence is limited
or several cases. The key proviso is that the theory under investigation mu
a consistent (a.k.a. invariant, deterministic) form, even if its predictions :
terrifically precise, well elaborated, or broad. :

IIXs it happens, there are a fair number of invariant propositions floating aro | Secalo the discussion in Eckstein (1975) and Lijphart (1969). For additional examples of case
social science disciplines (Goerts and Levy forthcomings Goertz and SN idies disconfirming general propositions of a deterministic nature see Allen (1965); Lipset, Trow, and
used to be argued. for sl tha political stabﬂity would ooel only il n (1956).; Njolstad (1990); Reilly (2(300—1);.and dis-cussion' in Dion (1998); Ro'gowski (1995).
that are relatively hemogeneons, 6f where existing heterogeneities are Tl : ‘a;;r;:i’rm,sofar as case—s.tudY analysis Rrov1des a window into causal mechanxsm§, and causal

nis e integral to a given theory, a single case may be enlisted to confirm or disconfirm a
OPosition. However, if the case study upholds a posited pattern of X/Y covariation, and finds fault
ly with the stipulated causal mechanism, it would be more accurate to say that the study forces the

3 1t should be noted that Tsai’ i p . he
etmplovsa broad ; a 'll"fal S con.cluswns do not rest s'olely on this crucial case. Indeed, she formulation of a given theory, rather than its confirmation or disconfirmation. See further discussion
ploy. ad range of methodological tools, encompassing case-study and cross-case met the following section
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7 PATHWAY CASE

Table 28.2. Pathway case with dichotomous
causal factors

One of the most important functions of case-study research is the elucidy Case types X X ¥
causal mechanisms. But which sort of case is most useful for this purpose? 3 . : :
all case studies presumably shed light on causal mechanisms, not all cases ar : 2 1 : :
transparent. In situations where a causal hypothesis is clear and has alrea g g (1) (1)
confirmed by cross-case analysis, researchers are well advised to focus on a cas D 0 0 1
the causal effect of X; on Y can be isolated from other potentially confoundip E 1 0 0
(X3). I shall call this a pathway case to indicate its uniquely penetrating j F 1 ) g
causal mechanisms. In contrast to the crucial case, this sort of method is g ; ¢ ]
0 1 0

only in circumstances where cross-case covariational patterns are well st
where the mechanism linking X; and Y remains dim. Because the pathway case
on prior cross-case analysis, the problem of case selection must be situated wit}
sample. There is no standalone pathway case.

The logic of the pathway case is clearest in situations of causal sufficiency:
a causal factor of interest, X1, is sufficient by itself (though perhaps not neces;
account for Y’s value (o or 1). The other causes of Y, about which we need m
assumptions, are designated as a vector, X,.

Note that wherever various causal factors are substitutable for one anothe
factor is conceptualized (individually) as sufficient (Braumoeller 2003). .‘I
ations of causal equifinality presume causal sufficiency on the part of ea
or set of conjoint factors. An example is provided by the literature on de
zation, which stipulates three main avenues of regime change: leadershi
reform, a controlled opening to opposition, or the collapse of an authoritar
(Colomer 1991). The case-study format constrains us to analyze one at a
let us limit our scope to the first one—leadership-initiated reform. So consid
causal-pathway case would be one with the following features: (a) democrati
(b) leadership-initiated reform, (c) no controlled opening to the opposition,
collapse of the previous authoritarian regime, and (e) no other extraneous
that might affect the process of democratization. In a case of this type,
mechanisms by which leadership-initiated reform may lead to democratizat

be easiest to study. Note that it is not necessary to assume that leadership-ir
iy

reform always leads to democratization; it may or may not be a deterministic
But it is necessary to assume that leadership-initiated reform can sometimes:
democratization on its own (given certain background features).

Notes: X; = the variable of theoretical interest. X3 = a
vector of controls (a score of O indicates that all control
variables have a score of 0, while a score of 1 indicates that
all control variables have a score of 1). Y = the outcome of
interest. A-H = case types (the N for each case type is
indeterminate). G, H = possible pathway cases. Sample size
= indeterminate.

Assumptions: (a) all variables can be coded dichotomously
(a binary coding of the concept is valid); (b) all independent
variables are positively correlated with Y in the general
case; (¢) X1 is (at least sometimes) a sufficient cause of Y.

any additional causes of Y there might be (denoted X, a vector of controls), there
: only eight relevant case types, as illustrated in Table 28.2. Identifying these case
bes is a relatively simple matter, and can be accomplished in a small-N sample by
e construction of a truth-table (modeled after Table 28.2) or in a large-N sample by

use of cross-tabs.
Note that the total number of combinations of values depends on the number of
ntrol variables, which we have represented with a single vector, X». If this vector
asists of a single variable then there are only eight case types. If this vector consists
two variables (X,,, X5p) then the total number of possible combinations increases
m eight (2%) to sixteen (2*). And so forth. However, none of these combinations
elevant for present purposes except those where X, and Xa, have the same value
or 1). “Mixed” cases are not causal pathway cases, for reasons that should become

b

Now let us move from these examples to a general-purpose model. For he E pa‘thway case, following the lf)gic of th.e crucial case, is one where the Ayl
purposes, let us presume that all varli)ables in g"(hat rnopdeipare dichot<;m0 | = X1, correctly predicts ¥ while all 2 the possﬁ?le causes Of.Y (rep-
> ) : ! ted by the vector, X,) make “wrong” predictions. If X; is—at least in some
:la(l)ti(())rn:l)li?)r;(iNt'ﬂ}iab;eﬂcl(fdrfr:l;S(flazstg(;)r:fyfst;i&l-l)zal;fcsl (})’fc};vzre I;le‘;d;(d);n : a stances—a sufﬁci.ent cause of Y, thfen it is these sorts of cases that shou%d
allows us to visualize a range of possible comt;in altions o :nyce 245 = ost useful for tracing causal mechanisms. There.are only .two such cases in
Recall that the pathway case is always focused, b deﬁr%ition.on a sing le 28.2fG and H'. n all .other cases; the mechanism Tunming froTn Xy to Y
factor, denoted X;. (The researcher’s foZus ma sh,ift)t’o other cau’sal factors u - d.lfﬁc.ult to discern either pecause X1 and ¥ ate not cor.related in the usual
only focus on one causal factor at a time.) Inythis scenario, and re ardles,s; ; (cons‘t ituting an unusual case, in the terms of our hypothesis) o besaties other
. > & nfounding factors (X,) intrude. In case A, for example, the positive value on Y
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Jmeters in the model, one must compare the size of the residuals for each case in
duced form model, Y = Constant + X; + ReSreduced, With the size of the residuals
eaCh case in a full model, Y = Constant + X, + X; + Resgy. The pathway case is
at case, Or Set of cases, which shows the greatest difference between the residual for
e reduced-form model and the full model (4Residual). Thus,

could be a product of X; or X. An in-depth examination of this case is not Jik
be very revealing.

Keep in mind that because the researcher already knows from her Cross-c
amination what the general causal relationships are, she knows (prior to the
study investigation) what constitutes a correct or incorrect prediction. In the cr
case method, by contrast, these expectations are deductive rather thap emp '
This is what differentiates the two methods. And this is why the causal p,
case is useful principally for elucidating causal mechanisms rather than verify
falsifying general propositions (which are already more or less apparent froy
cross-case evidence). Of course, we must leave open the possibility that the j
tigation of causal mechanisms would invalidate a general claim, if that claim i is.
contingent upon a specific set of causal mechanisms and the case study shows

Pathway = |ReSreduced — Resgunl, if [ReSreduced| > |Resgun|. (1)

ote that the residual for a case must be smaller in the full model than in the reduced-

model; otherwise, the addition of the variable of interest (X;) pulls the case

v from the regression line. We want to find a case where the addition of X, pushes

o case towards the regression line, i.e. it helps to “explain” that case.

l As an example, let us suppose that we are interested in exploring the effect of
such mechanisms are present. However, this is rather unlikely in most social s sineral wealth on the prospects for democracy in a society. According to a good deal
settings. Usually, the result of such a finding will be a reformulation of the ¢ work on this subject, countries with a bounty of natural resources—particularly
processes by which X, causes Y—or, alternatively, a realization that the case 1 il—are less likely to democratize (or once having undergone a democratic tran-
investigation is aberrant (atypical of the general population of cases). tion, are more likely to revert to authoritarian rule) (Barro 1999; Humphreys

Sometimes, the research question is framed as a unidirectional cause: one js 05; Ross 2001). The cross-country evidence is robust. Yet as is often the case,
ested in why o becomes 1 (or vice versa) but not in why 1 becomes o. In our e causal mechanisms remain rather obscure. In order to better understand this
example, we asked why democracies fail, not why countries become democratic henomenon it may be worthwhile to exploit the findings of cross-country regres-
thoritarian. So framed, there can be only one type of causal-pathway case. (Wi jon models in order to identify a country whose regime type (i.e. its democracy
regime failure is coded as o or 1is a matter of taste.) Where researchers are intej score” on some general index) is strongly affected by its natural-research wealth,
in bidirectional causality—a movement from o to 1 as well as from 1 to o ‘ | other things held constant. An analysis of this sort identifies two countries—
are two possible causal-pathway cases, G and H. In practice, however, one of e United Arab Emirates and Kuwait—with high 4 Residual values and modest
case types is almost always more useful than the other. Thus, it seems reaso siduals in the full model (signifying that these cases are not outliers). Researchers
employ the term “pathway case” in the singular. In order to determine which eking to explore the effect of oil wealth on regime type might do well to focus
two case types will be more useful for intensive analysis the researcher shoul n these two cases since their patterns of democracy cannot be well explained by
to see whether each case type exhibits desirable features such as: (a) a rare (us ther factors—e.g. economic development, religion, European influence, or ethnic
value on X; or Y (designated “extreme” in our previous discussion), (b) obser factionalization. The presence of oil wealth in these countries would appear to
temporal variation in X, (c) an X;/Y relationship that is easier to study (it ave a strong independent effect on the prospects for democratization in these cases,
visible features; it is more transparent), or (d) a lower residual (thus indicating n effect that is well modeled by general theory and by the available cross-case
typical case, within the terms of the general model). Usually, the choice betu fidence.
and H is intuitively obvious. E To reiterate, the logic of causal “elimination” is much more compelling where vari-

Now, let us consider a scenario in which all (or most) variables of cone bles are dichotomous and where causal sufficiency can be assumed (X is sufficient
the model are continuous, rather than dichotomous. Here, the job of case sel Y itself, at least in some circumstances, to cause Y). Where variables are continu-
is considerably more complex, for causal “sufficiency” (in the usual sense) ¢ , the strategy of the pathway case is more dubious, for potentially confounding
be invoked. It is no longer plausible to assume that a given cause can be e al factors (X,) cannot be neatly partitioned. Even so, we have indicated why the
partitioned, i.e. rival factors eliminated. However, the search for a pathway Election of a pathway case may be a logical approach to case-study analysis in many
still be viable. What we are looking for in this scenario is a case that sati fcumstances.

' criteria: (1) it is not an outlier (or at least not an extreme outlier) in the gene ‘The exceptions may be briefly noted. Sometimes, where all variables in a model
and (2) its score on the outcome (Y) is strongly influenced by the theoretical e dichotomous, there are no pathway cases, i.e. no cases of type G or H (in Ta-
of interest (X), taking all other factors into account (X;). In this sort of case 28.2). This is known as the “empty cell” problem, or a problem of severe causal
be easiest to “see” the causal mechanisms that lie between X; and Y. Multicollinearity. The universe of observational data does not always oblige us with

Achieving the second desiderata requires a bit of manipulation. In order o ases that allow us to independently test a given hypothesis. Where variables are
mine which (nonoutlier) cases are most strongly affected by X;, given all the ontinuous, the analogous problem is that of a causal variable of interest (X;) that
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has only minimal effects on the out i is. i !
come of interest. Th : v e
at 1s, its role in the ‘ Table 28.3. Most-similar analysis with

. > e 01‘11 cases that are two case t, pes
pI'O er y re arded as pro idi y i .[|. f : :aSE ”

that are abundantly clear by now.

Finally, it should be clarified that the identification of a causal pathway cage A HVPOtheSiS'gf"e; ating (Y-centered):

A 0 1

not obviate the utility of exploring other cases. One might, for example B : v ®

compare both sorts of potential pathway cases—G —wi . -

compare both ¢ p y .and H—with each other. ; (B) Hypothesis-testing (X1/Y-centered):
ations suggest themselves. However, this sort of multi-case inye A 1 : 1

moves beyond the logic of the causal-pathway case. B ’ ; i

X1 = the variable of theoretical interest. X, =a
vector of controls. Y = the outcome of interest.

~ommons while the United States has weak, undisciplined parties, whose members
fen defect on floor votes in Congress. In explaining these divergent outcomes,
ersistent over many years, Epstein first discusses possible causal factors that are
eld more or less constant across the two cases. Both the United States and Canada
: : . . nherited English political cultures, both have large territories and heterogeneous
Sd?;f?r, :)Snef}l:elogﬁifznf:zf}f[)}fizilteis::l %:::::nfi j[ :l;: ;ieseiaitr cher looks for opulations, both are federal, and both have fai(fly loose;)part.y structures with str'ong
might have contributed to that outcome, as illustrate (;n aff Ol;ll various facto: 'S egional bases afnd a weak center. These are the .control vana.bles. Whe¥e they dlffe:'r
common form of case selection at the initial stage of re e haOfet - ({\). 3 e one ‘constltuja(-)nal .fe.a ture: C.]anada. o Whl.le th? United States.ls
begins with an apparent anomaly: two cases agre . searcﬂ. .en, f_ru{tﬁﬂ ; esidentl'al..And it is this institutional difference that Epstf:m. identifies as the crucial
demonstrate surprisingly different outcomes, The hop za;r etrlll :’ quite similar, (dif erentle?tmg) cause.'(For further f:xamples of the most-similar method see Brenner
cases will reveal one—or at most several—fa.ctors th;ﬁ d'sff ) mtens;lve e ‘ ig76; Hamilton 1977; Lipset 1965; M1g‘ue¥ 2004; M(?ulc.ler i Posaar 2064}
differing factors (X,) are looked upon as putative causl e;‘ :ct;:?ss these casesig Seve:ral caveats apply to any most-similar fanalY51s (in addition to the gsual set of as-
may be described by the second diagram in Table 28 ?153') s 15 s.tage, the rese sun pt}ons applymg to all case—stucbr. analysis). First, each causal factor is ungerstood
begins with a strong hypothesis, in which case her rjse .h ((’imf’tlm.e& a resee ha}vmg an independent and additive effec.:t on the outcorge; there are no “interac-
(hypothesis testing) from the get-go. That is, she strives frc'd esigiie confi e ,—‘ 1"1’ -effects.. Second, one must code cases dlch'otomously (hlgh./low, present/absent).
different outcomes, different scores o the fa>ct0r e Otl en(;lf?' c;llses that e This is .stralghtforward }f .the underlying var1ab1e§ are also d1choto'mous (e.g. fed-
thiE possiblermusal factors, as finstrstid o thescoond Eﬁs > anh similar scores ¢ era .umtary). However, it is (.>ften the case tha'lt variables of concern in th.e model'are
in Table 28.3 (B). ond (hypothesis-testing) ntmuous (ef.g. party cohesion). infythﬁ. setting, the reslearch(esr mus;l “dlli}]iotomuz”
Cls L the scoring of cases so as to simplify the two-case analysis. (Some exibility is ad-
ba:;?i eIt)l(;}l)I,ltolfSte;hith;gegeI; uarspZS:e:efa:c}iﬁsgilezoﬁeardl dlesign, and he ' l‘u sible on t.he vector of controls. ()'(2) that are “held constant” across the cases.
matory mode of analysis. However, regardless of where oan ;XP' Ofa:l(:r)’ t(iﬂ . 0n1dent1ty is tole.rable if jche deviation runs counter to the predicted hypothesw.
published, look like a hypo thesis—t:esting research dedien n(; CEINS; S rkesshts’ b For example, Epstein describes both j[he United States a‘lnd' Canad'a as having strong
removed: (A) becomes (B) in Table 28.3 gn. Question marks have & gional base§ of power, a fac'tor tha}t is probably more 51gn1ﬁcan.t in recent Canadian
As an example, Tet s consider Teon E.pstein’s dssic stadvof o y tory than in recent Arr%erlcan history. However, be.cause.reglonal bases of power
focuses on two “most-similar” countries, the United Stat e j’agty Cg 9(5:103" A should lead to weaker parties, rather t'han stronger parties, this elemen'F of nonidentity
highly disciplined parties whose member,s B ates and Canada. .-;, does not challenge Epstein’s conclusions. Indeed, it sets up a most-difficult research
gether on the floor of the Hout scenario, as discussed above.)
' In one respect the requirements for case control are not so stringent. Specifically,
it is not usually necessary to measure control variables (at least not with a high
degree of precision) in order to control for them. If two countries can be assumed

8 MosT-SIMILAR CASES

.................................................................
.................

The most-similar method employs a minimum of two cases.’ In its purest f
chosen pair of cases is similar in all respects except the variable(s) of interest, [

1€ : .. .
) Sometlrpes, the most-similar method is known as the “method of difference.” after its inventor
;JI.\fIﬂl 1843/1872). For later treatments see Cohen and Nagel (1934); Eggan (1954); Gerring (2001, ch.
ijphart (1971; 1975); Meckstroth (1975); Przeworski and Teune (1970); Skocpol and Somers (1980).
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to have similar cultural heritages one needn’t worry about constructin _,
measure that heritage. One can simply assert that, whatever they are i;fﬂ
or less constant across the two cases. This is similar to the technique)
randomized experiment, where the researcher typically does not attem
all the factors that might affect the causal relationship of interest I;h gf
rather, that these unknown factors have been neutralized across the.tre:
control groups by randomization or by the choice of a sample that is i
homogeneous.

The most useful statistical tool for identifying cases for in-depth analysis in
similar setting is probably some variety of matching strategy—e.g. exact m
approximate matching, or propensity-score matching.” The product of thjs
dure is a set of matched cases that can be compared in whatever way the r :
deems appropriate. These are the “most-similar” cases. Rosenbaum and Silber
223) summarize: 1

Table 28.4. Most-different analysis with two cases

Case types X, X2a X2 Xae Xad Y

A 1 1 0 1 0 1
B 1 0 1 0 1 1

X = the variable of theoretical interest. X2,_q = a vector of controls.
Y = the outcome of interest.

9 MoST-DIFFERENT CASES

\ final case-selection method is the reverse image of the previous method. Here, vari-
tion on independent variables is prized, while variation on the outcome is eschewed.
aather than looking for cases that are most-similar, one looks for cases that are most-
jifferent. Specifically, the researcher tries to identify cases where just one independent
ariable (X1), as well as the dependent variable (Y), covary, while all other plausible
actors (Xoa_a) show different values.”

The simplest form of this two-case comparison is illustrated in Table 28.4. Cases A
nd B are deemed “most different,” though they are similar in two essential respects—
the causal variable of interest and the outcome.

As an example, I follow Marc Howard’s (2003) recent work, which explores the
nduring impact of Communism on civil society.” Cross-national surveys show a
strong correlation between former Communist regimes and low social capital, con-
rolling for a variety of possible confounders. It is a strong result. Howard wonders
why this relationship is so strong and why it persists, and perhaps even strengthens,
in countries that are no longer socialist or authoritarian. In order to answer this
question, he focuses on two most-different cases, Russia and East Germany. These two
countries were quite different—in all ways other than their Communist experience—
prior to the Soviet era, during the Soviet era (since East Germany received substantial
subsidies from West Germany), and in the post-Soviet era, as East Germany was
absorbed into West Germany. Yet, they both score near the bottom of various cross-
national indices intended to measure the prevalence of civic engagement in the cur-
rent era. Thus, Howard’s (2003, 6—9) case selection procedure meets the requirements
of the most-different research design: Variance is found on all (or most) dimensions

Unlike model-based adjustments, where [individuals] vanish and are replaced by t
cients of a model, in matching, ostensibly comparable patterns are compared directl
one. Modern matching methods involve statistical modeling and combinatorial algor
but the end result is a collection of pairs or sets of people who look comparable a
average. In matching, people retain their integrity as people, so they can be examin;d a
stories can be told individually. v

Matching, conclude the authors, “facilitates, rather than inhibits, thick descrig
(Rosenbaum and Silber 2001, 223). f

In principle, the same matching techniques that have been used success l
observational studies of medical treatments might also be adapted to the study o
tion states, political parties, cities, or indeed any traditional paired cases in the
sciences. Indeed, the current popularity of matching among statisticians—rel;
that is, to garden-variety regression models—rests upon what qualitative res
would recognize as a “case-based” approach to causal analysis. If Rosenba
Silber are correct, it may be perfectly reasonable to appropriate this large-N
of analysis for case-study purposes.

As with other methods of case selection, the most-similar method is pror
problems of nonrepresentativeness. If employed in a qualitative fashion (withe
systematic cross-case selection strategy), potential biases in the chosen case mus
addressed in a speculative way. If the researcher employs a matching technique of
selection within a large-N sample, the problem of potential bias can be addr
assuring the choice of cases that are not extreme outliers, as judged by their resid
in the full model. Most-similar cases should also be “typical” cases, though ¢
scope for deviance around the regression line may be acceptable for purposes
finding a good fit among cases. :

18 The most-different method is also sometimes referred to as the “method of agreement,” following
its inventor, J. S. Mill (1843/1872). See also DeFelice (1986); Gerring (2001, 212-14); Lijphart (1971; 1975);
Meckstroth (1975); Przeworski and Teune (1970); Skocpol and Somers (1980). For examples of this
method see Collier and Collier (1991/2002); Converse and Dupeux (1962); Karl (1997); Moore (1966);

‘ Skocpol (1979); Yashar (2005, 23). However, most of these studies are described as combining
' most-similar and most-different methods.

Y In the following discussion I treat the terms social capital, civil society, and civic engagement

interchangeably.

17 For good int}roductions see Ho et al. (2004); Morgan and Harding (2005); Rosenbaum (2004);
Rosenbaum and Silber (2001). For a discussion of matching procedures in Stata see Abadie et al. (2001
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aside from the key factor of interest (Communism) and the ‘ou8 Yeverything except a Communist past. This variation is also deftly exploited

engagement).

Joward.
What leverage is brought to the analysis from this approach? Howarg’ ‘

Jo not wish to dismiss the most-different research method entirely. Surely,
()

combine evidence drawn from mass surveys and from in- depth inte ard’s findings are stronger with the intensive analysis of Russm. tban they wo'uld
without. Yet his book would not stand securely on the empirical foundation

stratified samples of Russians and East Germans. (This is a i :
good illus ided by most-different analysis alone. If one strips away the pathway-case (East

dentally, of how quantitative and qualitative evidence can be fruitfull . T
the intensive study of several cases.) The product of this analysis is ch i nany) and the most-similar analysis (East/West Germany) there is little left upon

of three causal pathways that, Howard (2003, 122) claims, help to exp. 1y to base an analysis of causal relations (aside from shfﬁf: large-N tcliofis_;c?t;(c))nii
gard status of civil society in post-Communist polities: “the mistrust of ¢ Jlysis). [ndeed, most scholars Xho' employ'the most- 1d:ent method .
organizations, the persistence of friendship networks, and the disappoin pjunction with other I‘Tlet]EIOdS. ) It is rarely, if ever, a’stan koIne ;fne ; }(1) f lowin
post-communism_” Slmply put, Howard (2003’ 145) COIlChldes, < great n ‘neralizing from this dlSCllSS.IOIl of Marc Howard’s Wzll' 3 0I leI' e ((; issuef;,’
citizens in Russia and Eastern Germany feel a strong and lingering sense of nmary remarks on the most—<.11fferent method of case analysis. (Ileave aside
of any kind of public organization, a general satisfaction with their own ed by all case-study analyses, 1ssues that are explo'red in Gerring 200-7.) les of
networks (accompanied by a sense of deteriorating relations within society o us begin with a methodological obstacle that is facc?d by both M.lllean styles o
and disappointment in the developments of post-communism.” Jlysis—the necessity of dichotomizing every variable in the analysis. Reca'll that,
The strength of this most-different case analysis is that the results obt ith most-similar analysis, difference§ across cases must ge‘nera]ly be .51ze;1ble
East Germany and Russia should also apply in other post-Communist pol b gh to be interpretable in an essentially dichotomous fashion (e.g. hlgh/.olwlv,
Lithuania, Poland, Bulgaria, Albania). By choosing a heterogeneous samp 5 s ent/absent) and similarities must be close enough to be understood as essentially
solves the problem of representativeness in his restricted sample. However, t

entical (e.g. high/high, present/present). Otherwise the results of a Millean. style
ple is demonstrably not representative across the population of the infer ysis are not interpretable. The problem of “degrees” is deadly if the variables

is intended to cover all countries of the world. b der consideration are, by nature, continuous (e.g. GDP). This is a‘particular

More problematic is the lack of variation on key causal factors of in ncern in Howard’s analysis, where East Germany SFO}'CS s'omew'hat higher than
Communism and its putative causal pathways. For this reason, it is difficult ussia in civic engagement; they are both low, but Russia is quite a bit low.er. Howard
conclusions about the causal status of these factors on the basis of the mos ssumes that this divergence is minimal enougl} to be undelzstood as a difference of
analysis alone. It is possible, that is, that the three causal pathways ide; egrees rather than of kinds, a judgment that might be questioned. In.these resP e'cﬂts,
Howard also operate within polities that never experienced Communist rule, jost-different analysis is no more secure—but also no less—than most-similar

Nor does it seem possible to conclusively eliminate rival hypotheses on the
this most-different analysis. Indeed, this is not Howard’s intention, He
to show that whatever influence on civil society might be attributed to ece
cultural, and other factors does not exhaust this subject.

My considered judgment is that the most-different research design provide
imal leverage into the problem of why Communist systems appear to supj
engagement, years after their disappearance. Fortunately, this is not the only &
design employed by Howard in his admirable study. Indeed, the author e
two other small-N cross-case methods, as well as a large-N cross-country stz
analysis. These methods do most of the analytic work. East Germany may b
as a causal pathway case (see above). It has all the attributes normally as
to foster civic engagement (e.g. a growing economy, multiparty competi
liberties, a free press, close association with Western European culture and
but nonetheless shows little or no improvement on this dimension during the
transition era (Howard 2003, 8). It is plausible to attribute this lack of ¢ ar
its Communist past, as Howard does, in which case East Germany shoulc
fruitful case for the investigation of causal mechanisms. The contrast be
and West Germany provides a most-similar analysis since the two polities

nalysis.

Inyone respect, most-different analysis is superior to most-similar analys.is. If the
oding assumptions are sound, the most-different research design may be quite useful
or eliminating necessary causes. Causal factors that do not appear across th-e chosen
ses—e.g. X, 4 in Table 28.4—are evidently unnecessary for the production of Y.
Jowever, it does not follow that the most-different method is the best method for
iminating necessary causes. Note that the defining feature of this method is the

e E.g. Collier and Collier (1991/2002); Karl (1997); Moore (1966); Skocpol .(1979); Yashar (2005, 23).
arl (1997), which affects to be a most-different system analysis (20), is a particularly clear example of
is. Her study, focused ostensibly on petro-states (states with large oil reserves), makes two sorts of
ences. The first concerns the (usually) obstructive role of oil in political and economic c.levelopment.
second sort of inference concerns variation within the population of petro-states, showing that '
countries (e.g. Norway, Indonesia) manage to avoid the pathologies brought on elsewhere bY oil
fesources. When attempting to explain the constraining role of oil on petro-states, Karl usually 1:ehes on
Contrasts between petro-states and nonpetro-states (e.g. ch. 10). Only when attempting to explaJ.Fl
differences among petro-states does she restrict her sample to petro-states. In my opinion, very little use
made of the most-different research design. )

*1 This was recognized, at least implicitly, by Mill (1843/1872, 258—9). Skepticism has been echoed by
Methodologists in the intervening years (e.g. Cohen and Nagel 1934, 251-6; Gerring 2001; Sk(?cpol and
0mers 1930). Indeed, explicit defenses of the most-different method are rare (but see DeFelice 1986).
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shared element across cases—X; in Table 28.4. This feature does not help 4
eliminate necessary causes. Indeed, if one were focused solely on eliming
essary causes one would presumably seek out cases that register the same o
and have maximum diversity on other attributes. In Table 28.4, this would be
cases that satisfy conditions X,,_q, but not X;. Thus, even the presumed g
the most-different analysis is not so strong. f

Usually, case-study analysis is focused on the identification (or clarify _ ,
causal relations, not the elimination of possible causes. In this setting, the -
different technique is useful, but only if assumptions of causal uniqueness ho
“causal uniqueness,” I mean a situation in which a given outcome is the pr
only one cause: Y cannot occur except in the presence of X. X is necessary, a
some situations (given certain background conditions) sufficient, to cause Y2

Consider the following hypothetical example. Suppose that a new disease, g
which little is known, has appeared in Country A. There are hundreds of
persons across dozens of affected communities in that country. In Country B, Jog
at the other end of the world, several new cases of the disease surface in a g
community. In this setting, we can imagine two sorts of Millean analyses. The
examines two similar communities within Country A, one of which has deve
the disease and the other of which has not. This is the most-similar style ,
comparison, and focuses accordingly on the identification of a difference bet
the two cases that might account for variation across the sample. A second '.
focuses on communities where the disease has appeared across the two coun: (r :
searches for any similarities that might account for these similar outcomes. Thi ;
most-different research design. 4

ypplement, 2 way of incorporating diversity in the sub-sample of cases that prox.fide
unusual outcome of interest. If the unusual outcome is revolutions, one might
h to encompass a wide variety of revolutions in one’s analysi§. If the un.usual
, tcome is post-Communist civil society, it seems approPriate to include a diverse
of post-Communist polities in one’s sample of case studies, a§ Marc Howard does.
erom this perspective, the most-different method (so-called) might be better labeled
diverse-case method, as explored above.

Il

10 CONCLUSIONS

...............................................................................
........

n order to be a case of something broader than itself, the chqsen c.as'e @ust be
presentative (in some respects) of a larger population. Otherwlse—lf it is purely
idiosyncratic (“unique”)—it is uninformative about anything lying outside the bor-
ders of the case itself. A study based on a nonrepresentative sample ha:s no (or very
¢) external validity. To be sure, no phenomenon is purely idiosync‘ratlc; the notion
of a unique case is a matter that would be difficult to define. Qne is concerned, as
Iways, with matters of degree. Cases are more or less representative of some .broader
shenomenon and, on that score, may be considered better or worse subjects for
'tensive analysis. (The one exception, as noted, is the influential case.) .
Of all the problems besetting case-study analysis, perhaps the most persistent—
and the most persistently bemoaned—is the problem of sample bias (Achen and
Both are plausible approaches to this particular problem, and we can im: Snidal 1989; Collier and Mahoney 1996; Geddes 1990; King, Keohane, and Verba 1_994;
epidemiologists employing them simultaneously. However, the most-different ¢ Rohlfing 2004; Sekhon 2004). Lisa Martin (1992, 5) finds that the ov'eremph'as1s of
demands stronger assumptions about the underlying factors at work. It su international relations scholars on a few well-known cases of economl“c sancpons—
that the disease arises from the same cause in any setting. This is often a reaso ‘most of which failed to elicit any change in the sanctioned c01‘1ntry—' has”dlstorted
operating assumption when one is dealing with natural phenomena, though the analysts’ view of the dynamics and characteristics of economic sanctions. Barpara
certainly many exceptions. Death, for example, has many causes. For this reas Geddes (1990) charges that many analyses of industrial policy have focus‘ed exclusilvely
would not occur to us to look for most-different cases of high mortality aroun on the most successful cases—primarily the East Asian NICs—Ileading to biased
world. In order for the most-different research design to effectively identify a inferences. Anna Breman and Carolyn Shelton (2001) show thaft case-study work on
factor at work in a given outcome, the researcher must assume that X;—the f the question of structural adjustment is systematically biased msofar as résearch'ers
held constant across the diverse cases—is the only possible cause of Y (see Tab, tend to focus on disaster cases—those where structural adjustment is associated w1‘Fh
This assumption r arely holds in social-scientific settings. Most outcomes of in Very poor health and human development outcomes. These Cé}SCS, often 1-0cated in
anthropologists, economists, political scientists, and sociologists have multiple sub-Saharan Africa, are by no means representative of the ent1re-: pqpulatlon. C01.1—
There are many ways to win an election, to build a welfare state, to get into a W sequently, scholarship on the question of structural adjustment is hlgh.Iy skewed in
overthrow a government, or—returning to Marc Howard’s work—to build a s a particular ideological direction (against neoliberalism) (see also Gerring, Thacker,
civil society. And it is for this reason that most-different analysis is rarely applie and Moreno 2005). .
social science work and, where applied, is rarely convincing. ' These examples might be multiplied many times. Indeed, for many topics the
If this seems a tad severe, there is a more charitable way of approaching most-studied cases are acknowledged to be less than representative. It is worth re‘f‘le‘ct’-’
most-different method. Arguably, this is not a pure “method” at all but mex ing upon the fact that our knowledge of the world is heavily colored byia .fevY big
(populous, rich, powerful) countries, and that a good portion of the disciplines of

* Another way of stating this is to say that X is a “nontrivial necessary condition” of ¥- economics, political science, and sociology are built upon scholars’ familiarity with
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the economics, political science, and sociology of one country, the United sy
Case-study work is particularly prone to problems of investigator bias since sg
rides on the researcher’s selection of one (or a few) cases. Even if the inve
unbiased, her sample may still be biased simply by virtue of “random” en‘o;{
may be understood as measurement error, error in the data-generation Proces;
an underlying causal feature of the universe). 1
There are only two situations in which a case-study researcher need not be
cerned with the representativeness of her chosen case. The first is the influey
research design, where a case is chosen because of its possible influence on 2 erg
model, and hence is not expected to be representative of a larger sample, The e
is the deviant-case method, where the chosen case is employed to confirm a b
cross-case argument to which the case stands as an apparent exception. Yet
the chosen case is expected to be representative of a broader set of cases— he
particular, that are poorly explained by the extant model. '
In all other circumstances, cases must be representative of the population of
est in whatever ways might be relevant to the proposition in question. Note th:
a researcher is attempting to disconfirm a deterministic proposition the
of representativeness is perhaps more appropriately understood as a quest
classification: Is the chosen case appropriately classified as a member of the des 0
population? If so, then it is fodder for a disconfirming case study.
If the researcher is attempting to confirm a deterministic proposition, or to
probabilistic arguments about a causal relationship, then the problem of repre
tiveness is of the more usual sort: Is case A unit-homogeneous relative to o
in the population? This is not an easy matter to test. However, in a large-N co ¢
residual for that case (in whatever model the researcher has greatest confidencei
reasonable place to start. Of course, this test is only as good as the model at han
incorrect specifications or incorrect modeling procedures will likely bias the ;
and give an incorrect assessment of each case’s “typicality” In addition, there
possibility of stochastic error, errors that cannot be modeled in a general fram
Given the explanatory weight that individual cases are asked to bear in a cas
analysis, it is wise to consider more than just the residual test of representativ
Deductive logic and an in-depth knowledge of the case in question are ofter
reliable tools than the results of a cross-case model.
In any case, there is no dispensing with the question. Case studies (with th
exceptions already noted) rest upon an assumed synecdoche: The case shoule
for a population. If this is not true, or if there is reason to doubt this assumption
the utility of the case study is brought severely into question. 1
Fortunately, there is some safety in numbers. Insofar as case-study evid
combined with cross-case evidence the issue of sample bias is mitigated. Inde
suspicion of case-study work that one finds in the social sciences today is, in m
a product of a too-literal interpretation of the case-study method. A case stuc

et is thought to mean a case study fout seul. Insofar as case studies and cross-case
. dies can be enlisted within the same investigation (either in the same study or by
ference to other studies in the same subfield), problems of representativeness are
A worrisome. This is the virtue of cross-level work, a.k.a. “triangulation.”

11 AMBIGUITIES

efore concluding, I wish to draw attention to two ambiguities in case-selection
grategies in case-study research. The first concerns the admixture of several case-
slection strategies. The second concerns the changing status of a case as a study
roceeds.

“some case studies follow only one strategy of case selection. They are typical,
diverse, extreme, deviant, influential, crucial, pathway, most-similar, or most-different
esearch designs, as discussed. However, many case studies mix and match among
hese case-selection strategies. Indeed, insofar as all case studies seek representative
‘ ples, they are always in search of “typical” cases. Thus, it is common for writers to
declare that their case is, for example, both extreme and typical; it has an extreme
alue on X, or Y but is not, in other respects, idiosyncratic. There is not much
that one can say about these combinations of strategies except that, where the cases
llow for a variety of empirical strategies, there is no reason not to pursue them. And
vhere the same cases can serve several functions at once (without further effort on
he researcher’s part), there is little cost to a multi-pronged approach to case analysis.
The second issue that deserves emphasis is the changing status of a case during
e course of a researcher’s investigation—which may last for years, if not decades.
The problem is acute wherever a researcher begins in an exploratory mode and
proceeds to hypothesis-testing (that is, she develops a specific X;/Y proposition) or
where the operative hypothesis or key control variable changes (a new causal factor
s discovered or another outcome becomes the focus of analysis). Things change.
And it is the mark of a good researcher to keep her mind open to new evidence and
insights. Too often, methodological discussions give the misleading impression
hat hypotheses are clear and remain fixed over the course of a study’s development.
Nothing could be further from the truth. The unofficial transcripts of academia—
essible in informal settings, where researchers let their guards down (particularly
f inebriated)—are filled with stories about dead-ends, unexpected findings, and
i astically revised theory chapters. It would be interesting, in this vein, to compare
published work with dissertation prospectuses and fellowship applications. I doubt if
he correlation between these two stages of research is particularly strong.

Research, after all, is about discovery, not simply the verification or falsification of
Static hypotheses. That said, it is also true that research on a particular topic should
Move from hypothesis generating to hypothesis-testing. This marks the progress of a

23 Wahlke (1979, 13) writes of the failings of the “behavioralist” mode of political science an
rarely aims at generalization; research efforts have been confined essentially to case studies of s
political systems, most of them dealing ... with the American system.”
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field, and of a scholar’s own work. As a rule, research that begins with an open-e
(X- or Y-centered) analysis should conclude with a determinate X, /Yy hypo
The problem is that research strategies that are ideal for exploration are ng
ideal for confirmation. The extreme-case method is inherently exploratory singey
is no clear causal hypothesis; the researcher is concerned merely to explore varia
on a single dimension (X or Y). Other methods can be employed in either an 0
ended (exploratory) or a hypothesis-testing (conﬁrmatory/disconﬁrmatory) m
The difficulty is that once the researcher has arrived at a determinate hypoth
originally chosen research design may no longer appear to be so well designed,
This is unfortunate, but inevitable. One cannot construct the perfect rege
design until (a) one has a specific hypothesis and (b) one is reasonably certain ak
what one is going to find “out there” in the empirical world. This is particularly
of observational research designs, but it also applies to many experimental re:
designs: Usually, there is a “good” (informative) finding, and a finding that
insightful. In short, the perfect case-study research design is usually apparent ¢
ex post facto.
There are three ways to handle this. One can explain, straightforwardly, ¢

ch other (sometimes known as Galton’s problem or a problem of diffusion), this
sroblem must be corrected before analysis can take place. I have neglected this
. ue because it is usually apparent to the researcher and, in any case, there are
o simple techniques that might be utilized to correct for such biases. (For further
giscussion of this and other factors impinging upon case selection see Gerring 2001,

" | have also disregarded pragmatic/logistical issues that might affect case selection.
rvidently, case selection is often influenced by a researcher’s familiarity with the lan-
guage of a country, a personal entrée into that locale, special access to important data,
or funding that covers one archive rather than another. Pragmatic considerations are
often—and quite rightly—decisive in the case-selection process.

A final consideration concerns the theoretical prominence of a particular case within
the literature on a subject. Researchers are sometimes obliged to study cases that have
received extensive attention in previous studies. These are sometimes referred to as
“paradigmatic” cases or “exemplars” (Flyvbjerg 2004, 427).

However, neither pragmatic/logistical utility nor theoretical prominence qualifies
as a methodological factor in case selection. That is, these features of a case have
the initial research was undertaken in an exploratory fashion, and therefore ; no bearing on the validity of the findings stemming from a study. As such, it is
constructed to test the specific hypothesis that is—now—the primary argum appropriate to grant these issues a peripheral status in this chapter.

Alternatively, one can try to redesign the study after the new (or revised) hypot One final caveat must be issued. While it is traditional to distinguish among
the tasks of case selection and case analysis, a close look at these processes shows
them to be indistinct and overlapping. One cannot choose a case without consid-
ering the sort of analysis that it might be subjected to, and vice versa. Thus, the
reader should consider choosing cases by employing the nine techniques laid out
in this chapter along with any considerations that might be introduced by virtue
of a case’s quasi-experimental qualities, a topic taken up elsewhere (Gerring 2007,

ch. 6).

integration of additional cases or variables that can be obtained through seconc
sources or through consultation of experts. A final approach is to simply je
or de-emphasize, the portion of research that no longer addresses the (revised) |
hypothesis. A three-case study may become a two-case study, and so forth. Lost ti
and effort are the costs of this downsizing.

In the event, practical considerations will probably determine which of these th
strategies, or combinations of strategies, is to be followed. (They are not mutu;
exclusive.) The point to remember is that revision of one’s cross-case research d
is normal and perhaps to be expected. Not all twists and turns on the meander
trail of truth can be anticipated.
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BRIAN C. RATHBUN

INTENSIVE interviewing is a powerful, but unfortunately underused tool in political
science methodology. Where it is used, it is generally to add a little color to otherwise
stiff accounts. Rarely do researchers talk to more than a handful of respondents.
There are numerous practical reasons for this. Gaining access to interview subjects,
particularly elites, is often difficult. Interviewing is costly as it often entails travel-
ing great distances, sometimes across national borders. Interviewing often requires
tremendous personal investment in language training that might not seem worth it.
It is often a risky strategy. Even after the hurdles of access and travel are overcome,
informants might reveal little. However, these obstacles cannot fully explain why
more political scientists do not utilize interviewing in their research as a major source
of data, or even as a supplement to quantitative analysis or archival records.

I maintain that there are two reasons why interviewing is often underused. First,
interviewing often runs afoul of methodological tendencies in the discipline. Certain
precepts of what I call the naive versions of behavioralism and rationalism make many
skeptical about interviewing. Naive behavioralism objects to the status of data derived
from interviewing as it is by nature subjective and imprecise, and therefore subject to



