CHAPTER 1

Situations, Dispositions,
and the Study of Social Behavior

MARK R. LEARY
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I n a discipline with few propositions about
which nearly everyone agrees, Lewin’s
(1936) dictum that behavior is a function
of both the person and the situation enjoys
widespread support. Even the most extreme
psychodynamic or personological psycholo-
gist could not argue that situations exert no
influence whatsoever on people’s behaviors,
nor could diehard behaviorists seriously
deny that attributes within the person con-
tribute to how he or she responds to situa-
tional influences. We find it hard to imagine
that any contemporary behavioral scientist
could seriously question Lewin’s notion that
thought, emotion, and behavior depend both
on “the state of the person and at the same
time on the environment, although their
relative importance is different in different
cases” (p. 12).

Even so, debates have arisen regarding
the relative influence of situational and dis-
positional variables on psychological pro-
cesses, and researchers interested in the ef-
fects of situations and those interested in
trait-like characteristics of the person have
at times had an uneasy relationship with
each other. Historically, this tension has
been seen clearly in the relationship between
social psychologists, who have traditionally
stressed the impact of situational forces, and
personality psychologists, who have focused
on traits and processes operating within the
individual’s psyche.

This rift was not apparent in the earliest
years of scientific psychology. Wundt, Titch-
ener, Terman, and other founders of the field
considered the role of both situational and
dispositional variables in their research. But
the dominance of behaviorism during the
middle part of the 20th century led main-
stream research psychologists to focus on
situational factors and, in extreme cases,
to deny that intrapersonal factors play any
role in behavior. At about the same time,
the influence of psychodynamic approaches
and the emergence of personality psychol-
ogy as a separate field of investigation led
other researchers to highlight intrapersonal
variables. Indeed, although Gordon Allport
(1937), the founder of scientific personality
psychology, acknowledged the importance of
both situations and personality, he also ar-
gued that personality and social psychology
should be independent fields. As a result of
these forces, social and personality psychol-
ogists worked largely in ignorance of each
other’s work and often at cross-purposes for
over 50 years.

Methodological Barriers

Part of the schism was fueled by mere dif-
ferences in intellectual interests, with social
psychologists being interested in situations
and personality psychologists in disposi-
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tions and intrapsychic processes. But part
of the rift also stemmed from differences
in the prevailing research paradigms that
dominated social and personality psychol-
ogy during most of the 20th century. Social
psychologists relied primarily on experimen-
tal methods in which participants were ran-
domly assigned to experimental conditions
that consisted of variations in the social
situation. In fact, the classic experiments
in social psychology—many of them con-
ducted by founders of the field such as Asch,
Sherif, Schachter, Festinger, and Milgram—
exemplified the experimental approach and
provided the dominant research paradigm
for future generations of social psychologists
that exists to this day.

The social psychologists’ reliance on ex-
perimental studies, typically conducted
under controlled laboratory conditions,
emerged not only from their inherent inter-
est in situational influences on behavior but
also from a philosophy of science that viewed
experimental work as inherently more “sci-
entific” than other research approaches. Be-
cause research that relied solely on descrip-
tive or correlational methods, in which there
is no random assignment of participants to
conditions controlled by the researcher, was
unable to draw firm conclusions about the
causal relationships between purported an-
tecedents and consequences, it was viewed
as less rigorous, definitive, and thus “scien-
tific” than research that employed true ex-
periments. The experimentalists’ perspective
on the proper way to conduct psychological
research led social psychologists to look
askance at much of the research in person-
ality psychology, which relied primarily on
descriptive and correlational methods.

The correlational tradition had a long and
respected history from the earliest days of
psychometrics and differential psychology
in the early part of the 20th century. Galton,
Pearson, Spearman, and others made con-
tributions to the development of statistical
methods that could be used to understand
relationships among existing variables (e.g.,
correlation and factor analysis) and then
used these methods to study individual dif-
ferences in intellectual, psychological, and
physical characteristics. But as social psy-
chologists looked at results from correla-
tional research, they saw mostly confounded
variables and indefinite causal conclusions.

Conversely, when personality psycholo-

gists considered the research of their social-
psychological colleagues, they suspected
that the effects of any particular experimen-
tal treatment were rarely, if ever, obtained
on every participant in the experiment. The
findings in social psychology were based on
comparisons of the means of participants’
responses in various experimental condi-
tions, and such comparisons obscured the
fact that participants in a particular condi-
tion differed among themselves in how they
responded to the independent variable. Be-
cause social psychologists were interested
primarily in between-group situational ef-
fects, these individual differences were rel-
egated to the error term of their statistical
tests—with no effort to determine why some
people reacted differently to the independent
variable than others.

When Lee Cronbach gave his presidential
address to the American Psychological Asso-
ciation in 1957, he addressed this entrenched
schism between researchers who rely on ex-
perimental versus correlational approaches.
Cronbach observed that the field of psy-
chology had fractured into two distinct
disciplines—one defined by the experimen-
tal method and the other defined by corre-
lational approaches. Furthermore, he noted
that psychology was severely “limited by the
dedication of its investigators to one or the
other method of inquiry rather than to scien-
tific psychology as a whole” (1957, p. 671),
even though the primary difference between
those who subscribe to each of these “two
disciplines of scientific psychology” merely
concerned whether the variability that they
sought to explain preexists in the world or
is created through experimental manipula-
tions.

The Person—Situation Debate

Differences in scientific approach were ac-
companied by lively debates regarding the
relative importance of situational versus
dispositional factors in understanding be-
havior. Although a foreshadowing of this
controversy can be seen earlier (Ichheisser,
1943), the opening volley was fired in Mis-
chel’s (1968) critique of the trait concept
(and of personality psychology more gener-
ally). After critically reviewing 50 years of
research that showed only small correlations
in people’s behaviors across situations and
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time, Mischel concluded that “highly gener-
alized behavioral consistencies have not been
demonstrated and the concept of personality
traits as broad response dispositions is thus
untenable” (p. 145). His recommendation
that psychologists abandon their efforts to
explain behavior with traits and focus in-
stead on situations was embraced by many
social psychologists. For example, after pos-
ing a scenario asking the reader to predict
whether a hypothetical person, John, will
help someone he sees slumped in a doorway,
Ross and Nisbett (1991) concluded:

A half century of research has taught us that
in this situation, and in most other novel situ-
ations, one cannot predict with any accuracy
how particular people will behave. At least
one cannot do so using information about
an individual’s personal dispositions or even
about that individual’s past behavior. ... While
knowledge about John is of surprisingly little
value in predicting whether he will help the
person slumped in the doorway, details con-
cerning the specifics of the situation would be
invaluable. (pp. 2-3, emphasis added)

The effects of Mischel’s (1968) book were
powerful and immediate. For example, the
percentage of articles published in the Jour-
nal of Personality and Social Psychology
(JPSP) that included any reference to indi-
vidual differences, whether alone or in com-
bination with experimental manipulations,
dropped from 50% to about 30% from 1966
to 1977 (Swann & Seyle, 2005). During the
same time period, the percentage of articles
in JPSP that reported purely experimental
studies rose from about 50% to nearly 70%.

At the same time, a great deal of time,
energy, and ink were devoted to analyzing
Mischel’s (1968) claims more deeply. This
discussion led to four important conclusions
about the respective influences of situational
and dispositional factors and the relation-
ships among them (for overviews, see Bem &
Funder, 1978; Cervone, Caldwell, & Orom,
in press; Epstein & O’Brien, 1985; Kenrick
& Dantchik, 1983; Magnusson & Endler,
1977; Snyder & Ickes, 1985).

First, Mischel’s (1968) most damning ar-
gument was that correlations between mea-
sures of personality and of behavior (and
between measures of behavior collected on
different occasions) typically hover around
.30, seeming to reflect a very weak relation-
ship. However, evidence emerged that the

strength of situational effects on behavior
were comparably low. In an early documen-
tation of this point, Funder and Ozer (1983)
calculated the correlation effect sizes for
some well-known situational effects in so-
cial psychology (including classic studies of
forced compliance, bystander intervention,
and obedience) and found that all fell under
40. Other researchers have documented
the same conclusion, suggesting that the
strength of the relationships between mea-
sured dispositions and behavior are compa-
rable to those between situational manipula-
tions and behavior.

Second, Epstein (1979, 1983) noted that a
single measure of behavior is not a reliable
indicator of a person’s general behavioral
tendencies. As a result, the magnitude of
correlations between measures of person-
ality and specific behaviors are attenuated
by measurement error, which lowers the
strength of statistical effects. When behav-
iors are aggregated across situations (just as
self-report responses are aggregated across
the items on a personality questionnaire),
behavioral measures are more reliable, cor-
relations are notably larger, and personality
does a better job of predicting behavior.

Third, research began to show that per-
sonality relates more strongly to behavior in
some situations than in others. In “strong”
situations that constrain people’s behavior
and provide clear cues regarding how people
should behave, most people tend to act simi-
larly. In contrast, when “weak,” unstruc-
tured, or novel situations offer few cues or
norms to guide behavior, large individual
differences emerge (Caspi & Moffitt, 1993;
Ickes, 1982). Importantly, the laboratory
situations that researchers create to study
individual differences typically constrain be-
havior (and thus the manifestation of traits)
because they are rigidly controlled, often
with independent variables that are inten-
tionally designed to exert a strong influence
on people’s behavior. Even when situations
are strong, however, we often still see indi-
vidual differences. Even in experiments with
powerful manipulations, such as Milgram’s
(1963) studies of obedience to authority,
large individual differences in the degree
to which participants disobeyed the experi-
menter were observed (Packer, 2008).

Fourth, theorists noted a fallacy in the rea-
soning of those, including Mischel (1968),
who used small personality—behavior corre-
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lations to argue that situational factors play
a more powerful role in behavior than per-
sonality. They noted that the fact that per-
sonality and behavior tend to correlate .30
does not indicate that any of the remaining
variance is produced by the situation. Per-
haps more important, they pointed out that
the strength of situational and dispositional
effects are not inversely related to one an-
other, as one might assume. Contrary to first
appearances, behavior can simultaneously
be strongly affected by situational factors
and also demonstrate strong evidence of in-
dividual differences.

An example may help to make this point.
Imagine that we administer a measure
of dispositional fearfulness—the degree
to which people tend to feel anxious and
afraid—to a sample of 100 participants.
We then randomly assign them to either an
experimental condition in which they are
threatened with painful electric shocks or
to a control condition in which no threat is
present and ask them to rate how anxious
they feel. An analysis of the between-group
differences in anxiety would undoubtedly
show a very strong effect of experimental
condition indicating that participants who
were threatened with shocks reported more
anxiety on average than those who were
not. At the same time, however, correlat-
ing participants’ pretest fearfulness scores
with their anxiety ratings (whether corre-
lated within each condition or for the entire
sample) would undoubtedly reveal a large
correlation between dispositional fearful-
ness and how much anxiety participants
reported while they waited to be shocked.
In such a case, a strong situational effect is
revealed via between-group differences in
state anxiety, and a strong personality ef-
fect is revealed via correlations between a
measure of personality and state anxiety.

Funder (2006) demonstrated this effect
empirically. Using data from Funder and
Colvin (1991), he showed that, across 62 be-
haviors that were measured across two situ-
ations, 20 behaviors differed significantly
between the two situations at the same time
that 37 behaviors showed significant within-
person stability. Furthermore, the correla-
tion between the magnitude of between-
situation differences and cross-situational
stability in behavior was —.01, showing that
the relationship between situational influ-

ences and behavior was independent of the
relationship between personality influences
and behavior. Fleeson (2001, 2004) similar-
ly showed that strong cross-situational con-
sistencies in people’s modal or typical level
of a trait are, at the same time, accompanied
by large variability in their reactions across
different situations.

Considerations such as these not only
helped to lead personality psychologists out
of their crisis of confidence but also induced
many social psychologists to consider per-
sonality more seriously in their own work. By
the mid-1980s, the percentage of articles in
JPSP that involved personality had regained
their precrisis levels. In 2002, the last year
for which data are available, just over half of
the articles in JPSP included some measure
of personality (Swann & Selye, 2005).

Uses of Personality Variables
in Behavioral Research

Most social psychologists now acknowledge
that dispositional factors predict variation
in people’s thoughts, feelings, and behaviors
that cannot be explained by situational fac-
tors and that a consideration of personality
can thus contribute to our understanding of
social-psychological phenomena. Research-
ers differ in the degree to which they incor-
porate personality variables into their own
work, but, overall, social psychology is more
amenable to the study of personality than
ever before (Swann & Selye, 2005). Specifi-
cally, individual-difference variables can be
used to address five basic types of questions
about social thought, emotion, and behav-
ior.

Main Effects

The simplest and most straightforward
questions about the relationship between
personality and social behavior involve
“main effect” relationships between a par-
ticular disposition and some socially rel-
evant thought, emotion, or behavior. In its
simplest form, these kinds of studies simply
correlate trait measures of personality with
measures of particular behaviors, cogni-
tions, emotions, or physiological reactions.
For example, in a study designed to under-
stand aspects of political behavior, Bizer
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and colleagues (2004) found that individu-
al differences in the need to evaluate—the
tendency to chronically evaluate aspects of
one’s life and environment—predicted the
degree to which people relied on party iden-
tification to form attitudes toward political
candidates, the likelihood of voting in na-
tional and state elections, and the degree to
which participants had emotional reactions
to political candidates. Main-effect findings
such as these show how features of people’s
personalities relate to social-psychological
phenomena.

Another strain of main-effect research
involves correlations between two or more
personality characteristics that are relevant
to social behavior. For example, in a study
that focused on the question of whether in-
dividual differences in religiosity are distinct
from individual differences in spirituality,
Saucier and Skrzypifiska (2006) found that
individual differences in subjective spirituali-
ty were positively correlated with private self-
consciousness and absorption, but traditional
religiousness was not. In contrast, traditional
religiousness correlated with right-wing au-
thoritarianism, but subjective spirituality did
not. In studies such as these, relationships
among various individual-difference mea-
sures that are relevant to social-psychological
phenomena are examined.

Much of the research that has been con-
ducted on gender differences also falls in this
category. Although not a “personality” at-
tribute per se, gender is certainly a potent
individual-difference variable that relates to
a wide array of socially relevant thoughts,
emotions, and behaviors (see Wood &
Eagly, Chapter 8, this volume). The wealth
of data regarding how women and men dif-
fer is reflected in the growing number of
meta-analyses that have examined gender
differences in aggression, leadership, com-
munication, jealousy, conversational inter-
ruptions, and other interpersonal behaviors
(e.g., Eagly & Johnson, 1990; Harris, 2003;
Hyde, 1984).

Of course, these main-effect analyses of the
relationship between personality and socially
relevant outcomes can become much more
complex as researchers investigate multiple
predictors of various outcomes, examine pos-
sibleinteractionsamongindividual-difference
variables in predicting behavior, and test me-
diational and path-analytic models.

Testing Theories about Situations

The fact that a particular experimental
manipulation influences some behavior of
interest often does not provide a great deal
of insight into the causes of the obtained
effect. Even when the experiment was de-
signed to test a particular theory, obtaining
results consistent with hypotheses does not
unequivocally support the theory’s explana-
tion, because one cannot prove the anteced-
ent of a logical argument (the theory-based
predictions) by affirming the consequent (ob-
taining results that support the hypothesis).
Results may appear to support a hypothesis
for reasons other than those that the theory
specifies, and science is filled with examples
of empirical findings that appeared to sup-
port a theory that was eventually shown to
be false (Wallach & Wallach, 1998).

One strategy for exploring the possible
mechanisms underlying a particular experi-
mental effect involves determining whether
a particular personality variable moderates
the effects of an experimental manipulation
in the manner predicted by theory. In such
instances, the researcher is not primarily
interested in the personality variable per se
but uses it as a methodological tool to test
a hypothesis regarding a situational effect.
Imagine, for example, that we are testing the
hypothesis that a particular situational ef-
fect on behavior is caused by the fact that the
situation increases people’s concerns about
being rejected by other people. If, prior to
manipulating the independent variable(s) of
interest, we obtain participants’ scores on a
dispositional measure of rejection sensitiv-
ity (Downey & Feldman, 1996), we can ex-
amine whether people who score low versus
high in rejection sensitivity respond differ-
ently to the experimental manipulation, as
they would be expected to do if the effect
somehow involves concerns with rejection.

Testing Theories about Dispositions

A parallel strategy may be used to test hy-
potheses about the nature of a particular
personality disposition. Historically, per-
sonality researchers have been interested
primarily in main-effect hypotheses about
dispositions, which they have tested by cor-
relating scores on a personality scale with
other scales or by comparing how people
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who score low versus high on the scale be-
have in some situation.

However, our understanding of the cog-
nitive, emotional, or behavioral features of
a personality variable can be enhanced by
studying how people who score differently
on the personality variable respond across
various experimentally created situations.
For example, to examine how optimists ver-
sus pessimists process negative emotional
stimuli differently, Isaacowitz (2005) had
participants complete a self-report measure
of optimism. Participants then viewed three
types of visual stimuli while their eye move-
ments were tracked. Optimists showed selec-
tive inattention to the most negative stimuli,
and this relationship remained significant
after controlling for the effects of neuroti-
cism, anxiety, and other variables. In studies
such as this, experimentally manipulating
features of the participants’ environment (in
this case the nature of visual stimuli) pro-
vides insight into the nature of the personal-
ity variable of interest.

The strategy of combining manipulated
independent variables and measured person-
ality variables in a single study may result in
precisely the same research design whether
one is primarily interested in understanding
the situational or the dispositional effects. In
both cases, one is interested in the interac-
tion of the experimental manipulation and
the measured trait, and whether we say that
the personality variable moderated the ef-
fects of the independent variable or the inde-
pendent variable moderated the effects of the
personality variable depends on our focus.

State and Trait Convergence

Certain situational variables create differ-
ences in people’s psychological states that
are conceptually analogous to the individual
differences that we see among people who
possess different levels of a personality trait.
For example, just as mildly versus severely
threatening situations elicit different levels
of state anxiety, trait-like differences exist
in the degree to which people are generally
anxious. Likewise, certain situations in-
crease people’s motivation to obtain social
approval, and certain people are disposition-
ally more motivated to obtain approval than
are others.

When conceptually analogous states and
traits exist, much can be learned by examin-

ing similarities and differences in how low
versus high levels of the state and low versus
high levels of the trait manifest in thoughts,
emotions, behaviors, or physiological reac-
tions. For example, we can learn a great deal
about anxiety both by assessing people’s re-
actions to experimentally manipulated low
and high threat and by comparing the reac-
tions of people who score low versus high on
a measure of trait anxiety. Similarly, we can
study the relationship between the motive to
obtain social approval and some behavior,
either by experimentally varying factors that
influence the desire for approval or by mea-
suring individual differences in the need for
approval.

When the results of experimental studies
of states converge with those of correlational
studies of traits, we have greater confidence
that we understand the processes involved.
And, when they do not converge (and they
often do not), interesting questions arise re-
garding why the state and trait operational
definitions of seemingly analogous con-
structs are not equivalent.

State-by-Trait Interactions

Most social psychologists realize that, be-
cause people differ in their reactions to so-
cial stimuli, almost every general statement
about the effects of a particular situational
factor is at best incomplete and at worst
misleading or wrong. Likewise, personal-
ity psychologists seem to understand that,
although general predictions can be made
on the basis of a person’s position on a par-
ticular trait dimension, how people actually
behave at any moment is typically influenced
to some degree by the situation in which
they are found. Thus explaining virtually
any thought, emotion, or behavior at a given
moment in time requires attention to both
situational and dispositional factors.
Furthermore, situational and disposition-
al factors not only exert separate, additive
influences on people’s responses but also can
potentially interact in a statistical sense in
that the effects of a particular situation may
vary across levels of a trait or the effects of
a trait may vary across situations. In fact,
a particular trait may relate to behavior in
only some situations, and a particular situa-
tion may influence the reactions of only peo-
ple with a certain personality characteristic
(Bem & Funder, 1978). Thus many studies
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in social and personality psychology test for
person-situation (or trait-by-state) interac-
tions.

Behavioral researchers tend to love statis-
tical interactions, which, for some reason,
tend to connote the presence of a more so-
phisticated and elegant psychological pro-
cess than the mere presence of simultaneous
main effects. Yet, although interactions be-
tween situations and dispositions are often
interesting and informative, they are also
notoriously difficult to obtain, and, when
they occur, they tend to be quite small rela-
tive to main effects (Chaplin, 1997; Kep-
pel, 1982). Several factors contribute to the
weakness of person-situation interactions.
First, the reliability of an interaction term is
almost always lower than the reliability of its
constituents (Bohrnstedt & Marwell, 1977).
Because the strength of a statistical effect is
attenuated by measurement error, the lower
reliability of interaction terms decreases the
likelihood that interactions will be detected
even if they are present (McClelland & Judd,
1993). Furthermore, statistical models that
include interaction terms have lower degrees
of freedom for the error term than models
that contain main effects only, so that statis-
tical significance is less likely.

We would add to these documented con-
siderations the possibility that we live in a
predominantly main-effect world. Although
people undoubtedly respond differently from
each other in any particular situation, those
differences are often scaled similarly across
situations. Thus, rather than finding interac-
tions in which the effects of a situation are
different for some people than for others, we
often find two main effects that reveal a situ-
ational influence that increases or decreases
everyone’s reactions while the variability
among people remains constant. In any case,
for these and other reasons, statistical inter-
actions between situations and personality
are relatively rare relative to main effects,
and those that do occur generally account
for relatively little variance.

Personality and situational influences can
combine, influence, and interact with one
another in much more complicated ways
than through simple statistical interactions
between experimental manipulations and
measured personality variables. Proponents
of “interactionism” point to the fact that situ-
ational and personality influences are mutu-
ally interdependent (Endler, 1983; Endler &

Magnusson, 1976; Endler & Parker, 1992).
The two sets of influences not only combine
to influence or predict behavioral outcomes
as just described, but they also influence one
another in a dynamic, reciprocal fashion. In
dynamic interactionism (Endler, 1983), the
distinction between antecedents and con-
sequences (and independent and dependent
variables) may not be appropriate because
situations and traits mutually influence one
another in a variety of ways. For example,
a person’s traits can change the nature of a
situation, such as when a highly agreeable
person creates a friendly and cooperative so-
cial environment or an aggressive child in-
stigates widespread hostility on a previously
peaceful playground. Furthermore, people
with different personality predispositions
sometimes choose different kinds of social
settings (Snyder & Ickes, 1985). Unlike in
experimental settings in which people are
thrust into situations that they did not pick,
in everyday life people have a certain degree
of flexibility and freedom to gravitate to-
ward situations that are consistent with their
personalities. Once people are in those self-
selected situations, one finds it meaningless
to ask whether their behavior is a function
of the situations or of their personalities, be-
cause personality has determined the situa-
tion. Likewise, personality traits can change
when people are in certain situations. For in-
stance, the classic Bennington study showed
that students became less conservative dur-
ing their college experience and remained
less conservative for years afterward (New-
comb, Koenig, Flacks, & Warwick, 1967).

Fortunately, the development of struc-
tural equation modeling and related statisti-
cal modeling strategies provides for the first
time a way to approach modeling these com-
plex, reciprocal influences. As described by
Hoyle and Leary (Chapter 2, this volume),
if data are gathered strategically (i.e., re-
peatedly, with appropriate spacing, across
time and situations), it is possible to model
the strong, dynamic version of interaction-
ism that its proponents advocate (Endler &
Parker, 1992).

Nonlinearity

A relatively uncharted direction for research
on the interplay of personality and social
behavior is the modeling of nonlinear rela-
tions. Following up on our suggestion that,
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for the most part, people inhabit a main-
effect world, we suspect that the relation-
ships between variables in that world are, by
and large, linear. However, just as interac-
tion effects add nuance (and sometimes sig-
nificant variance accounted for) to models of
personality and social behavior, the addition
of nonlinear terms to statistical models may
add richness and subtlety to our understand-
ing of the relationship between dispositions
and behavior.

Nonlinear relations can range from rela-
tively straightforward curvilinear effects
evaluated using power polynomials in multi-
ple regression and trend analysis in analysis
of variance to complex dynamical systems
that attempt to model the “chaos” and “ca-
tastrophe” evident in human social behav-
ior (e.g., Tesser & Achee, 1994; Vallacher,
Nowak, & Kaufman, 1994). An example
of work in which potential curvilinear rela-
tions are explored is Jorm and Christensen’s
(2004) study of the relations between reli-
giosity and Eysenck’s three-factor model of
personality. In addition to a modest linear
relation with one factor, they found quadrat-
ic relations with all three factors, indicating
similarity in the personalities of individuals
at the highest and lowest levels of religiosity.
Tesser and Achee (1994) identified a number
of instances of catastrophe in the prediction
of social behaviors. In such cases, a seem-
ingly linear relation between two variables
quickly changes direction at a particular
point before returning to a linear form like
that before the “catastrophe.” Such dynami-
cal systems analyses also offer a compelling
means of connecting seemingly disparate
levels of analysis, such as neurobiology and
personality (Mandell & Selz, 1995). Such
findings contribute to conceptual models that
offer more precise and nuanced accounts of
individual differences in social behavior.

Conclusions

We find it difficult to imagine scientists in
any other discipline falling into a contro-
versy that would be equivalent to the tradi-
tional schism between social and personality
psychologists. Would one branch of physics
declare that the most important topics in the
field involved the nature of matter but that
forces such as gravitation were unimport-

ant, while another branch declared that only
the forces that acted on matter were worth
studying (and that those forces could be stud-
ied without reference to the characteristics of
matter itself)? Can we imagine one group of
chemists being interested only in chemical
structure and another group being interested
only in interactions among chemicals with-
out considering the structure of the constitu-
ents? Could meteorologists function if some
studied only the properties of relatively static
weather systems and others studied only the
forces that act on them? Fortunately, most
behavioral scientists now agree that the rift
between social psychologists and personality
psychologists has been misguided and detri-
mental to a full understanding of socially rel-
evant thought, emotion, and behavior.

This rapprochement does not mean that
we should all start studying precisely the
same things, of course. We need specialists
in personality structure and process, as well
as those who specialize in studying the ef-
fects of the “actual, imagined, or implied
presence of others” (Allport, 1968, p. 3). But,
in trying to understand the phenomena that
constitute the science of human psychology,
devoting attention to both situational and
dispositional factors is the optimal strategy.
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