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CHAPTER 5

Economics versus Psychology
Experiments

Stylization, Incentives, and Deception

Eric S. Dickson

In this chapter, I follow other authors (e.g.,
Kagel and Roth 1995; McDermott 2002;
Camerer 2003; Morton and Williams 2010)
in focusing on a few key dimensions of differ-
ence between experiments in the economic
and psychological traditions.

Section 1 considers the level of stylization
typical in economics and psychology exper-
imentation. Although research in the polit-
ical psychology tradition tends to place an
emphasis on the descriptive realism of lab-
oratory scenarios, work in experimental eco-
nomics tends to proceed within a purposefully
abstract, “context free” environment.

Section 2 considers the kinds of incentives
offered to subjects by experimentalists from
these two schools of thought. Experimental
economists generally offer subjects monetary
incentives that depend on subjects’ choices
in the laboratory – and, in game-theoretic
experiments, the choices of other subjects as
well. In contrast, psychology research tends
not to offer inducements that are condi-
tional on subjects’ actions, instead giving sub-
jects fixed cash payments or fixed amounts of
course credit.

Section 3 considers the use of deception.
The psychological school tends to see decep-
tion as a useful tool in experimentation, and,
at times, a necessary one. In contrast, the eco-
nomic school by and large considers decep-
tion to be taboo.

These basic differences in research style
highlight the historical divide between psy-
chological and economic – alternatively,
behavioral and rational choice – scholarship
in political science. Over the years, scholars
have tended to peer across this divide with
more mistrust than understanding, and intel-
lectual interchange between the different
schools has been lamentably limited in scope.
However, the difference in approaches bet-
ween psychologists and economists reflects
more than the sociology of their respective
traditions; many of the norms characteristic
of each field have evolved in response to
the specific nature of theory and of inquiry
within the separate disciplines.

To say that each school of experimenta-
tion has categorical strengths and weaknesses
would perhaps be too strong a claim. Rather,
in this chapter, I argue that the advantages
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Economics versus Psychology Experiments 59

and disadvantages associated with specific
design choices may play out differently,
depending on the nature of the research ques-
tion being posed, the theory being tested, and
even the results that are ultimately obtained.

In this chapter, I organize my discussion
around the logic of inference in economics-
and psychology-style experiments. Going
down this path leads me to several conclu-
sions that may at first seem counterintuitive.
For example, I will argue that stylized,
economics-style experimentation can some-
times be particularly valuable in the study
of essentially psychological research ques-
tions. Contrary to the way our discipline
has traditionally been organized around sepa-
rate schools of methodological practice, strat-
egy and psychology are inextricably bound
together in virtually all political phenom-
ena that we desire to understand. The multi-
faceted nature of our objects of study, along
with the varying strengths and weaknesses
of different research methods in attacking
different problems, highlight the advantages
of methodological pluralism in building an
intellectually cumulative literature in experi-
mental political science.

1. Stylized versus Contextually Rich
Experimental Scenarios

A first salient dimension of difference
between economics and psychology experi-
ments is rooted in the basic nature of the
experimental scenarios presented to subjects.
With some exceptions, economics experi-
ments tend to be carried out in a highly
stylized environment in which the scenar-
ios presented to subjects are purposefully
abstract, whereas experiments in psychology
tend to evoke more contextually rich settings.
Because the economic style of experimenta-
tion is likely to be more foreign to many read-
ers, this discussion begins by describing some
arguments that have been given in support of
stylization in laboratory experiments.

Logic of Stylization

Research in the economic style tends to
frame experimental scenarios in an abstract

rather than in a naturalistic manner. The
roles assumed by subjects, and the alternatives
that subjects face, are generally described
using neutral terminology with a minimum
of moral or emotional connotations; experi-
mental instructions are written in a techno-
cratic style. For example, in their landmark
study of punishment in games of public goods
provision, Fehr and Gächter (2000) employ
an experimental frame using strictly neutral
language, never once mentioning the word
“punishment” or other potentially charged
terms such as “fairness” or “revenge.” In a
similar way, Levine and Palfrey (2007) use the
labels X and Y, rather than terms like “vote”
and “abstain,” in their experimental study on
voter turnout; the cost of voting is translated
into a “Y bonus” accruing only to individ-
uals who choose Y, that is, do not vote. In
their study of deliberation, Dickson, Hafer,
and Landa (2008) model individual decisions
to communicate in a stylized environment;
the “arguments” exchanged during delibera-
tion are represented using simple single-digit
numbers.

The abstract experimental tasks associ-
ated with this form of stylization are used in
part because of a desire to maintain exper-
imental control. Researchers in this tradi-
tion generally believe that the use of nor-
matively charged terms such as punishment,
fairness, or revenge may evoke reactions in
subjects whose source the analyst cannot
fathom and that the analyst cannot properly
measure. Experimental economists would
generally argue that such loss of control
would limit the generalizability, and thus the
usefulness, of their findings in the laboratory.

According to this argument, the descrip-
tively appealing complexity of highly con-
textual experiments comes with strings
attached when it comes to inference. Sup-
pose that a particular effect is measured in a
contextually rich setting. More or less by
definition, contextually rich settings con-
tain many features that could potentially
claim subjects’ attention or influence subjects’
behavior or cognition. Given this, how could
we know which feature of the setting – or
which combination of features – led to the
effect that we observed?
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60 Eric S. Dickson

In contrast, it is argued that a similar effect
measured in a stylized setting may have
wider lessons to teach. One argument for this
claim can be explicated through the use of
two examples. First, consider the Fehr and
Gächter (2000) experiment, which demon-
strated that many experimental subjects are
willing to undertake costly punishment of
counterparts who fail to make adequate con-
tributions to a public good, even under con-
ditions where such punishment is costly and
no benefit from punishment can accrue to the
punisher. Because this result was obtained in
such an abstract choice environment, which
did not directly prime subjects to think in
terms of punishment or fairness, the result
seems unlikely to be merely an artifact of
some abstruse detail of the experimental
frame presented to subjects. A more natural
interpretation of the study’s findings is that a
willingness to punish the violation of norms is
a basic feature of human nature that comes to
be expressed even in novel settings in which
subjects lack experience or obvious referents.
As such, the use of an abstract, stylized envi-
ronment in the study arguably strengthens
rather than weakens the inferences we make
from its result.

Second, Dickson et al. (2008) demonstrate
that many subjects “overspeak” compared
to a benchmark equilibrium prediction; that
is, subjects often choose to exchange argu-
ments during the course of deliberation even
when they are more likely to alienate listen-
ers than persuade them. This finding sug-
gests that deliberation may unfold in a man-
ner more compatible with the deliberative
democratic ideal of a “free exchange of argu-
ments” than a fully strategic model would
be likely to predict. In their study, styliza-
tion has at least two distinct advantages. The
use of a stylized, game-theoretic environment
allowed for the definition of a rational choice
benchmark in the first place – without which
overspeaking could not have been defined
or identified. And the finding that individu-
als overspeak, even in a stylized environment
without obvious normative referents, under-
scores the behavioral robustness of individ-
ual willingness to exchange arguments with
others.

Such arguments in favor of stylization
have, in fact, even been employed from
time to time within social psychology itself.
The minimal group experimental paradigm
(Tajfel et al. 1971; Tajfel and Turner 1986)
demonstrated that social identities can moti-
vate individual behavior even when those
social identities were somewhat laughable
constructs artificially induced within a styl-
ized setting, for instance, dividing subjects
based on their tendency to overcount or
undercount dots on a screen or their pref-
erence for paintings by one abstract painter
(Klee) over another (Kandinsky). The finding
that even these social identities could affect
behavior helped establish social identity the-
ory and motivate a vast field of research.

Limits of Stylization

The first and perhaps most obvious point is
that certain research questions – particularly
certain research questions in political psy-
chology – cannot reasonably be posed both in
stylized and in contextually rich settings. Just
to take one clear-cut example, Brader (2005)
studies the effects of music within political
advertisements on voters’ propensities to turn
out, on voters’ seeking additional political
information, and on other dependent vari-
ables. It would obviously make little sense
to attempt to translate such a study into a
highly stylized setting because the psycholog-
ical mechanisms Brader explores are so deeply
rooted in the contextual details of his experi-
mental protocol.

Many other research questions, however,
could potentially lend themselves to explo-
ration either in stylized or in highly contex-
tual contexts. In considering the advantages
and disadvantages of stylization in such cases,
a natural question to ask is whether experi-
mental results obtained using both methods
tend to lead to similar conclusions.

For at least some research questions, the
evidence suggests that stylization may lead
to conclusions that are misleading or at least
incomplete. A classic example comes from the
psychology literature on the Wason selection
task. In Wason’s (1968) original study, sub-
jects were given a number of cards, each of
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Economics versus Psychology Experiments 61

which had a number on one side and a letter
on the other, and a rule that had to be tested,
namely, that every card with a vowel on one
side has an even number on the other side.
Given a selection of cards labeled E, K, 4,
and 7, subjects were required to answer which
cards must be turned over in order to test
the rule. In this study, only a small fraction
of subjects gave the correct answer (E and
7); especially few noted that the rule could
be falsified by turning over the 7 and finding
a vowel, whereas others included 4 in their
answer in an apparent search for informa-
tion confirming the rule. This finding is often
taken as clear evidence for a confirmatory bias
in hypothesis testing.

The Wason (1968) selection task became
a popular paradigm in the aftermath of the
original study, and parallel versions have been
carried out in many different settings. Inter-
estingly, subjects’ performance at the task
appears to be highly variable, depending on
the context in which the task is presented. In
another well-known study, Griggs and Cox
(1982) present subjects with a selection task
logically equivalent to Wason’s, but rather
than using abstract letters and numbers as
labels, the task is framed as a search for vio-
lators of a social norm: underage drinking. In
this study, most subjects are readily able to
answer correctly that people who are drink-
ing and people who are known to be underage
are the ones whose age or behavior needs to
be examined when searching for instances of
underage drinking.

Results such as these suggest that sub-
jects may sometimes think about problems
quite differently, depending on the frame in
which the problem is presented, an intuition
that seems natural to scholars with a back-
ground in psychology. At the same time, such
results by no means imply that stylized stud-
ies yield different results from highly con-
textual ones more generally. To take fram-
ing effects themselves as an example, parallel
literatures within economics and psychology
suggest that frames can affect choice behav-
ior in similar ways both in stylized and highly
contextual environments.

As of now, there is nothing like a gen-
eral theory that would give experimentalists

guidance as to when stylization might pose
greater problems for external validity. Many
scholars find that stylization can be beneficial,
given their research questions – because of a
perceived higher degree of experimental con-
trol, because stylization can sometimes allow
for a clearer definition of theoretical bench-
marks than might be the case in a highly
contextual environment, or because stylized
environments can sometimes pose a “tough
test” for measuring behavioral or psycholog-
ical phenomena, as in the Fehr and Gächter
(2000) and Dickson et al. (2008) studies. At
the same time, a literature consisting wholly
of such studies would be widely met with jus-
tifiable skepticism about external validity. At
least for many research areas within political
science, the best progress is likely to be made
most quickly when research in both traditions
is carried out – and when scholars commu-
nicate about their findings across traditional
dividing lines. When research using differ-
ent techniques tends to point in the same
direction, we can have more confidence in
the results than we could have if only one
research method had been employed. When
research using different techniques instead
points in different directions, the details of
these discrepancies may prove invaluable in
provoking new theoretical explanations for
the phenomenon at hand, as scholars attempt
to understand the discrepancies’ origins.

2. Use of Monetary Incentives

In most economics experiments, subjects
receive cash payments that depend on their
own choices in the laboratory and, in the
case of game-theoretic experiments, on the
choices of other people. In contrast, subjects
who take part in political psychology exper-
iments are generally compensated in a way
that does not depend on the choices they
make, typically either a fixed cash payment or
a fixed amount of course credit. What moti-
vates experimentalists from these two tradi-
tions to take different approaches to motivat-
ing subjects?

The most obvious point to make is that
many research studies in political psychology
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62 Eric S. Dickson

are not well suited to the use of monetary
incentives because the relevant quantities of
interest cannot be monetized in a reason-
able way. For example, in a framing study
by Druckman and Nelson (2003), subjects
report their attitudes on political issues after
exposure to stimuli in the form of newspaper
articles. Clearly, in studies with a dependent
variable, offering subjects financial incentives
to report one opinion as opposed to another
would be of no help whatsoever in study-
ing framing effects or the formation of public
opinion.

Of course, the same is not true of all
research questions of interest to politi-
cal experimentalists, political psychologists
included. As such, experimenters sometimes
have a real choice to make in deciding
whether to motivate subjects with monetary
incentives. In considering the implications of
this choice, it is useful to review some of the
varied purposes for which monetary incen-
tives have been used in experiments.

Monetary Incentives as a Means of
Rewarding Accuracy or Reducing Noise

One potential use for monetary incentives in
experiments is to reward accuracy. Experi-
mentalists want to ensure that subjects actu-
ally pay attention and properly engage the
tasks that they are meant to perform. In set-
tings where a “right answer” is both defin-
able and, at least in principle, achievable
by the subject – a setting very unlike the
Druckman and Nelson (2003) article cited
previously – financial inducements can help
fulfill this role. For example, in a survey
experiment on political knowledge, Prior and
Lupia (2008) find that monetary rewards
motivate subjects to respond more accurately
and to take more time considering their
responses. This result suggests that financial
inducements can sometimes help elicit more
accurate measures of knowledge and reduce
levels of noise in survey responses.

A natural, and related, setting for the
use of such methods in political experiments
involves the study of political communica-
tion. Scholars want to understand how indi-

viduals learn from the political communica-
tions to which they are exposed and whether
citizens are actually able to learn what they
need to in order to make reasoned choices
(Lupia and McCubbins 1998). In pursuit
of these objectives, a number of scholars
have devised stylized experimental settings in
which subjects receive messages whose infor-
mational value can be objectively weighed
using Bayes’ rule in the context of a signaling
game equilibrium (e.g., Lupia and McCub-
bins 1998; Dickson in press). Subjects then
receive monetary rewards that depend on the
degree of fit between their own posterior
beliefs and the “correct” beliefs implied by
Bayesian rationality in equilibrium.

Monetary Incentives as a Means
of Controlling for Preferences

Many experiments in political economy focus
on the effects of institutions in shaping indi-
vidual behavior. Such experiments are typi-
cally organized as tests of predictions from
game-theoretic models. Of course, actors’
preferences over different possible outcomes
are primitive elements of such models. As
such, to expose a game-theoretic model to
an experimental test, it must be that there
is some means of inducing subjects to share
the preferences of actors in the theoreti-
cal model. In economics experiments, this is
done through the use of monetary incentives
for subjects.

It is instructive to highlight the dif-
ference between this approach and typical
research methods in the psychological tra-
dition. In political psychology experiments,
direct inquiry into the nature of individ-
ual motivations, preferences, and opinions
is often the goal. In contrast, for the pur-
poses of testing a game-theoretic model,
economics experiments generally prefer to
control for individual motivations by manip-
ulating them exogenously, to the extent that
this is possible. By controlling for prefer-
ences using monetary incentives, experimen-
tal economists attempt to focus on testing
other aspects of their theoretical models,
such as whether actors make choices that
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Economics versus Psychology Experiments 63

are consistent with a model’s equilibrium
predictions, or the extent to which actors’
cognitive skills enable them to make the opti-
mal choices predicted by theory.

Monetary Incentives as a Means
of Measuring Social Preferences

Finally, it might also be noted that the use
of monetary incentives can be beneficial for
the study of subjects’ intrinsic motivations.
Consider, for example, the Fehr and Gächter
(2000) study cited previously. Subjects inter-
acted within a stylized environment, mak-
ing public goods contributions decisions and
choosing whether to punish others based on
their behavior. In the experiment, both kinds
of decisions were associated with monetary
incentives; a decision to punish another sub-
ject, for example, came at a (monetary) cost to
the punisher. That individuals are willing to
engage in punishment, even when this has a
monetary cost and when no future monetary
benefit can possibly accrue, strengthens our
sense of how strong subjects’ intrinsic motiva-
tions to punish may be. Certainly, this finding
is more telling than would be a parallel result
from an analogous experiment in which sub-
jects’ decisions were hypothetical and did not
bear any personal material cost for punish-
ing others. In principle, this methodology can
potentially allow us to measure the strength
of this intrinsic motivation by varying the
scale of the monetary incentives. Thus, stud-
ies such as Fehr and Gächter can allow us to
learn about individuals’ intrinsic motivations
by observing deviations from game-theoretic
predictions about how completely (monetar-
ily) self-interested actors would behave.

Other studies have taken a similar app-
roach, allowing for inquiry into tradition-
ally psychological topics within the context
of game-theoretic experiments. A prominent
example is Chen and Li (2009), who trans-
late the study of social identities into a lab
environment where subjects play games for
monetary incentives, thereby offering a novel
tool for measuring the strength of identi-
ties and the effects of identities on social
preferences.

Does the Scale of Monetary Incentives
Matter?

If an experimentalist decides that motivating
subjects with monetary incentives is appro-
priate for his or her study, one basic ques-
tion of implementation involves the appro-
priate scale for monetary incentives. It is not
unusual for experimental economics labs to
have informal norms that subjects’ expected
earnings should not fall below some mini-
mum rate of compensation; the maintenance
of a willing subject pool requires that “cus-
tomers” be reasonably happy overall with
their experiences in the lab. Morton and
Williams (2010) summarize existing norms by
estimating that payments are typically struc-
tured to average around 50 to 100 percent
above the minimum wage for the time spent
in the lab. Such considerations aside, resource
constraints give experimentalists a natural
incentive to minimize the scale of payoffs in
order to maximize the amount of data that can
be selected – as long as the payments that sub-
jects receive are sufficient to motivate them in
the necessary way.

A recent voting game study by Bassi,
Morton, and Williams (2007) suggests that
the scale of financial incentives can affect
experimental results. In their study, the
inducements offered to subjects varied across
three treatments, involving a flat fee only, a
scale typical of many experimental economics
studies, and a larger scale offering subjects
twice as much. The fit between subjects’
behavior and game-theoretic predictions
became monotonically stronger as incen-
tives increased; suggestively, this pattern was
found to be most prominent for the most cog-
nitively challenging tasks faced by subjects.
These results suggest that, at least in some
settings, higher rates of payment to subjects
can increase subjects’ level of attention to the
experiment in a way that may affect behav-
ior, a result consistent with intuitions derived
from Prior and Lupia (2008), as well as related
studies in economics (e.g., Camerer and
Hogarth 1999).

Gneezy and Rustichini (2000) carried
out a study on IQ test performance that
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communicates a compatible message. Their
experiment varied financial incentives for
correct answers across four distinct treat-
ments. They found performance to be iden-
tical in the two treatments offering the least
incentives for performance (one of which sim-
ply involved a flat show-up fee) and identi-
cal in the two treatments offering the high-
est incentives, but performance in the higher
incentive treatments exceeded that in the
lower incentive treatments. This finding,
along with Prior and Lupia (2008) and Bassi
et al. (2007), suggests that a higher scale of
incentives can increase attention, at least up to
a point, and that higher attention can increase
performance, at least up to a point that is
determined in part by the difficulty of the
problem.

This pattern has implications for the
kinds of inferences that can be made from
studies employing monetary incentives. The
nature of these implications can be reasonably
expected to differ depending on the nature
of the experimental findings. Consider some
of the political communication studies cited
previously. In the scenarios of Lupia and
McCubbins (1998), for example, subjects are
quite good at inferring the informational con-
tent of communications they receive from
strategically motivated speakers. In such
instances, confidence in a result’s external
validity may depend to some extent on the
“calibration” between the financial incentives
in play and the stakes involved in receiving
analogous communications in the real world.
The incentives offered by Lupia and McCub-
bins appear to be quite appropriate in scale.
However, consider a counterfactual experi-
ment in which the monetary stakes for sub-
jects were much larger. If, in this counterfac-
tual experiment, subjects were substantially
more motivated to pay attention and make
proper inferences by the monetary induce-
ments in the laboratory than they would
have been by naturalistic considerations in
the real world, then a clear issue would arise
in extrapolating from “good” performance
in the laboratory to predictions about real-
world performance. In contrast, in the “cheap
talk and coordination” scenario of Dick-
son (in press), subjects systematically fail to

account fully for a speaker’s strategic incen-
tives when inferring the information content
of communications. Of course, proper cali-
bration of financial incentives to real-world
motivations would always be an ideal. How-
ever, for a study whose central result demon-
strates “poor” performance or the existence
of a “bias” in subject behavior, confidence in
external validity is likely to be stronger when
the experimenter errs on the side of making
financial incentives too large rather than too
small. That is, our confidence that a particu-
lar form of bias actually exists will be stronger
if it persists even when subjects have extra
incentives to perform a task well in the labo-
ratory relative to the weaker incentives they
face in real-world settings. This logic under-
scores the extent to which simple decisions
of experimental design may have powerful
effects on the inferences we can draw from
an experiment, even when the results are the
same across different designs. A given finding
will generally be more impressive when the
experimental design is more heavily stacked
against the emergence of that finding.

Potential Problems with Use
of Monetary Incentives

As noted previously, monetary incentives may
be a nonstarter for some research questions,
but there may be arguments in favor of their
use for other research questions. Are there
potential problems with the use of monetary
incentives that may argue against their use in
certain settings?

One potential issue involves interactions
between subjects’ intrinsic motivations and
the external motivation that they receive
from financial incentives. Some research in
psychology suggests that financial incentives
can “crowd out” intrinsic motivations, lead-
ing to somewhat counterintuitive patterns
of behavior. One of the best-known exam-
ples of crowding out comes from Titmuss
(1970), who showed that offering financial
compensation for blood donations can lead
to lower overall contribution levels. The
standard interpretation is that individuals
who donate blood are typically motivated to
do so for altruistic reasons; when financial
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Economics versus Psychology Experiments 65

incentives are offered, individuals’ mode of
engagement with the blood donation system
changes, with marketplace values coming to
the fore while intrinsic motivations such as
altruism are crowded out.

Whether crowding out poses a problem
for the use of monetary incentives is likely
to depend on the nature of the research ques-
tion being explored. For the purposes of game
theory testing, the crowding out of intrin-
sic motivations can actually be considered
desirable because the experimenter wants to
exogenously assign preferences to subjects in
order to instantiate the experimental game in
the laboratory. In contrast, suppose that social
interactions within some real-world setting
of interest are believed to depend heavily on
individuals’ intrinsic motivations. In translat-
ing this real-world setting into the laboratory,
injudicious use of monetary incentives could
potentially crowd out the intrinsic motiva-
tions that are central to the phenomenon
being studied.

This potential problem with the use of
monetary incentives is in some instances a
challenging one because it can be difficult
to anticipate to what extent such incen-
tives might cause a transformation in sub-
jects’ modes of engagement with the experi-
mental scenario. This concern goes hand in
hand with understandable questions about
the extent to which stylized economic and
contextually rich psychological experiments
actually investigate the same cognitive mech-
anisms, an important and understudied mat-
ter that may be illuminated more thoroughly
in the future by across-school collaborations,
as well as by neuroscientific and other frontier
research methods.

3. Use of Deception

In few regards is the difference between the
economic and psychological schools as stark
as in attitudes about deceiving subjects. The
more-or-less consensus view on deception in
the experimental economics subfield is sim-
ple: just don’t do it. In contrast, deception has
been and remains fairly commonplace within
the political psychology research tradition.

This section describes potential advantages
and disadvantages of using deception from
a methodological and inferential perspective.
Ethical considerations are not discussed here
due to space limitations (for a recent review,
see Morton and Williams 2010).

Lack of Deception in
Experimental Economics

Deep-seated opposition to the use of decep-
tion has become a feature of various insti-
tutions within the economics discipline. It is
common for experimental economics labora-
tories to publicize and enforce bans on deceiv-
ing subjects; in fact, a strong norm among
practitioners and journal editors makes exper-
iments employing deception de facto unpub-
lishable in major economics journals.

Before describing the motivations for
these norms, it is worth describing what
“deception” means, and does not mean, to
experimental economists. A rough distinction
can be made between sins of commission and
sins of omission. Describing features of the
experimental scenario in a way that is either
explicitly dishonest or actively misleading –
a sin of commission – would be straight-
forwardly considered a taboo act of decep-
tion by experimental economists. In contrast,
a failure to fully describe some features of
the experimental scenario – a sin of omis-
sion – would not necessarily be counted as a
deceptive act. As Hey (1998) puts it, “There
is a world of difference between not telling
subjects things and telling them the wrong
things. The latter is deception, the former is
not” (397). Thus, in several studies of pub-
lic goods provision, experimentalists employ
a “surprise restart,” in which a second, pre-
viously unannounced public goods game is
played after the completion of the first. As
long as subjects are not actively misled by the
wording of the experimental protocol, such
a procedure is not considered to be decep-
tive. And, of course, few scholars would argue
that it is necessary to explicitly inform sub-
jects about the purpose of the study in which
they are taking part.

What arguments do experimental econo-
mists present against the use of deception?
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Both Bonetti (1998) and Morton and
Williams (2010) cite Ledyard (1995) as offer-
ing a standard line of reasoning:

It is believed by many undergraduates that
psychologists are intentionally deceptive in
most experiments. If undergraduates believe
the same about economists, we have lost con-
trol. It is for this reason that modern exper-
imental economists have been carefully nur-
turing a reputation for absolute honesty in
all their experiments. . . . [i]f the data are to
be valid. Honesty in procedures is absolutely
crucial. Any deception can be discovered and
contaminate a subject pool not only for the
experimenter but for others. Honesty is a
methodological public good and deception is not
contributing. (134)

At the heart of this case is the fear that the use
of deception will lead to a loss of experimen-
tal control; as we have seen, many features
of economics-style experimentation, includ-
ing the use of stylized experimental scenar-
ios and monetary incentives, are designed to
help maintain experimental control of differ-
ent kinds. Hey (1991) articulates the specific
nature of this concern:

[I]t is crucially important that economics
experiments actually do what they say they
do and that subjects believe this. I would not
like to see experiments in economics degenerate
to the state witnessed in some areas of experi-
mental psychology where it is common knowl-
edge that the experimenters say one thing and
do another . . . [O]nce subjects start to distrust
the experimenter, then the tight control that
is needed is lost. (171–73)

This kind of concern about experimental
control is quite natural given the typical
nature of research questions in experimental
economics. As noted previously, most eco-
nomics experiments either test the predic-
tions of game-theoretic models or explore
the nature of behavior in game-theoretic
settings. Crucially, the most common con-
cepts of equilibrium in games, from which
predictions are derived, assume that actors
share common knowledge about basic fea-
tures of the game being played. Of course,
experimental subjects learn about “the rules
of the game” through the experimenter. If

researchers indeed do, as Hey fears, develop
a reputation for employing deception in their
experiments, then subjects may develop het-
erogeneous beliefs about what is really going
on in the laboratory – while also being aware
that other subjects are doing the same. At the
end of the day, subjects could effectively find
themselves playing a wholly different game
than the one the experimenter had intended.
The conjectures within subjects’ minds about
the true nature of the game would, of course,
be essentially unknowable not only to one
another, but also to the analyst.

Ledyard’s (1995) opinion also reflects
a common viewpoint among experimental
economists, namely, that a lab can bene-
fit from maintaining a reputation for trans-
parency with its subject pool. Such a reputa-
tion, it is argued, could quickly be squandered
if deception takes place in the laboratory; the
subject pool may become “tainted” with sub-
jects who have themselves experienced decep-
tion or who have been told about it by friends.

This argument is reasonable, but the ques-
tion it bears on is ultimately an empirical
one. Relatively little systematic research has
explored this point, but there is some evi-
dence that the experience of deception in
the laboratory may affect individual subjects’
propensities to participate in future exper-
iments as well as their behavior in future
experiments (Jamison, Karlan, and Schechter
2008). To my knowledge, there has been no
systematic research into a related issue: the
extent to which experimental economics lab-
oratories who do ban deception actually attain
the reputations to which they aspire – that
is, to what extent subjects are aware of lab
policies on deception in general or actually
believe that they are never being deceived
while taking part in particular experiments in
“no deception” labs. Economists’ arguments
about the sanctity of subject pools further
tend to presuppose that psychology depart-
ments do not exist, or at least that they draw
from a disjointed set of participants. If psy-
chology and economics labs operate simulta-
neously at the same university, to what extent
do undergraduate subjects actually perceive
them as separate entities with distinct repu-
tations? Does the physical proximity of the
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labs to each another affect subject percep-
tions (e.g., if they are in the same build-
ing as opposed to different buildings)? It
would appear that such questions remain to
be answered.

Use of Deception in Experimental
Political Psychology

In contrast, the use of deception is quite com-
mon in political psychology, as it is in social
psychology. As we have seen, the reasons for
this difference can be understood as spring-
ing from the distinctive natures of inquiry
and theory testing in the two schools. Impor-
tantly, the ability to induce common knowl-
edge of an experimental scenario within a
group of subjects is usually not nearly so cru-
cial for experiments in the political psychol-
ogy tradition, which typically do not involve
tests of game-theoretic models. This subsec-
tion reconsiders the advantages and disadvan-
tages of deception in the context of political
psychology research questions.

One prominent class of examples can be
found in the study of political communi-
cation, in which scholars quite frequently
present subjects with stimuli that are fab-
ricated or falsely attributed. Thus, Brader
(2005) presents experimental political adver-
tisements to subjects as though they were
genuine ads from a real, ongoing campaign;
meanwhile, Druckman and Nelson (2003)
present experimental newspaper stories to
subjects as though they came from well-
known outlets such as the New York Times.

In the following paragraphs, I use these
articles as examples in discussing poten-
tial advantages of deception. Throughout,
I take as the salient alternative an other-
wise identical experimental design in which
the same stimuli are presented to subjects,
but explicitly labeled as “hypothetical” cam-
paign ads, newspaper stories, etc. Of course,
in certain circumstances, different counter-
factual designs might also be reasonably
considered.

In judging the potential usefulness of
deception, then, a natural question to ask
is whether an individual’s mode of psycho-
logical engagement with a stimulus depends

on whether that stimulus is framed as being
“real” as opposed to hypothetical. If the
answer to this question is “yes” – and if this
would make a substantial enough difference
for measurements of the quantities of inter-
est – then at the least a benefit from decep-
tion will have been identified. Ultimately, of
course, in any given setting it is an empiri-
cal question whether the answer will be “yes”
or “no.” To my knowledge, however, no sys-
tematic studies have been carried out measur-
ing the effects, if any, of choosing deceptive
as opposed to explicitly hypothetical experi-
mental scenarios.

Taking Druckman and Nelson’s (2003)
design as an example, though, it at least seems
plausible that the difference may sometimes
be considerable. An individual picking up
what he or she believes to be an article from
the New York Times will respond to frames
and other cues in a way that depends directly
on his or her relationship with the New York
Times – his or her sense of the newspaper’s
reliability, the fit of its ideology with his or
her own, and so forth. In contrast, a hypo-
thetical exercise of the form “suppose the
New York Times reported . . . ” could insert in
the subject’s mind a mysterious intermediary
between the newspaper and the subject. Who
is it that is doing this supposing, and what
are they up to? Alternatively, the subject may
simply attend differently to the article, paying
it less heed or greeting it with less trust, if he
or she knows from the offset that it is a fic-
tion. Under such circumstances, it would not
be unreasonable to suppose that a given arti-
cle might have less of an effect than it would
have had it been described as a “real” arti-
cle. Although economically inclined schol-
ars might tend to doubt whether experiments
employing deception can ever gain a full mea-
sure of experimental control, it is arguable in
this setting that more control might be lost
with an explicitly hypothetical stimulus than
with a deceptive one. Whether this is true,
of course, depends on the extent to which
subjects were actually successfully deceived.
This, however, is the sort of question that can
often be addressed through the use of simple
manipulation checks by the experimenter. At
least in this example, the treatment effects
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in Druckman and Nelson’s findings strongly
suggest that the deceptive manipulation did
indeed have the desired effect on subjects.

In a similar way, it seems plausible that
deception may be a useful element of Brader’s
(2005) design. In part, this is arguable because
of the nature of some of Brader’s dependent
variables. Among other things, Brader shows
that the use of music in contrived political
advertising can affect subjects’ self-reported
level of inclination to seek more informa-
tion about an election campaign, whereas the
idea of asking subjects to report their level of
inclination to seek more information about a
hypothetical campaign that means nothing to
them seems straightforwardly problematic.

These examples suggest that deception
may offer access to certain research ques-
tions that would remain inaccessible in its
absence. Psychologists also claim that decep-
tion may be necessary at times to conceal
the purpose of an experiment from subjects
(Bortolotti and Mameli 2006), and they are
frequently concerned about the possibility of
“Hawthorne effects,” through which subjects
attempt to meet what they perceive to be
the experimenter’s expectations. Such effects
can be particularly worrisome in sensitive
research areas, such as the study of racial pol-
itics.

Finally, it could be argued that the use
of deception can sometimes strengthen the
inferences that are possible from a given piece
of research. Among the most famous exper-
iments in social psychology is the seminal
Milgram (1974) experiment on obedience and
authority. In the experiment, subjects were
deceived into believing that they could, with
the twist of a knob, deliver electric shocks of
increasing magnitude to another person; an
authority figure urged subjects to deliver such
shocks in the context of a staged scenario. In
the end, a large fraction of subjects did con-
form to the authority figure’s commands, to
the point of delivering highly dangerous volt-
ages.

This is a rather shocking result, one
that had a profound effect on the study of
authority specifically and on social psychol-
ogy more generally. Its power, of course,
comes from our sense that subjects really did

believe – at least to a considerable extent –
that their actions were causing bodily harm
to another human. An otherwise comparable
study involving an explicitly hypothetical sce-
nario would, for obvious reasons, have been
far less convincing, even if it yielded the same
results. It could be easily argued that Mil-
gram’s (1974) act of deception was central to
the lasting influence of Milgram’s study.
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