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 The Interplay of Science and Values in
 Assessing and Regulating Environmental
 Risks

 Frances M. Lynn

 In the late 1970s, the U.S. Occupational Safety
 and Health Administration (OSHA) proposed a
 standard for identifying, classifying, and regulat-
 ing carcinogens.' The hearings for the standard
 attracted the largest number of participants in
 OSHA's rulemaking history and lasted for two
 months (May and June 1978). Although a standard
 was never implemented, OSHA's efforts stimu-
 lated a debate over the assumptions and decision-
 making process for assessing and regulating can-
 cer risks which continues today. This debate
 about the methods for identifying and estimating
 occupational cancer risks appears at first to be
 predominantly scientific, but an analysis of the
 responses to OSHA's proposal led me to hypothe-
 size that regulatory values and other social and
 political values influenced the selection among
 scientific assumptions and, furthermore, that
 these regulatory values seemed linked to place of
 employment.

 To test these hypotheses, I designed an empiri-
 cal study that explored the impact of regulatory
 values, institutional affiliation, and other social
 and political attributes on occupational health
 scientists' selection among assumptions used in
 the OSHA standard. I conducted 136 interviews
 with occupational physicians and industrial hy-
 gienists working for industry, academia, and gov-
 ernment.

 This article describes some of the results of that
 study and focuses on the role of science and scien-
 tists in the decisionmaking process for determin-

 Frances Lynn is Research Assistant Professor, Insti-
 tute for Environmental Studies, The University of
 North Carolina at Chapel Hill, Chapel Hill, NC 27514.

 ing whether a product or technology is acceptably
 safe. It addresses the question of how to incorpo-
 rate expertise into the formation of regulatory

 policy, while at the same time protecting demo-
 cratic control of the final decision. The article is
 divided into three sections: A detailed look at the
 policy context surrounding discussions of risk,
 analysis of the interview findings, and a discus-
 sion of the study's conclusions and policy impli-
 cations. In an appendix, I describe, in more detail,
 the choice, construction, and evaluation of the re-
 search instrument, the sampling process and data
 analysis techniques.

 Policy Context

 In the last ten years, a quiet but persistent effort
 has developed to incorporate different types of
 formal analytic methods such as cost-benefit
 analysis and risk analysis into environmental de-
 cisionmaking. Supporters of these techniques
 view them as a means to make environmental
 decisionmaking more rational and less highly
 charged. Critics challenge their use both on the
 grounds of methodological flaws and also because
 they believe that embedded within the tech-
 niques are value-laden assumptions often missed
 in the false precision suggested by the use of num-
 bers and statistics.

 Risk analysis, particularly as applied to the risk
 of contracting cancer from exposure to chemicals,
 is currently receiving widespread attention. Fol-
 lowing OSHA's efforts to adopt its carcinogens
 standard, other governmental bodies and private
 groups-including the U.S. Environmental Pro-
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 tection Agency (1985), the White House Office of
 Science and Technology Policy (1985), the State
 of California (1982), the National Academy of Sci-
 ences (1983), and the U.S. Department of Health
 and Human Services (1985)-have issued docu-
 ments with the hope of affecting the way cancer
 risks are assessed and regulated.

 Most of these reports have adopted William
 Lowrance's division of the field of risk into two
 phases: risk assessment and risk management.2
 Lowrance characterized the first phase, risk as-
 sessment, where one estimates the health ef-
 fects that varying doses of a substance pose, as an
 objective pursuit with decisions and recommen-
 dations most appropriately made by scientists.
 Lowrance viewed the second phase, risk manage-
 ment, as being more value-laden, involving trade-
 offs between health risks and ethical, economic
 and other social considerations. In risk manage-
 ment, Lowrance saw a role for participation in
 decisionmaking by the non-expert.

 In 1981, the National Academy of Sciences
 (NAS), in response to a directive from the Con-
 gress, sponsored another study of risk, convening
 the Committee on the Institutional Means for the
 Assessment of Risk to Public Health. This Com-
 mittee had three primary objectives: to assess the
 merits of separating the analytic functions of de-
 veloping risk assessments from the regulatory
 functions of making policy decisions; to consider
 the feasibility of designating a single organization
 to do risk assessments for all regulatory agencies;
 and to consider the feasibility of developing uni-
 form risk assessment guidelines for use by all
 regulatory agencies.3

 Project Director Lawrence McCray, in his
 working paper for the NAS Committee, labeled as
 "naive" the underlying premise that "matters of
 science" could be segregated from "matters of
 value" and "left to an organization primarily re-
 sponsive to scientific authority."4 In fact, the
 Committee's final report suggested that there
 were multiple places in risk assessments where
 risk to human health could only be inferred. In
 those situations, the NAS Committee com-
 mented "how difficult it is to disentangle the
 mixture of fact, experience (often called intui-
 tion), and personal values,"5 and it concluded that
 throughout the process of risk assessment it was
 possible to make choices among assumptions
 which would increase the likelihood that a sub-
 stance would be judged to be a significant risk to
 human health.6 The Committee recommended

 establishing a board of risk assessment which
 would make explicit "underlying assumption and
 policy ramifications" of the different choices
 which face scientists who perform a risk assess-
 ment.7

 The research on which this paper is based,
 while conceived and executed before the National
 Academy of Sciences' report on risk assessment,
 is an empirical complement. The research con-
 siders non-scientific influences on scientists' se-
 lection of assumptions that form the basis for
 quantitative risk assessment and risk-benefit
 analysis.

 Empirical Findings

 The study confirmed the initial hypotheses
 that there were links between political values,
 place of employment, and scientific beliefs. Even
 after controlling for the influence of such stan-
 dard demographic variables as age, sex, region, re-
 ligion, and family background, scientists em-
 ployed by industry tended to be politically and
 socially more conservative than government and
 university scientists. They chose scientific as-
 sumptions that decreased the likelihood that a
 substance would be deemed a risk to human health
 and increased the likelihood that a higher level of
 exposure would be accepted as safe. Government
 scientists were the most liberal politically and
 most protective in choosing among scientific as-
 sumptions. University scientists fell in between
 their governmental and industrial colleagues.

 Perceptions of the Risks Society Faces

 The respondents were asked questions that at-
 tempted to tap their general perceptions about the
 risks of technology as well as what they consid-
 ered to be appropriate degrees of regulation. One
 such question was adopted from a Louis Harris
 poll "Risk in a Complex Society."8 The question
 asked whether the respondents felt that the "risks
 associated with advanced technology have been
 exaggerated by events such as Three Mile Island
 and Love Canal."

 Figure 1 shows how occupational health scien-
 tists interviewed for the study responded to that
 question. The proportion of industry scientists
 who supported this statement (82%) is almost
 identical to that of the sample of corporate execu-
 tives interviewed by Harris. In the Harris survey,
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 Figure 1. Percent who believed that the risks were
 exaggerated by TMI.

 88% of the corporate executives agreed with the
 statement. Government and university occupa-
 tional health scientists were more evenly divided
 in their response-echoing what Harris found
 when he asked the question of members of Con-
 gress, regulators, and the general public.

 In another question taken from the Harris poll,
 respondents were asked whether

 American society is becoming overly sensitive to
 risk, and that we now expect to be sheltered from

 almost all dangers ... for] ... simply becoming
 more aware of risks and starting to take realistic
 precautions.

 In the Harris poll, corporate leaders were four
 times more likely than either the public or regula-
 tors, and three times more likely than members
 of Congress, to characterize American society as
 "overly sensitive to risk and wanting to be pro-
 tected from nearly all dangers." In this study of
 industrial hygienists and physicians, those work-
 ing for industry were three times more likely than
 government and university scientists to believe
 that Americans are overly sensitive to risk and
 want to be protected from nearly all dangers
 (Figure 2).

 Respondents were also asked to agree or dis-
 agree with the statement "society has only per-
 ceived the tip of the iceberg with regard to the
 risk associated with modem technology." Sixty-
 eight percent of the government and university
 occupational health scientists agreed with this
 statement, compared to thirty-two percent who
 worked in industry.
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 Figure 2. Feelings about American society's attitudes
 toward risks.

 No Anti-Regulation

 Although they disagreed about the extent of
 risk facing society, those interviewed for this
 study, including those working for industry, were
 not necessarily anti-regulatory. Although the ma-
 jority of industry scientists were Republicans (see
 Figure 31, had voted for President Reagan (74%33
 and were self-identified as conservative (56%),
 they expressed surprise at the Reagan Adminis-
 tration's vehement attacks on environmental reg-
 ulation. When read a list of different types of envi-
 ronmental regulations (e.g., air, water, consumer
 products and asked whether the regulations
 should be made "more strict "less strict or
 skept the sameiln very few industry respondents
 wanted the regulations weakened.

 On the other hand, very few wanted them
 strengthened. For examples when asked about reg-

 100

 90

 80

 70

 60 56

 Q 50 46Wkb
 ulati on. Whentra icitio of dfrentoyens ofenv-

 "kept, thepusiame," very fneewndutrnrspndnt 100

 90

 40~~~~~~~~~~~2

 70 1

 60 56

 40ur 334ryietfiaino epodns(eo
 30t eulcn o needn)

This content downloaded from 147.251.55.10 on Thu, 14 Dec 2017 09:12:20 UTC
All use subject to http://about.jstor.org/terms



 Lynn: Environmental Risk 43

 100. STRICTER

 90
 80 - 80 SAME

 70 | 67 LESS

 80

 Figu0 47Pretwo eivdtargltost

 30~~~~~~~~~~~~~~~~5

 20 18

 10

 333

 INDUSTRY GOVERNMENT UNIVERSITY

 Figure 4. Percent who believed that regulations to
 protect employees from health risks like cancer should
 be stricter, be more lenient, or remain the same.

 ulations to protect employees from working con-
 ditions that cause health risks like cancer, the
 majority of industry scientists (67%) wanted the
 regulations kept the same. This finding contrasts
 with the responses of government scientists, 80%
 of whom wanted the regulations made stricter.
 Academic opinion was evenly divided between
 wanting the regulations made more strict or keep-
 ing them as is (Figure 4).

 The dominant sentiment across all institu-
 tional settings, however, was that a minimum
 level of safety had to be maintained. Majorities in
 all three subsamples (Figure 5) disagreed with the
 question taken from the Harris poll, which asked
 whether "a consumer should be allowed to
 choose between a very safe product at a higher
 price and the same product at a lower price with-
 out safety equipment." By inference, respondents
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 Figure 5. Attitudes toward consumer choices be-
 tween price and safety.

 seemed to disagree with a 1983 suggestion made
 by James Miller III, chairman of the Federal
 Trade Commission and now head of the Office of
 Management and Budget that "imperfect prod-
 ucts should be available because consumers have
 different preferences for defect avoidance."9

 Attitudes Toward Cost-Benefit Analysis

 Cost-benefit analysis, a major proposal for
 regulatory reform, was most strongly supported
 by industry scientists (Figure 6). Proponents view
 cost-benefit analysis and its cousin, risk-benefit
 analysis, as means by which to make environ-
 mental decisionmaking more systematic.'l Crit-
 ics challenge the use of cost-benefit analysis,
 suggesting that the technique has major method-
 ological flaws and has imbedded within it philo-
 sophically conservative assumptions about issues
 of distribution, equity, and individual rights."

 The response of the sample to questions that
 probed the basis of cost-benefit analysis suggest
 the technique is not well understood. For, al-
 though 71% of the industry sample supported the
 use of cost-benefit analysis (Figure 6), only 52%
 agreed with the statement that "society must at-
 tempt to place an economic value on human life
 in order to allocate scarce resources."

 When presented with the dominant methods
 currently used to value life in cost-benefit analy-
 sis (human capital, willingness-to-pay, and wage
 differentials), almost half of the sample was dis-
 satisfied with all three options (Table 1). In fact,
 only 5% of the total sample, including 5% of in-
 dustry scientists, supported the method currently
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 Figure 6. Attitudes toward the government's use of
 cost-benefit analysis.
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 Table 1. Attitudes toward dominant methods used by
 economists to value life. Respondents were asked the
 following question: "A number of economists think
 that ultimately one must place a value on human life,
 that is, decide how much money society is prepared to
 invest in order to prevent one additional death or save
 one additional life year. Three methods are currently
 being used by economists. If you had to choose a tech-
 nique for valuing life, which would you select? (A)
 Compute the amount of earnings that would be lost in
 the case of premature death or disability and equate
 this with the value of life/disability (HUMAN CAPI-
 TAL APPROACH); (B) Ask individuals how much they
 would be willing to pay to reduce the probability of
 death or disability (WILLINGNESS-TO-PAY AP-
 PROACH); or (C) Analyze wage differentials in occupa-
 tions involving varying risk of death or injury and use
 wage rate differentials as reflections of societal willing-
 ness-to-pay for decreases in risk (WAGE DIFFEREN-
 TIALS)."

 Willing- Wage
 Human ness to Differ-
 Capital pay entials None

 Industry 38% 17% 5% 40%
 N = 42
 Government 32% 17% 5% 46%
 N = 41
 University 9% 26% 6% 59%
 N = 34
 TOTAL 27% 20% 5% 47%
 N = 117 (32) (23) (6) (56)

 popular among economists, using wage differen-
 tials (i.e., hazard pay) as proxies for the value that
 people place on measures to reduce risks of injury
 or death.'2 The wage differential method uses re-
 gression analysis to measure job earnings against
 a measure of the risk level of each job, holding
 constant other variables that also influence varia-
 tions in observed earnings. Studies using this
 technique have yielded estimates of life values
 ranging from $300,000 to $35 million.

 This research attempted to involve the scien-
 tists in a willingness-to-pay exercise. The willing-
 ness-to-pay approach is another technique cur-
 rently popular with economists as a means to
 value life. Respondents were asked to select an
 acceptable level of risk, stated in an annual proba-
 bility of death. They were next asked what salary
 increase would make them accept a job with a
 higher probability of death. Many refused to par-
 ticipate because they found such an exercise odi-
 ous. Some wanted a list of common risks and

 their probabilities of death in order to make com-
 parisons. But many others said that given their
 existing income, they would never have to make
 such choices and would not now.

 Critics of the willingness-to-pay approach ques-
 tion the technique's assumption that workers
 possess accurate knowledge of risks and can
 readily move to jobs posing lower risks.'3 Critics
 also claim that the technique ignores existing in-
 come distributions. The rich will pay more (or
 earn less) to reduce the risk of their death.'4

 Even those in the sample who generally favored
 the use of cost-benefit analysis did not advocate it
 as the deciding factor in standard setting. Ninety-
 eight percent of the entire sample viewed cost-
 benefit analysis as a "decision tool," not a "deci-
 sion rule. " Moreover, majorities in all
 employment categories in the sample (including
 89% of industry scientists) supported the "public
 policy goal of decreasing cancer risks" even if it
 "caused the average price of goods and services to
 increase" (Figure 7). Similarly, majorities "sup-
 ported the public policy goal of decreasing cancer
 risks . . . [even if it] . . . caused some factories to
 close down and increased unemployment."

 Given the lack of support for the dominant
 techniques used to value life and a willingness to
 accept price rises for prevention of disease, why
 did respondents tend to support cost-benefit
 analysis? For some, support may be symbolic of
 the desire to lessen regulatory burdens on busi-
 ness. But for others, support may be a part of a
 hope that a technique can be found to make envi-
 ronmental decisionmaking easier. In this sense,
 cost-benefit analysis and risk assessment share a
 common attribute. Both are expected to provide
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 Figure 7. Attitudes toward preventing cancer at the
 risk of rise in prices.
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 Figure 8. Attitudes toward using animal data to iden-
 tify risks to people.

 objective answers to uncertain and value-laden
 processes.

 Quantitative Risk Assessment

 The National Academy of Sciences in its 1983
 report, Risk Assessment in the Federal Govern-
 ment, characterized risk assessment as the use of
 a "factual basis to define the health effects of ex-
 posure to individuals and populations to hazard-
 ous materials and situations."5 The NAS viewed
 risk assessment as both "quantitative and quali-
 tative" and involving "the interplay of science
 and policy." The NAS identified close to fifty ar-
 eas in a risk assessment where a scientist or risk
 assessor must make choices among "several sci-
 entifically plausible options" in which "policy
 considerations inevitably affect and perhaps de-
 termine, some of the choices."16

 Figure 8 shows this sample's response to one of
 those inference points: using animal data to pre-
 dict risks for humans. Respondents were asked
 whether they agreed or disagreed that "a sub-
 stance which is shown conclusively to cause tu-
 mors in experimental animals should be consid-
 ered a carcinogen, thereby posing a risk to
 humans." The majority of government (69%) and
 university scientists (52%) agreed with this state-
 ment, while only 27% of the industry sample
 agreed. The National Academy of Sciences feels
 that

 the inference that results from animal tests are
 applicable to humans is fundamental to toxico-
 logical research; this premise underlies much of
 experimental biology and is logically extended to

 the experimental observation of carcinogenic ef-
 fects.'7

 A similar question is whether or not threshold
 levels exist for carcinogens below which there are
 no negative effects. A threshold model for carcin-
 ogenesis assumes that there is a dose below
 which cellular or tissue damage does not occur.
 Under this model, one assumes that the body has
 mechanisms that withstand toxic events at low
 doses. A linear model suggests, especially in the
 case of carcinogens, that a single interaction with
 a single cell can trigger a toxic reaction. The Na-
 tional Academy of Sciences Committee on Risk
 Assessment concluded that there was no conclu-
 sive biological evidence to support either type of
 model.'8 The regulatory policy implications of
 support for the existence of thresholds is viewed
 as less protective of public health. The State of
 California,'9 as well as the Office of Science and
 Technology Policy,20 rejected the concept of
 thresholds for carcinogens in their guidelines.

 As in the choice of using animal data to identify
 cancer risks for humans, the occupational health
 scientists working in industry held views about
 thresholds that differed substantially from those
 of government scientists. Eighty percent of the
 industry scientists interviewed agreed that
 thresholds exist for carcinogens, compared to
 37% of government employees (Figure 9). Note-
 worthy are the responses of academics, the
 majority of whom supported the existence of
 thresholds. Among academics, age made a dif-
 ference in attitudes; older academics were
 more likely to believe in thresholds than younger
 ones. A likely explanation for this difference is
 that when older academics entered the field of
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 Figure 9. Attitudes toward the existence of thresholds
 for carcinogens.
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 Figure 10. The relationship between belief in a
 threshold to attitudes about whether TMI exaggerated
 the risks.

 occupational and environmental health in the

 late 1930s and 1940s, levels of exposure were high
 and scientific recommendations seemed clear.
 The older academics may have believed that
 government policy of the 1970s was becoming
 overprotective.

 Figures 10 and 11 and Tables 2 and 3 show that
 the samples' beliefs toward the existence of
 thresholds correlate positively with social and po-
 litical attitudes reported earlier in this article.
 The key finding of these data is that support for
 the existence of thresholds is associated with con-
 servative political attitudes and with perceptions
 that suggest that American society is overly sen-
 sitive and overreacting to environmental risks.
 Similarly, those who question the use of animal
 data to predict carcinogenesis in humans are
 more likely to hold conservative political atti-
 tudes and believe that Americans are too risk ad-
 verse.
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 Figure 11. Attitudes toward the existence of a thresh-
 old and the government's use of cost-benefit analysis.

 Table 2. The relationship between attitudes toward
 the existence of thresholds and the respondent's vote
 in the 1980 Presidential election (p < 0.02; N = 75).

 Vote in 1980 Presidential
 Attitudes about Election
 Thresholds Carter Reagan Total

 Thresholds 36% 63% 99%
 exist (18) (31) (49)

 Thresholds 69% 30% 99%

 don't exist (18) (8) (26)
 Total

 For instance, 74% of those who believe in
 thresholds also believe that the reactions to TMI
 have exaggerated the risks associated with ad-
 vanced technology. By contrast, only 39% of
 those who question the existence of thresholds
 believe that the risks of advanced technology
 have been exaggerated by Three Mile Island (Fig-
 ure 10).

 A similar pattern held on the issue of risk sensi-
 tivity. Fifty-seven percent of those who believe in
 thresholds also believe that "Americans are

 overly sensitive to risk and [want] to be protected
 from all dangers." Only 16% of those who ques-
 tion the existence of thresholds for carcinogens
 believe that Americans are overly sensitive to
 risk.

 Belief in the existence of thresholds correlates
 with voting in the 1980 Presidential election (Ta-
 ble 2) and self-identification as conservative and
 Republican. Support for the existence of thresh-
 olds for carcinogens is also linked to support for
 the use of cost-benefit analysis (Figure 11) as well
 as to a decreased willingness to strengthen envi-
 ronmental regulations (Table 3). In sum, in areas
 of science where there is no data to distinguish
 choices of models or assumptions, scientific
 choices correlate highly with personal political

 Table 3. The relationship between attitudes toward
 the existence of thresholds and the regulations to pro-
 tect employees from cancer should be made more strict
 or kept the same (p < 00; N = 86).

 Regulations to Protect
 Employees

 Attitudes about More
 Thresholds Strict Kept Same Totals

 Thresholds 43% 56% 99%
 exist (53)

 Thresholds 75% 25% 100%
 don't exist _ (33)
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 beliefs. The policy implications of these findings
 are treated in the final section of this article.

 Policy Implications

 The idea for this study grew from the debates
 over OSHA's attempt to adopt a generic method
 to identify and classify carcinogens. OSHA's was
 the first in a series of continuing efforts by both
 public and private bodies to promulgate guide-
 lines for identifying and assessing cancer risks. In
 recent years, the debate over the use of a linear
 dose-response model and the role for animal data
 has been joined by issues such as the incorpora-
 tion of pharmokinetic data, differentiation among
 genotoxic and non-genotoxic data, the role given
 to different routes of exposure or to tumor sites in
 animals not found in humans, and whether to use
 "best estimates" or "worse case" characteriza-
 tions of data.

 A reading of the record in the OSHA hearings as
 well as of contemporaneous articles in scientific
 journals suggests a lack of consensus on the
 methods and models in the rapidly emerging field
 of carcinogenic risk assessment. The issues
 seemed to fall into the category of "trans-science,"
 a term that Alvin Weinberg used in a 1972 article
 in the journal Minerva.2l Weinberg cited the de-
 termination of the biological effect of low-level
 radiation insults as an example of a trans-scientific
 issue. He suggested that the argument about low-
 level radiation insults would have been far more
 sensible had it been "admitted at the onset that
 this was a question which went beyond science.
 The matter could have been dealt with initially
 on moral or aesthetic grounds."

 Weinberg's observations in the early 1970s
 seemed to go unnoticed in much of the debate
 surrounding the OSHA standard and ensuing dis-
 cussions of assessing the risks of cancer. As late
 as 1983, EPA Administrator William Ruckel-
 shaus was reiterating the distinction between risk
 assessment and risk management, saying in a
 speech before the National Academy of Sciences
 that

 Nothing will erode public confidence faster than
 the suspicion that policy considerations have
 been allowed to influence the assessment of
 risk.22

 A year later, however, in a February 1984 speech
 at Princeton University, Ruckelshaus qualified

 his position by saying that he had found that sepa-
 rating the assessment of risk from its

 management is rather more difficult to accom-
 plish in practice .. . values, which are supposed
 to be safely sequestered in risk management, also
 appear as important influences on the outcome of
 risk assessments.23

 Nonetheless, Ruckelshaus's qualification seemed
 to fall on deaf ears, for on 4 January 1985 the
 White House issued Executive Order 12498
 which stated that risk assessments are to be "sci-
 entifically objective."

 The results of the study on which this article is
 based call into question the characterization of
 risk assessment as "objective." The results sug-
 gest that under conditions of scientific uncer-
 tainty, regulatory policy implications either con-
 sciously or unconsciously influence the models,
 assumptions and theories that scientists' choose.

 U.S. District Court Judge David L. Bazelon in a
 1979 speech, "Risk and Responsibility," warned
 that

 in reaction to the public's often emotional re-
 sponse to risk, scientists are tempted to disguise
 controversial values decisions in the cloak of sci-
 entific objectivity, obscuring those decisions
 from political accountability.24

 Currently, American industry is seeking to create
 and lodge increasing decisionmaking responsibil-
 ity in science advisory panels. The most public of
 these efforts was a 1983 proposal by the American
 Industrial Health Council (AIHC), an association
 of over 90 different companies and trade associa-
 tions formed in reaction to OSHA's cancer pro-
 posal, to establish a Central Board of Scientific
 Risk Analysis under the National Academy of
 Sciences to review regulatory agencies' risk as-
 sessments. A bill to accomplish this was intro-
 duced by Representative James Martin (R-North
 Carolina) and was viewed by the AIHC as a means
 of getting "statutory recognition of good science"
 and part of the AIHC's plan to "spearhead efforts
 to ensure distinction between risk assessment
 and risk management."25

 Representative Martin withdrew his bill in the
 spring of 1984. It had been criticized not only by
 environmental groups but also by professional or-
 ganizations such as the American Chemical Soci-
 ety and by prominent scientists. Epidemiologist
 Alice Whitmore, in an article in the Journal of the
 Society for Risk Analysis, argued that
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 attempts to view toxicant risk analysis as involv-
 ing two stages frisk assessment and risk manage-
 ment) with risk assessment relying on scientific
 activity and scientific judgment ... [was] ... an
 erroneous description of reality and an unattain-
 able goal for the regulatory process.26

 Her research suggested that values unavoidably
 enter virtually every aspect of risk analysis. Whit-
 more contended that

 creating a central authoritative panel of distin-
 guised scientists who will resolve on a case-by-
 case basis, complex or difficult issues for regula-
 tory agencies. . . would move the scientists from
 the frying pan into the fire ... [and] . . . would
 ensure that a scientist's values would drive the
 decision.27

 The potential danger of these boards and panels,
 especially in areas with pervasive uncertainties
 such as quantitative risk assessment, is that sci-
 entists alone will make decisions with important
 political and ethical implications for the protec-
 tion of human health. The question is whether
 scientists are the only ones that should be in-
 volved.

 One could argue that the most appropriate role
 for the scientists in this situation would be to
 self-consciously provide decisionmakers and the
 public with as much information as possible
 about the uncertainties in his or her work. Social
 scientists and ethicists could be involved in ana-
 lyzing which, if any, social, ethical and political
 implications flow from selecting one assumption,
 model or theory instead of another.

 This will mean that a new type of debate will
 be occurring in policy discussions, one which is
 more conscious of those places in the scientific
 process where non-scientific values play a role
 and hard political choices must be made. This
 will be to the benefit of science for it may avoid
 the spectacle of the dueling scientist and place
 the very difficult decision of degrees of protection
 and the acceptability of a risk into the political
 arena, where, in a democracy, it belongs.

 Appendix

 This appendix focuses on the choice, construc-
 tion, and evaluation of the research instrument. It
 also describes the sampling process and data anal-
 ysis techniques.

 The research instrument used was an interview
 pre-tested and conducted in person by the author.
 The decision to conduct interviews as opposed to
 a mailed questionnaire, and hence a larger sam-
 ple, was made primarily because of the sensitivity
 and relative newness of the subject matter under
 investigation, and because of a desire to have an
 explanatory richness difficult to obtain through
 the questionnaire process. Sensitive questions in-
 cluded probing institutional constraints and ethi-
 cal dilemmas which arise in the process of an oc-
 cupational health professional's job. In the case of
 issues which involved scientific uncertainty and/
 or controversy such as the existence of thresholds
 and the use of cost-benefit analysis, the interview
 format offered the potential for probing explana-
 tions and possibly a better understanding of the
 basis for attitudes.

 Over half of the interview items came from
 other studies of risk. The main source of these
 questions was from a study, "Risk in a Complex
 Society," conducted by the Louis Harris survey
 organization for Marsh and McLennan, Inc., the
 world's largest insurance broker. The survey, the
 most expensive ever conducted by the Harris or-
 ganization, was administered in 1980. A second
 source of questions came from a study, "Public
 and Worker Attitudes Toward Carcinogens and
 Cancer Risk," prepared for Shell Oil by Cam-
 bridge Reports.

 One hundred thirty-six randomly-selected, in-
 person interviews were conducted in the New
 York and Cincinnati metropolitan areas and the
 Research Triangle and Triad of North Carolina.
 All geographic areas contain a sufficient number
 of academic, government and industrial institu-
 tions to provide an adequate sampling frame.

 An effort was made to make the selection pro-
 cess replicable. Names were selected from the
 main professional organizations. For industrial
 hygienists, these groups included the American
 Industrial Hygiene Association (AIHA), the
 American Conference on Governmental and In-
 dustrial Hygienists (ACGIH), and the American
 Academy of Industrial Hygiene (AAIH). Within
 occupational medicine there is no one or even
 two organizations to which all physicians, regard-
 less of employment, belong. Physicians working
 for industry, but not for academia or the govern-
 ment, belong to the American Occupational Med-
 icine Association AOMNA). The industry sample,
 therefore, was drawn from the membership ros-
 ters of AOMNA. The department heads of univer-
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 sity-based occupational health programs supplied
 the names of academic physicians. Heads of gov-
 emment agencies likewise advised on govern-
 ment physicians.

 The sampling frame was defined by zip codes,
 stratified by institutional setting and profession
 (industrial hygiene or occupational medicine),
 and then randomly selected. In all but two catego-
 ries (industrial and academic physicians), the re-
 sponse from the initial postcard request ranged
 from 75% to 85%. Follow-up calls to physicians
 in industry and academia were successful in fill-
 ing quotas. These are unusually high response
 rates and can probably be attributed to the sa-
 lience of the topic and the specialized nature of the
 sample. Several respondents said that they were
 intrigued by the topic and felt that they could
 learn something from the interview. The sample
 was predominantly white (98%), male (88%) and
 Protestant (56%).

 The data analyzed was categorical (e.g., infor-
 mation measured on nominal or ordinal scales or
 grouped continuous data). Statistics used to ana-
 lyze the data included frequencies, chi-squares
 and weighted least-squares, an application of the
 general linear model to categorical data. In the
 weighted least-squares technique, one looks at
 variations in cell probabilities and models hypo-
 thetical regression lines for associations or inter-
 actions among variables. One uses the goodness-
 of-fit chi-square statistic to compare expected
 and observed frequencies, asking the question
 whether "the departures between observed and
 expected values . . [can] . . . reasonably be attrib-
 uted to chance or ... [whether] ... they are so
 large that the model itself seems wrong?"28

 Initial contingency tables showed extremely
 strong statistical significance between institu-
 tional affiliation and a wide variety of dependent
 variables. Methodologist Hubert Blalock feels
 that we may be saying "quite a bit when we can
 establish significance with small samples" be-
 cause small samples require a "much more strik-
 ing relationship in order to obtain significance."29

 In addition to institutional affiliation, controls
 were run for the following variables: age, region,
 religion and father's education. Age was the only
 variable which appeared to make a substantive
 difference on the effect of institutional affiliation.
 Age did not prove to be statistically significant in
 altering the effect of employment setting.

 An unanticipated result of doing personal inter-
 views was the opportunity, on a limited basis, to

 experiment with a more interactive questioning
 mode. In the last set of interviews, respondents
 were given the option of filling out the fixed choice
 questions themselves. This technique permitted
 more time for open-ended questions and probes.
 In at least six interviews involving research scien-
 tists, the interviewees were asked to reflect on
 the process by which he or she made a hazard
 determination and to identify those points in the
 process where professional and/or personal judg-
 ment, as opposed to scientific certainty, were in-
 volved. The interviewees seemed to welcome the
 opportunity to reflect on the research process.
 The role of the interviewer was to keep the re-
 spondent on as straight a path as possible and to
 question constantly the basis for decisions. This
 is a fruitful method to be used in research of this
 type.
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