
CHAPTER 2

Propaganda andDisinformation GoOnline

Miroslava Pavlíková, Barbora Šenkýřová, and Jakub Drmola

2.1 Introduction
What is the future of political propaganda? Is the future ‘now’? In
Ukraine, information warfare was made public, and a discussion about
new forms of propaganda dissemination subsequently appeared. Human
controlled accounts manipulating online content at the same time
emerged in the Russian–Ukrainian conflict. The so-called Kremlin trolls
tried to influence domestic as well as Ukrainian audiences in favour of the
Russian framing of the confrontation. The Ukrainian side, for its part, also
attempted to utilise the Internet as a non-kinetic weapon. The Ukraine
Information Army was founded by the Ministry of Information Policy as
an initiative aiming to fight the Russian trolls, and every Ukrainian citizen
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was able to become a member of the group, a tactic aimed at debunking
the disinformation spread by the trolls.

Another sign of the times as regards technology development and
propaganda usage was the 2016 US presidential election and the ensuing
allegations about Russian state interference. Russia conducted complex
influence operations with the use of cyberspace, where propaganda played
a significant role. A massive campaign of robotised accounts spreading
content hit social media. Precisely chosen target groups became the
objective of this upgrade to the Ukrainian Internet’s former Kremlin
trolls. Shortly thereafter, a scandal with the company Cambridge Analytica
appeared. After the Brexit referendum, it was revealed that the consulting
company had misused holes in the data protection of Facebook users
to produce micro-targeted political campaigns all around the world—
the company’s services had been hired by state actors on various levels.
What is more, we are now reading about the threat of the so-called deep-
fakes and their ability to perfectly deceive a target audience. Could future
propaganda and information manipulation like these examples decide
elections?

A new information environment, driven largely by the growth in the
Internet, is rapidly changing the economic, social, and political landscape.
Given the exponential growth in both Internet use and the availability
of news, it is no wonder this new form of communication brings new
tools and methods for media manipulation. The aim of this chapter is
therefore to introduce and describe changes in the information envi-
ronment and the newest tools and trends identified in the context
of information manipulation and propaganda at the beginning of the
twenty-first century. The technology of disinformation and propaganda
has been going through significant changes since the end of the Cold
War. Together with changes in society and the very meaning of infor-
mation, we could nowadays talk about an information society (Webster
2006), information economy (a society that produces more informa-
tion then goods) (Zhang 2017), or an information-centric society. The
societal changes have also applied to the security and military domain.
Although the importance of information dates to classic military theorists
like Sun Tzu, its connection with the rapid emergence of new technolo-
gies has profoundly changed the way conflict and war is waged. Terms
like information warfare or the weaponisation of information (see Toffler
and Toffler 1981) have become a vital part of today’s security and military
discourse.
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Sun Tzu would agree that information has always been an extremely
dangerous weapon. However, at the start of the twenty-first century,
we are witnessing very turbulent times due to high-speed technological
development and the expansionary potential of virtual space. The chapter
therefore begins with a reflection on the information environment and
the infosphere. The focus is put on the development of the information
environment, because that is the decisive factor affecting what tools can
be used and in what way information can be manipulated. The issues
related to the information environment and the efforts of countries to
protect it is illustrated by the cases of two undemocratic countries, China
and Russia. These countries are more prone to believe disinformation and
propaganda to be suitable parts of a toolset in the protection and promo-
tion of their interests, and efforts to control the information environment
go hand in hand with it. Through such examples we can demonstrate
the importance of the information environment (and its protection), and
also how far regimes can go in their obsession to control the flow of
information given the current circumstances. How different information
environments can work as well as how they can prevent the public from
being informed within a regime will be described, but also, conversely,
how they can openly spread information outside a regime.

The second part of the chapter is focused on technological disinforma-
tion and propaganda tools in online space. This part depicts the shift from
human-made trolling to bot activities and highly personalised, precisely
targeted, emotion-adaptive artificial intelligence. The following section
briefly confirms that it is not only actors with political or ideological goals
using disinformation and propaganda—a frequent motive for deploying
them is in fact profit. Another change observed in the context of online
disinformation and propaganda is that of businesses implementing manip-
ulative activities in political communication, as can be seen in the example
of the 2016 US presidential elections and Cambridge Analytica; and
let us not also forget the crucial role social media platforms, such as
Facebook, played as well. Technology companies will therefore be subse-
quently covered. In the final part, we move closer to the future, focusing
on deepfake technology, which can be seen as a future tool of new online
propaganda. Although deepfakes are a very new disinformation tech-
nology, we can already explore it through some examples (fake videos
of Barack Obama and Donald Trump, fake profile pictures on LinkedIn,
and the FaceApp data privacy case). Although deepfakes represent new
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technology, we argue that they mark the next step in the gradual profes-
sionalisation of information manipulation rather than a revolutionary new
phenomenon.

The aim of this chapter is not to provide readers with an exhaustive list
of ‘high-tech technologies’ but rather to point out the main directions of
modern propaganda and disinformation developments.

2.2 Information Environment
The key element all propaganda and disinformation are based on is
information. Since the development of technology such as radio and tele-
vision, the importance of information and its value has been changing.
In the 1950s, when television broadcasts entered the daily lives of people
in the developed world, the perception and need for new information
began to be a new requirement in their lives. The word information
(having Latin roots and a Greek origin) is used in two basic contexts:
the act of moulding the mind and the act of communicating knowledge
(Capurro and Hjørland 2005, 351). The action of informing, there-
fore, refers to the shaping of mind or character, education, and teaching
(Oxford English Dictionary). According to the OECD there are three
conceptions of information: information as knowledge, information as
economic activity, and information as technology (Godin 2008, 256). In
our chapter we will deal with all of these conceptions. As a society in
which information and information technology have a powerful influence
on everyday social life (OECD, A Framework document in Godin 2008,
268), we often use the term ‘information society’. Similar to informa-
tion itself, this concept is not clear and generally accepted. It is worth
pointing out here that one of the approaches to defining information
society is the fulfilment of these five criteria: technological (connected
with technology innovation since 1970), economic (in the context of
the information economy), occupational (informational work), spatial
(change in the organisation of time and space), and cultural (information
in everyday life—TV, emails, etc.) (Webster 2006, 8).1

The definition of information as it relates to the information economy
is ‘ grounded more in the production and exchange of information than

1According to Webster (2006, 8), there is also a sixth definition. However, ‘… its main
claim is not that there is more information today (there obviously is), but rather that the
character of information is such as to have transformed how we live’.
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physical goods’ (Mazarr et al. 2019, 3). Moreover, in some studies, infor-
mation society is used instead of information economy (Atik 1999, 121).
According to OECD information economy ‘refers to the implications of
information technologies on the economy, [and] on firms’ performance
(productivity, profitability, employment)’ (Godin 2008, 268). Godin’s
three conceptions here demonstrate that information and information
technologies are, today, the main commodities of international business.

The information environment, where all these processes take place, is
both a vaguely and complexly understood concept. Media and commu-
nication studies often use terms like ‘press system’, ‘media system’, and
‘mass communication system’. However, the way in which media systems
are constructed and developed is not homogenous (anymore). Moreover,
these concepts do not integrate all the actors and ways of interper-
sonal communication, which we can see today. Therefore, the concept
of information environment provides a better understanding of the ‘bat-
tleground’ where propaganda and disinformation fight for our attention
and affection. The information environment consists of three dimensions:
cognitive, informational, and physical (US Joint Chiefs of Staff 2006).
The information environment throughout most of the twentieth century
was one in which people could easily identify the place, time, and space
information was related to; however, this became more difficult (if not
impossible) with the advent of the Internet in the late 1980s. This shift
not only made it difficult for consumers to identify where and when infor-
mation was initially released, but even identifying the producer became
challenging. Another way of conceiving this change is that cyberspace
and social networks became intertwined with (or started overlapping) the
information environment (Porche et al. 2013, 12).

The integral part of the information environment is the infosphere.
Sometimes, these two terms are used synonymously. However, in our
view, these two concepts are more complex, and, therefore, we will define
the infosphere separately. The term was devised by Boulding in 1970.
He notes that ‘the infosphere then consists of inputs and outputs of
conversation, books, television, radio, speeches, church services, classes,
and lectures as well as information received from the physical world by
personal observation. … It is clearly a segment of the sociosphere in its
own right, and indeed it has considerable claim to dominate the other
segments. It can be argued that development of any kind is essentially
a learning process and that it is primarily dependent on a network of
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information flows’ (Martens 2015, 332). Similar to the information envi-
ronment, the infosphere used to be controlled by only a few television
channels and shows (Mazarr et al. 2019, 25). Regularly published news-
papers and the continuous broadcasting of radio and TV stations were
supplemented by the Internet, where access to the information is more
a question of the users’ will, deciding for themselves when and where
they wish to consume it. In these terms, and given the permanently
changing environment and society, infosphere could be defined as ‘the
ongoing process of producing, disseminating, and perceiving information
in a society, including media, data-based algorithmic processes, and infor-
mation exchange in networks’ (Mazarr et al. 2019, 7). In other words,
in today’s information environment, ‘the direct links between time and
place, on the one hand, and the individual as a producer and consumer
of the content, on the other hand, have long since disappeared’ (Brikše
2006). This shift has increased the space and possibilities for the produc-
tion of media manipulation. This also applies to the infosphere, whose
challenges we will discuss later.

In the context of today’s information environment, cyberspace, which
is essential but difficult to define, is often mentioned. The word
cyberspace was first used by writer William Gibson in 1982 in the short
story ‘Burning Chrome’. In the absence of a widely accepted definition of
cyberspace, each sector defines the term in accordance with its own needs.
In recent years, however, there has been a trend to call everything related
to networks and computers ‘cybernetic’ (Lorents and Ottis 2010). In
addition to the Internet and computer networks, we also include telecom-
munication networks, embedded processors, and drivers in cyberspace.
For example, Lorents and Ottis (2010) attempted to create a general defi-
nition of cyberspace as a virtual world which would be valid in all sectors.
According to them, cyberspace represents a time-dependent set of inter-
connected information systems and human users interacting with these
systems. Although cyberspace is independent of geographical boundaries,
it falls within the jurisdiction of a state located in that territory. However,
even this division is unclear and legally difficult to grasp, as will be shown
later in this chapter. At the same time, it makes it challenging to enforce
legal offences and crimes committed by individual users in cyberspace.

State and non-state actors endeavour to protect their cyberspace. These
efforts, called cybersecurity, can be represented by the concepts of IT
security and electronic information system security. There are de facto
two approaches to cybersecurity as a discipline: the technical and social
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science approaches. The first deals mainly with the practical side—the
actual repelling of cyber attacks, their analysis, the implementation of
technically oriented security solutions, and more, i.e. the logical and phys-
ical layer of cyberspace—while the latter explores the social layer of the
problem.

Because information technology is hugely dynamic, attackers are
continually inventing new techniques of malicious activity. Those that
were up to date five years ago appear to be outdated today and have been
replaced by more sophisticated methods. This development in cyberspace
requires flexible responses from the security community. Knowing the
source of the attacks is more important than knowing the attack tech-
nique. Although cyber threat techniques change over time, the actors
usually remain the same (Secureworks 2017).

2.3 Challenges in Today’s
Information Environment

As the technology developed (through the spread of different broadcast
methods), so too did the infosphere change. Nowadays, the infosphere
could be characterised by many (not only) new problematic trends,
including ‘the fragmentation of authority, the rise of silos of belief, and a
persistent trolling ethic of cynical and aggressive harassment in the name
of an amorphous social dissent’ (Mazarr et al. 2019, 2). It means that
today the infosphere is determined by:

• networked dynamics and the role of viral spread of information
• broad-based sensationalism in news and other media
• fragmentation of the infosphere
• concentration of information platforms
• the effect of self-reinforcing echo chambers
• the role of influencers
• the emergence of a ‘trolling ethic’ on the Internet
• the explosive growth of data collection on individuals and groups.
(Mazarr et al. 2019, 19)

All of these characteristics influence how the information environment
is perceived and could indicate the main future challenges (largely in the
context of online propaganda, cyber attacks, and information warfare). In
what follows, we will focus on examples of how state or non-state actors
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react to changes in the infosphere by controlling the information envi-
ronment. However, the main challenges will be the new tools used in the
current information environment. This approach is called hostile social
manipulation, and it uses techniques like trolling or deepfake learning.

The Internet, its development, and its expansion is generally tied to
freedom of speech (see Chapter 4) and the process of democratisation
(Whitehead 2002; Grugel and Bishop 2013). Take, for example, the
significant role it played in the events surrounding the Arab Spring (see
Wolfsfeld et al. 2013; Khondker 2011). However, together with Internet
development and information dissemination, the tendency towards infor-
mation control has grown as well. Nondemocratic actors appear nervous
due to the flow of information, which is almost impossible to stop given
the ease of accessibility. They are afraid of an erosion in their political
power and, therefore, search for methods of controlling the situation as
much as possible—via censorship or manipulation. An example of these
tendencies is the contemporary absence of visible political changes in
authoritarian regimes, which indicates that Internet censorship helps these
regimes consolidate (Tang and Huhe 2020, 143).

Such a situation is evident in China, where the Internet is censored,
monopolised by the state, and filled with manipulative content (see
Freedom House Report: China, 2018). Starting in 1997, when the
Internet began to be widely used in China, the government passed
laws and regulations providing control over ownership connected with
all Internet services and media, Internet content, and all behaviour on
the Internet (Lu and Zhao 2018, 3297; Thim 2017). Later, in 2014, a
new Office of the Central Leading Group for Cyberspace Affairs (CAC),
controlled by the General Secretary of the Communist Party of China,
was established. This office controls the regulation of the Internet with
its justification being cybersecurity (Lu and Zhao 2018, 3297). In 2016,
China passed the so-called Cybersecurity Law, which strengthens the role
of the state in cyberspace and emphasises security over freedom of speech
(Qi et al. 2018).

Internet regulation in China is layered in three levels (King et al. 2013,
3). The first is the Great Firewall of China, meaning the specific infor-
mation environment in which only some websites are allowed. In fact,
it means most foreign websites are blocked. This censorship does not
allow people to be in connection with people or media from outside of
China. The second type is keyword blocking, which makes publishing
a text (whether on websites or social media) impossible when a user
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writes banned words or phrases. The third level can be called ‘hand
censoring’, and, unlike the previous two types, this one is employed after
the publication of information. While the first two methods of censor-
ship are automatic or technical, the latter is carried out by people; there
are thousands of censors reading, marking, and prohibiting content on
the Internet. A special type of hand censor is people focusing on content
production. One of the known examples is the so-called 50 Cent Army
of Chinese Internet trolls. They are paid by the government to write
comments favouring the Chinese communist regime (Farrell 2016).

Despite its geographical distance, China’s operation within the infor-
mation environment can constitute a threat to the Euro-Atlantic space.
Today, discussions about new, fifth-generation information infrastructure
(5G) and its provision in Europe and the United States are occurring. The
affair became prominent in 2019 when a Pentagon report dedicated to
5G infrastructure mentioned the security risk connected with the Chinese
intelligence community (mainly the company Huawei). Based on this
report, Huawei was placed on an entity list which prohibited American
companies from selling their goods to them (without special government
permission). The risks resulting from a 5G network were discussed by
many governments in Europe as well—especially in the context of national
security. Since Huawei is tied to the Chinese regime, there is concern
about its approach to the information environment (see Chapter 7 for
the example of the Czech Republic). The distrust originates mostly from
the strong connection between the Chinese government (especially secret
services) and technology providers such as Huawei or ZET. There is
apprehension over China’s potential use of the 5G network for influence
operations. However, despite evident pressure, Huawei still cooperates
and has signed contracts to supply 5G in many countries (Segev et al.
2019).

Besides China, Internet censorship and content adjustments also occur
in Syria, India (Steen-Thornhammar 2012, 227–228), North Korea,
Cuba (Cheng et al. 2010), and Russia. Cuba and North Korea use the
mosquito-net model whereby the governments support the inflow of
foreign investment (even in the IT business), but they block the inflow
of foreign values, ideas, and culture (Cheng et al. 2010, 660). In North
Korea, access to the Internet is limited and available only to elites (Cheng
et al. 2010, 650).

The Russian approach is characterised instead by censorship and intim-
idation rather than limited access (Maréchal 2017, 31). However, Russia
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does have its liberal loopholes—the development of RuNet, the Russian-
language community on the Internet, was from the beginning mainly
about academic sharing and development (Bowles 2006). Nonetheless,
it still attempts to widen its Internet environment surveillance. The new
Russian information policy is notably connected with the start of the
2010s and the accumulation of power into Vladimir Putin’s hands.

State-controlled communication providers have a significant role in
Russia, which allows the state, through its secret services, to have easy
access to Internet traffic (Freedom House Report: Russia, 2014). The
legislature is also a powerful tool in Internet regulation (see legisla-
tive measure No. 428884-6, the so-called Bloggers Law; legislative
measure No. 553424-6 about data storage; or a legislative measure
No. 89417-6 2012 concerning children’s protection against malicious
Internet content). All these legal measures have attempted or enabled
the state to better control Internet content, its regulation, and repression
against dissent. Moreover, the laws are flexible in their application and
can target a wide spectrum of subjects unfavourable to the regime.

The specificity of the emerging form of RuNet lies in its strong ties
with the government and its relation to the Russian national identity.
RuNet has been defined as ‘a totality of information, communica-
tions, and activities which occur on the Internet, mostly in the Russian
language, no matter where resources and users are physically located, and
which are somehow linked to Russian culture and Russian cultural iden-
tity’ (Gorny 2009 in Ristolainen 2017, 118). The idea of RuNet and the
isolation of the Internet in the Russian context is connected with the idea
of Russian sovereign space and challenges to the ‘US dominated world’
(Ristolainen 2017, 124). Tensions between Russia and the West (repre-
sented especially by NATO and the United States) started to deepen,
with a peak during the Ukraine crisis and the 2016 US presidential elec-
tion interference. On 12 May 2019, a bill was adopted which confirmed
the control and isolation of the Russian language Internet space from the
rest of the Internet as of 2020 (The Moscow Times 2019).

The Russian approach to Internet regulation and online propaganda
can be described through the concept of hybrid warfare. Russia uses
advantages in the information environment because the low price and
simplicity make it available. Instead of regular warfare, it builds on
irregularity to counterweigh possible asymmetry in confrontation.

Control over the information environment has multiple benefits for
undemocratic regimes. First of all, there are the economic reasons. The
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Internet and its development are crucial for the economic develop-
ment of a country, which might be the main legitimating factor for
authoritarian countries (Kalathil and Boas 2003, 144). However, for
modern strategic communication, in order to control the minds and opin-
ions of citizens and, therefore, support for the regime’s fundamentals,
it is important to control and censor the Internet. As examples from
Russia and China show, it is easier to establish a sovereign informa-
tion environment for all of these variables. Jiang (2010, 72–73) offers a
theoretical explanation called ‘authoritarian informationalism’. It is based
on Internet development and regulatory model. Individual responsibil-
ities are emphasised over individual rights; maximum economic benefit
and minimal political risk for the one-party state are also stressed. Jiang
explains the concept through the Chinese case. Authoritarian informa-
tionalism in China combines elements of capitalism, authoritarianism,
and Confucianism (Jiang 2010, 82). Jiang further claims that author-
itarian informationalism describes the future reality of its information
environment because it is based not only on extending control but also
on enhancing its legitimacy (mainly based on trust in government and
economic success).

These characteristics pertaining especially to authoritarian countries
have produced new threats for the democratic world as well as their own
civilians. The authoritarian regimes tend to control their own informa-
tion environment inside the country and, at the same time, interfere in
the outside environment so as to reduce the power of information which
might be endangering the regime and running against its interests. In
the following sections, the latest technological tools and tactics of propa-
ganda and manipulation will be approached. They are the tools used to
control and manipulate the information environment. What looked like
science fiction in the 1970s has become a reality today or will in a few
years’ time.

2.4 From Trolls to Bots
In 2015, there was an article called ‘The Agency’ published in the
New York Times (Chen 2015). This occurrence could mark the moment
interest began in the new wave of Internet propaganda, especially for
the Western world. The article by Chen presented the wider public with
the existence of the so-called Kremlin trolls and their organisation. ‘The
Agency’, believed to be linked to Putin’s administration, refers to one
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of the first publicly known ‘troll farms’ (Financial Times 2019). This
one, located in St. Petersburg, Russia, was employing mostly young
Russians who were uninterested in politics. As part of their job descrip-
tion, they were supposed to spread propaganda regarding the ongoing
Russia–Ukrainian conflict without any personal interest.

This agency represents a new tool of propaganda strictly linked to the
online world: trolls . With advantages for propagandists and disadvantages
for receivers, trolls, sometimes referred to as hybrid trolls (Hannah 2018),
are persons who aim to spread or destroy a particular narrative. Their
primary role is to dominate the discussion on social media or in discus-
sion forums; to overwhelm it with various contributions, often not even
related to the topic of discussion; and to vulgarly offend opponents’ opin-
ions and discourage them from further discussion using these practices
(for a larger explanation of the term and its role in cyberspace, see Nycyk
2017). In this case, trolls are acting as a force multiplier for driving home
Russian messages (Giles 2016, 9). As leaked documents proved, paid trolls
from St. Petersburg received worksheets every day with indications of the
topics they should cover and discourse they should use.

The story of trolls from St. Petersburg is connected to an inconspic-
uous administrative building in the area of Olgino where mostly young
people without any significant political stance work basically as copy-
writers. However, the content they were producing was strictly oriented
to the framing of the ongoing political situation in Russia and Ukraine.
This is in marked contrast to what would be seen three years later when
trolls with the same background conducted sophisticated complex influ-
ence operations, including classical trolling, fake website making, local
news outlet impersonation, cooperation with Russia’s military service
(StopFake 2019), and the production of micro-targeted campaigns.

Besides the Ukraine conflict, the troll’s operations were spotted in
the Baltics a few months later—according to research from the NATO
StratCom Centre of Excellence, the activities of the St. Petersburg troll
farm were evident in Latvia (Spruds et al. 2016). Finnish investigative
journalist Jessikka Aro also revealed2 Kremlin troll activities in Finland,
which helped to publicise the issue; however, her investigation also
resulted in massive cyberbullying directed towards her (Aro 2016; Rose
2019).

2Aro’s case went even further. The most aggressive trolls/cyberbullies ended up in
Finnish court, and three people were consequently sentenced (Staudenmaier 2018).
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What might have seemed like regional information operations evolved
into a supranational conflict and propaganda campaign. St. Petersburg’s
trolls became known by its official business name, the Internet Research
Agency (IRA). The IRA was found to have interfered in the 2016 US
presidential election (US Department of Justice 2019), but Howard et al.
(2018) noticed that the targeting of US society by the IRA had begun
much earlier. Engagement of IRA trolls was further proved in the 2016
Brexit referendum campaign (Bastos and Mercea 2018; Field and Wright
2018) as well as in the 2017 German general election and the debate
which followed a mosque shooting in Canada (Al-Rawi and Jiwani 2019).
The Kremlin trolls’ interference in the US election demonstrated just how
sophisticated this form of online propaganda could be, and how its oper-
ational abilities, scope, and intensity are growing (Inkster 2016; Badawy
et al. 2019; Kreiss 2019).

The trolls had been covering a wide range of topics, mostly with the
potential to divide public society. To illustrate, they massively covered
topics connected to black American culture as well as veterans’ issues
and gun rights in the US election campaign. Targeted groups were
sometimes contradictory, such as covering anti-refugee as well as pro-
immigration reform content, yet they were deliberately selected with a
focus on message receptivity (Yonder 2018; Howard et al. 2018). The
case illustrates one of the main characteristics of these online informa-
tion operations: the sowing of uncertainty, chaos, and the fragmentation
and polarisation of society, as opposed to the propagation of a particular
ideology.

As demonstrated above, the issue of trolls is closely tied to pro-
Kremlin individuals and groups in European discussions, because these are
the most active propaganda actors influencing the Euro-Atlantic region.
However, we can identify many other organised groups of trolls all around
the world, for example, the above-mentioned Chinese 50 Cent Army
producing content for its own citizens to support the regime (see Farrell
2016). During the Brexit referendum, it was not only Russian trolls who
interfered, Iranian trolls operating on Twitter took part as well (Field and
Wright 2018). In 2018, Twitter and Facebook shut down hundreds of
fake accounts of Iranian government origin. The trolls promoted Iranian
political interests focusing on anti-Saudi, anti-Israeli, and pro-Palestinian
themes as well as topics targeting US politics (Titcomb 2018). Trolling
groups have even emerged in Europe. One example is the extreme-
right group Reconquista Germanica, focusing on German politics and
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sympathising with the far-right party Alternative for Germany (Ebner
2018).

The emergence of troll campaigns was not expected, and, in the begin-
ning, shared content could have been easily confused with real users
blogging. Yet, while the phenomena of online troll activities have been
recently unveiled, their tactics have already developed, and their sophis-
tication is growing. The evolution of trolling has not been restricted
to only geographic expansion and better targeting, its robotisation and
automatisation is also taking place.

Automated propaganda or robotic propaganda is based on the activ-
ities of bots—programmes automatically producing content that should
look like that of real users, interact with humans online, and produce
manipulative content on social media, especially on Twitter, Facebook,
and Instagram (see The Computational Propaganda Project 2016; Gorwa
and Guilbeault 2018; Nimmo 2019). Originally, they were used as a
supplementary tool for trolls, with bots spreading the content produced
by trolls and genuine pro-government users.

Low costs, availability, and scaling through automatisation (Woolley
and Howard 2016, 7) have shown that bots alone can help governments,
political parties, or other interest groups to manipulate an audience’s
opinions. Naturally, the main difference between trolls and bots lies in
bots’ ability to coordinate tweeting about the same issue thousands upon
thousands of times a day (see Gorwa and Guilbeault 2018, 10). In many
examples, the programmers who deploy bots work as pure mercenaries.
They are ideologically apolitical and motivated strictly by money (Woolley
and Howard 2016, 10).

By using online bots, propaganda can produce the impression of a
strong grassroots campaign and, therefore, attract new supporters or
encourage higher activity among existing ones—a practice called astro-
turfing (see Zhang et al. 2013; Spruds et al. 2016; Kollanyi et al.
2016). Twitter represents an ideal platform for this strategy; a large
amount of bots and real users were actively in favour of Donald Trump’s
and Hillary Clinton’s Twitter campaigns (with hashtags ‘#MAGA’ and
‘#ImWithHer’) as well as the Brexit referendum. Through a high
frequency of tweeting and coordinated activity, bots are able to shift
and distort ‘trending’ topics, messages, and posts with hashtags. It is
usual for bots to ‘hijack’ hashtags. Popular and trending hashtags are
exploited with the intention of getting more visibility and attention even
though the content shared by bots does not have to be connected to
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the topic of a hashtag anyhow (Woolley and Guilbeault 2017). Take, for
example, the coordinated hijacking of Twitter hashtags during the 2017
Florida high school shooting. Trending hashtags like #NRA, #shooting,
#Nikolas, #Florida, and #teacher were hijacked by political bots, mostly
originating in Russia (Frenkel and Wakabayashi 2018).

Bots are also reusable. Sleeping botnets, a system of bots, can be
inactive or focused on non-political spamming for sometime. When it
is needed, they can be activated to spread political and manipulative
content. Therefore, one group of bots can be used during multiple
political campaigns by different actors with various ideologies (Neudert
2017). Besides that mentioned above, bots are deployed as part of various
strategies to manipulate opinion. They can also maintain coordinated
intimidation, participate in surveillance against citizens or regime oppo-
nents (Pavlíková and Mareš 2018), help block certain content through
coordinated complaints to providers, or be used as a tool for search engine
optimisation (SEO) (Zhdanova and Orlova 2019, 53–54).

Troll and bot activities spreading particular narratives should not all be
perceived as strictly directed by governments. The specificity of contem-
porary online propaganda is its participatory character (see Wanless and
Berk 2017); there is, besides attempts to manipulate audiences, the
co-option of members from this audience to active engagement in propa-
ganda too. Manipulation by trolls and bots is also used by political parties
or individual politicians, particularly during election campaigns.

Bot activities can be massively enhanced by new technologies based on
artificial intelligence (AI). The Atlantic Council defines this phenomenon
as the integration of artificial intelligence into machine-driven commu-
nication tools for use in propaganda—MADCOM (Chessen 2017).
MADCOM uses machine learning, deep learning, and chatbots. When
machine learning is combined with big data, a very powerful propaganda
tool emerges (Chessen 2017). Campaigns become highly personalised
based on information about recipients’ activities in virtual space and
information shared in virtual space about family, friends, political prefer-
ences, demographic data, and hobbies and, therefore, precisely targeting
people’s individual characters and, what is more, precisely targeting
vulnerabilities and detecting emotions in real time. These sophisticated
technologies, when linked to private companies willing to be hired by
governments, parties, or even individuals, may bring radical inputs into
decision-making processes or voter behaviour.
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2.5 Blurring the Lines
Between Politics and Business

In the information society, boundaries between politics and business
are being blurred. The line between public relations and propaganda
has always been rather fuzzy and their development has been closely
connected for at least a century (see Bernays 1928). In this chapter we
will introduce how the strategies and technologies more recently devel-
oped by the business sector are now also used by political manipulators
while, simultaneously, propaganda has become a profitable business. This
can be considered a typical trait of an information society and economy, as
detailed earlier in this chapter, in which information is the primary busi-
ness commodity and source of power and political influence. In this sense,
just as the information and information technologies became valuable for
business, they also became valuable to political competition. At present,
developed countries face a problematic lack of political programmes and
political values, e.g. populism is on the rise. At the same time, traditional
means of political competition (such as distinct values and ideologies)
are today becoming increasingly supplemented (or even displaced in
some cases, one might argue) by business-powered influence campaigns.
Crucially, technological proliferation and the resultant data accumulation
is enabling these efforts, both in terms of their large scale and also precise
targeting.

The Internet Research Agency (IRA), originally a hybrid between a
private subject and a state-controlled organisation, once again provides
an example. At some point, it gradually shifted from the use of trolls to
more precise information campaigns based on accurate group targeting,
which has been more typical for business. As analysis of the US election
interference shows, the IRA was thoughtfully focusing on segments of
social media users based on race, ethnicity, and geographical division, and
it ran multiple ad campaigns targeting different groups (Howard et al.
2019). Its strategy had two stages. The first was focused on the narra-
tives of a specific group as a clickbait strategy to drive traffic to the IRA’s
pages. The second was to manipulate the audience by posting content to
these pages (Howard et al. 2019, 18–19). The case of the IRA empha-
sises complexity and level of online manipulation threats which lie at the
border between state propaganda and the business model, merging both
and learning from each.
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There is also a growing trend today of cyber troops being deployed
primarily as a tool of mass (yet targeted) influence. The character of bots,
their reusability and effectivity, has led to the formation of IT propaganda
mercenaries. Woolley and Howard (2018, 10) mention programmers who
deploy bots for hire and who are purely money-oriented, without any
political affiliation. These can be equally deployed to influence potential
customers as much as potential voters.

Besides cyber mercenaries, there are whole companies participating
in online political manipulation (without connection to a government
as it was with the IRA). An example from the Brexit campaign shows
that big companies can be powerful in opinion-forming and can lead
to huge political consequences. New technologies using micro-targeting,
machine learning, deep learning, and big data—mostly from social media
providers with weak user data security—are able to manipulate opin-
ions to advance ideological viewpoints (Neudert 2017). Connections
between campaigners for leaving the European Union and the compa-
nies Cambridge Analytica and Aggregate IQ doing ‘psychological warfare’
(Cadwalladr and Townsend 2018) formed the opinions of Britons during
the Brexit referendum.

Cambridge Analytica promoted itself as a hi-tech consultant using
data to micro-target population groups with precisely designed messages.
However, according to accusations, the company harvested the data of
50 million Facebook users to set up the campaign (Cadwalladr and
Graham-Harrison 2018). Christopher Wylie, a former employee and
whistle-blower, later stated that the company ‘exploited Facebook to
harvest millions of people’s profiles. And built models to exploit what
[Cambridge Analytica] knew about them and target their inner demons’
(ibid.). While political actors have been hiring private businesses for public
relations for decades, these micro-targeting propaganda campaigns, which
have proven especially effective at manipulating a targeted audience, have
only been enabled by for-profit technologies deployed exclusively by busi-
ness actors since they require some form of access to massive amounts of
private customer and/or user data in order to operate.

Cambridge Analytica did not operate only in the United Kingdom but
in many other countries during important elections, mostly in Africa or
the United States (Solomon 2018). However, the example of the Brexit
referendum campaign and its consequences emphasises the scope of the
overlap between politics and business. Moreover, this internal form of
propaganda took place in a democratic state. It emphasises that two
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cherished attributes of democracies—freedom of speech and economic
freedom—can also make them more vulnerable.3

2.6 Deepfake as a Future
Tool of Online Propaganda?

The Internet offers a platform to anonymously spread manipulative
content which—through use of new dissemination technologies—is so
easy that anybody is able to produce it. Depersonalised and anonymous
accounts can enable and amplify their hostile messaging. What has always
been challenging for manipulation was the credibility and trustworthiness
of the information. Nevertheless, with new forms of manipulation tech-
niques and new technologies, including artificial intelligence, this issue
seems likely to be overcome very soon. In 2017, a new tool usable
for propaganda was made available: the so-called ‘deepfake’ (see Parkin
2019). The reason why this new phenomenon came to be studied was
the introduction of new deep learning technology. As one of its uses,
this technology could alter and replace the faces of people in videos with
believable results. Even more importantly, it is no longer an exclusive tool
of IT engineers and enthusiasts, but a tool that is becoming available to
the wider public.

The deepfake is a combination of two expressions: deep learning
(a product of artificial intelligence) and fake news (false content, see
Chapter 1). The term refers to false audiovisual content generated by
artificial intelligence which is so credible that the average viewer is unable
to recognise it as a product of artificial intelligence or falsified content
(Chesney and Citron 2018a). Software using modern deep learning
technology combs through a large amount of data (videos, images, or
audio tracks), analyses them, and over time learns to recognise regu-
larities, such as intonation, facial expressions, voice colour, or gestures.
These AI systems have two elements: generator and discriminator. The
basic function of the generator might be to create a new video—a fake
video clip. Thereafter, the discriminator is asked to test if the video is
real or fake. Based on the discriminator’s evaluation, which identifies
what the fake parts are, the generator learns what to avoid in the next

3Naturally, online internal state propaganda in nondemocratic regimes takes different
forms. Botsman (in: Jiang and King-wa 2018) describes Beijing’s propaganda as ‘Big data
meets Big brother’ (plus Big profit).
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video clip. When a generator produces an acceptable level of output, the
videos are again ‘fed’ to the discriminator. The process is repeated so
the generator gets better at creating videos and the discriminator gets
better at analysing them. These two parts of the system are also called
a generative adversarial network (GAN) (Yuzeun and Lyu 2018, 47;
Robinson 2018, 18; What Is It 2019, n.d.; Giles et al. 2019).

While discussing deepfakes, many people might be familiar with the
‘face swap’, as an example, when the face of another person who does not
initially appear in a video is added into the scene replacing someone else.
It is a simpler method of creating this type of fake video, and it is widely
used in pornographic content. However, what is possible by using deep
learning technology and what is correctly indicated as a deepfake is the
generation of custom content based on the analysis of accumulated data
(as opposed to simply swapping two pieces of pre-existing content). This
type is not only more sophisticated but also represents a greater secu-
rity threat because, with sufficient data, it can realistically simulate any
expression of any person (e.g. influential politicians).

The first huge scandal connected with deepfake technology was the
distribution of pornographic videos with faces of celebrities like Gal Gadot
or Emma Watson, who were not involved in the production (Chesney and
Citron 2018b; What Is It 2019, n.d.). The fake or manipulated videos and
photoshopped stills are there for decades and more are being produced
all the time. With the expansion of social media, which provides perfect
source material to train the algorithms, there are numerous examples of
fake photos and fake videos which could affect the security and well-being
of celebrities and citizens alike.

Among the most famous examples of a fake video (which started the
public discussion about deepfake) is a ‘phone call’ between Barack Obama
and Donald Trump. In 2016, NBC’s The Tonight Show aired a scene
featuring Jimmy Fallon dressed up as Donald Trump and on a phone call
with Dion Flynn, who was dressed up as Barack Obama. This scene was
remade in 2019 when a similar video was uploaded onto YouTube by a
user called James. This time, however, the video was created through the
deep machine learning model and viewers had the impression of watching
the real faces of Donald Trump and Barack Obama. Their gestures and
voices were almost indistinguishable from those of the real presidents
(Parkin 2019). Along with the increasing quality of deepfake videos comes
a growing concern that the abuse of such a tool will lead to attacks on
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politicians, which could be especially harmful during elections. Danger
arises from the fact that today, there is no readily available software which
could quickly and reliably detect these videos as fake (Schellmann 2017).

However, deepfake technologies are not just videos. Another use
of the technology was demonstrated in the case of a fake Kate Jones
LinkedIn profile photo. Jones’ profile differed from ‘ordinary’ fakes in
many ways—style, precision of the profile, but mainly in the use of
deepfake technology. Instead of a copy of a photograph or a stolen photo-
graph from a real person, Jones’ fake profile used a unique photo, which
was a computer-generated artefact made by machine learning algorithms.
This made it more difficult for real LinkedIn users to recognise that the
account was fake and many of them accepted the connection requests
from Jones. Requests were accepted even by the US Defence Attaché
to Moscow, a top-ranking US State Departmental official,4 and other
professionals (Giles et al. 2019, 4–5). The profile was detected as fake
in June 2019, three months after its creation. The purpose of the fake
profile as well as its creators remain unknown. This ‘faked authenticity’
is a cause for concern, as the erosion of standard and easily accessible
methods for verifying accounts (such as reverse-searching the photos)
makes distinguishing fake profiles from real ones more difficult.

Another tool connected with deepfake threats in 2019 was the appli-
cation FaceApp. The app is based on AI algorithms that can swap faces in
videos. FaceApp shows that using tools employing artificial intelligence
can be so simple that anyone can do so using a smartphone. It does
not need any sophisticated hardware systems or a team of specialists and
experts. In addition to funny videos, the app can be used to produce
fake videos (Dickson 2018). Another threat FaceApp presents lies in the
data privacy field. In 2019, when celebrities posted their photos gener-
ated by this app on social media, starting the ‘FaceApp challenge’, the
app became famous and widespread among dozens of millions of users.
As it turned out later, the company responsible for the app came from
Russia, and the app’s privacy policy is unclear; users do not know if the
company is collecting their data or selling it to third parties, or possibly
harvesting their data to train even better deep learning algorithms for
future deployment. Moreover, this type of application could be a tool for

4Authors of the research did not mention the names of officers.
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the future politically oriented goals of some organisations (see Wondracz
2019; Libby 2019). With the company based in Russia and in the context
of information warfare, the case is more relevant—a US investigation into
the app and its data handling was started in July 2019 (Wondracz 2019).

Deepfake technology is also not focused exclusively on visual content.
A necessary part of any (video) content is the sound as well, and it is
even easier to manipulate audio than video. Two of the main projects
dealing with deepfake technology in the audio environment include ‘Pro-
ject VoCo’ created by Adobe, which is nicknamed ‘Photoshop for Audio’
(Wardle and Derakhshan 2017, 76), and the second is the widespread
tool Lyrebird, which is focused on deep learning and neural networks and
is used to synthesise the human voice (Dickson 2018). Lyrebird repre-
sents another example of an easy-to-use app; it needs just a one-minute
recording to start imitating the voice of a person.

To conclude, based on the aforementioned research and the exam-
ples, there is a growing threat to many institutions, organisations, and
other interests, as well as to society as a whole. What follows is an intro-
duction to the main threats facing these groups separately, although it
is important to state that each threat for one group is connected with
the consequences facing another. From the view of government, deep-
fakes present multiple dangers. One is in military and national security:
deepfake technology could generate false instructions and orders. From
this perspective, deepfakes could be used as a form of disinformation
supporting strategic, operational, and even tactical deception (Giles et al.
2019, 14; Chesney and Citron 2018b, 1783). At the same time, deepfake
technology could support disinformation connected with the credibility of
military services or intelligence agencies. Besides existing disinformation,
which attempts to change real events (for example, Russia’s informa-
tion warfare), deepfake technologies could produce disinformation or
authentic-looking news about an event which did not happen (or has
yet not happened), for example, an attack against civilians in Iraq (Giles
et al. 2019, 15; Chesney and Citron 2018b, 1783; Westerlund 2019,
40). All of these events could thus have consequences internationally—in
international relations and diplomacy.

Moreover, deepfakes could also have an impact on democracy and
trust in information spread by media and social media. For democracy,
this manifests mainly in terms of elections (fake and manipulative political
campaigns created by deepfake technology), the credibility of politicians
(as was illustrated in the case of Obama), or the credibility of institutions
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(attacks against judges, policemen, etc.). Another threat to democracy is
connected with credibility and trust in media. Deepfake technology causes
challenges not only for citizens in recognising what is real and what is
fake, but also for journalists (for example, which eyewitness videos are
real) (Chesney and Citron 2018b, 1779; CNN 2019, n.d.; Westerlund
2019, 42). The distrust could be even more dangerous than the deep-
fake itself. This distrust in media, news, and information can be called an
‘information apocalypse’ or ‘reality apathy’ (Westerlund 2019, 43).

For companies, the main threats are connected with credibility and
privacy, mainly as it concerns transparency and data privacy. There are
also dangers that some deepfakes will initiate fatal decisions based on
totally false information (fake news, fake voice mails, etc.) which seems to
be real. The threat of credibility is mainly connected with reputation (of
companies or their leaders), which could be very easily damaged by deep-
fake technology (for example, by some fake impropriety videos). Another
threat is connected with the manipulation of the market or manipulation
of the decision-making process. Deepfake technologies could produce
records which could be used for blackmailing or which would cause panic
on the market (for example, news about a bankruptcy, etc.) (Westerlund
2019, 43).

For individuals, the first possible implication is anyone could be the
target of manipulation, abuse, blackmailing, and so forth; this risk is
higher for people who are celebrities, politicians, and the like. The second
implication is that all content produced by us could be used as input
for the creation of a deepfake (Giles et al. 2019, 17). This point is then
connected with privacy and data protection. In connection with individ-
uals, we also could point out that deepfake technology could be easily
used in the abuse of children by child predators (Westerlund 2019, 43)
or cause a public panic.

It is impossible to mention all the possible threats deepfake technology
poses as the list is unlimited, but it is a real threat to the entirety of society.
It is obvious that everyone is potentially a target of deepfake products,
and, based on this, there are many challenges for researchers, politicians,
and other experts to face. One of the challenges will be in the legal
context of data privacy, data protection, and so forth. Another will be
for IT experts to find tools for the detection and recognition of deepfake
content (see Fraga-Lamas and Fernández-Caramés 2019; Nelson et al.
2020). And, last but not least, is a challenge not only connected with
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deepfake recognition but also with other kinds of information manip-
ulation: increasing the public’s media literacy (Parkin 2019). However,
it is important to note, that these threats stemming from deepfakes are
not really novel. All the negative impacts on various institutions and
parts of the society already exist and are posed by ‘old’ forms of faked
content: primarily text and pictures. Deepfakes are simply expanding this
to videos as well by making it so much easier to produce them. Just
as it was possible to create doctored images long before using Photo-
shop and similar software, it was possible to create doctored videos
before the advent of deepfakes. However, these technologies do make
it massively easier, which leads to greater proliferation and production of
such content. Whereas in previous decades manipulated videos were quite
rare, in the coming decades they will probably become commonplace. The
volume itself will become a problem. This prevalence will probably further
erode public trust in information, making it easier for anyone seeking to
destabilise and undermine society through the use of propaganda and
information warfare.

2.7 Summary
The evolution of manipulative propaganda techniques goes hand in hand
with technological development. With propaganda’s ‘going online’, it
uses voluntary as well as paid cyber troops, backed by the state and
business, and primitive as well as sophisticated tools. Online propaganda
manipulates people’s behaviour in both nondemocratic and democratic
countries. In nondemocratic regimes, the aim is to influence citizens and
strengthen the regime. However, such countries can also have offensive
aspirations against other state actors. As Russia’s recent activities have
shown, online propaganda and manipulation can be an important tool
in power confrontation.

The current trends of modern online disinformation and propaganda
activities were presented in this chapter from different perspectives. First
was a focus on the information environment in the context of propa-
ganda usage. New trends in nondemocracies, widened through the lens
of the Russian example, were introduced. In Russia, the restriction of the
Internet is still evolving. As mentioned, the newest example is RuNet, an
isolated environment as of 2020 which manifests the ‘digital sovereignty’
of Russia. However, it does not mean that Russia or other ‘isolated’ coun-
tries will not influence and use propaganda tools upon others. Recent



66 M. PAVLÍKOVÁ ET AL.

manipulative Russian activities in Europe and the United States have
demonstrated how sinister a virtual offensive can be.

The second part of the chapter was dedicated to the newest tech-
nological tools of online disinformation and propaganda and their fast
evolution. Examples of troll and bot behaviour demonstrated how these
originally primitive actors were able to evolve and become an impor-
tant part in complex influence operations. Not long after the revela-
tions of Russian influence activities in Europe and the United States,
a new strategy in propaganda and manipulation appeared. The affairs
surrounding the company Cambridge Analytica presented what influence
the combination of big data, deep learning, and micro-targeting can have
on voter behaviour. Moreover, Cambridge Analytica was hired primarily
by actors in democracies, not undemocratic regimes, and not as a result
of a confrontation between state powers.

In the last part, a new, future tool which may influence coming
propaganda campaigns was introduced. Deepfake technology is based on
artificial intelligence, and it is very likely that proliferation of this tech-
nology could be extremely serious as it relates to the credibility of all
audio and video recordings (Schellmann 2017). The most concerning is
its wide availability combined with speed and ease of production, leading
to a trust-eroding deluge of deepfake videos.

In summary, the changing online environment and new tools using
artificial intelligence (MADCOMs), deep learning, big data, and micro-
targeting might be the future of propaganda and disinformation dissem-
ination. However, given the quickly changing environment and rapid
technological development, it is frankly not easy to predict what comes
next. At present, it might seem that disinformation tools and propa-
ganda capabilities are developing faster than countermeasures (Schell-
mann 2017). There is need for better threat recognition on the state
level (see Chapter 7) as well as legal and strategic adjustments. Better
technical abilities and understanding of defending actors are also needed.
Media as well as technology organisations have a huge part to play in
combating propaganda as well. They need to cooperate with state actors
and realise that they also have a civil responsibility even if they work for
business. Finally, there is an important role for society itself and particu-
larly academia (see Chapter 8). Academics should still educate themselves
about new technological developments and their possible consequences
on propaganda even if it might be uneasy for their field of study. Their
findings should be heard and discussed, especially by authorities who have
the power to take decisive steps.
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