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Factor scores 

• It is impossible to determine p+m scores from only p variables.  

 

• This has long been criticized in the literature as a reason for shunning 
factor analysis altogether.  

 

• Proponents of factor analysis argued that this issue is really only an 
issue when the factor scores are involved and that it does not affect 
the covariance / correlation structures.  

• So, the problem only arises when one wishes to obtain the scores.  
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Factor scores 

• Keep in mind that: 

• The factor scores obtained with either method are NOT the “true” 
factor scores 

• The factor scores obtained with either method are different 

• The correlations between the factor scores obtained with either 
method are not equal to the model-implied correlations between 
the common factors. 

 

• In other words, they should not be treated as factor scores.  



Factor scores 

• So, what should you do if you wish to investigate the factor scores?  

 

• You should use structural equation modeling (SEM).  

 

• SEM allows you to use the factor scores as independent variables, 
dependent variables, mediators, etc. All without the need to obtain 
the actual scores.  

• This is the only correct way of working with factor scores.  



Factor scores 

• Sometimes, researchers also calculate composite scores.  

• That is, they obtain standard scores for each individual on MVs that 
have a high loading on some particular factor, sum the standard 
scores up (or take their average) and use this composite variable as a 
substitute for factor score.  

 

• This is heavily used in practice.  



Factor scores 

• Researchers conduct a factor analysis, identify the MVs that load 
highly on each factor, and work with these manifest variables as if 
they were the actual factors.  

 

• I’m not saying these composite scores have no meaning, but they are 
certainly not factor scores, or estimates of factor scores. Working with 
them is no longer factor analysis.  

 



Sample size in factor analysis 

• When doing factor analysis, how large of sample do we need? 

 

• What N is “high enough” so that we know our model is accurate? 

 

• This is a classic question, and you can find many different answers. 
There are multiple “rules of thumb”, some are claiming a minimum N, 
some focus on the minimum ratio of N to the number of MVs.  

 



Sample size in factor analysis 

• Gorsuch (1983) and Kline (1979): N ≥ 100; N / p ≥ 5 

• Guilford (1954): N ≥ 200 

• Cattell (1978): N ≥ 250; N / p ≥ 3,  better if N / p ≥ 6 

• Everitt (1975): N / p ≥ 10 

• Comrey & Lee (1992): N = 100 … poor 

           N = 200 … fair 

           N = 300 … good 

           N = 500 … very good 

           N = 1000 … excellent 

 

 

 



Sample size in factor analysis 

• Consistent? Not quite.  

• MacCallum et al. (1999) argue that these guidelines are not useful 
because they are based on a misconception that the minimum N 
required to achieve the model is accurate does not change across 
different situations / different data / different studies.  

 

• The necessary N depends heavily on a couple of aspects of the data / 
study.  

• Sometimes, a small N is enough. Sometimes, you need much more.  

 
 

 



Sample size in factor analysis 

• Simulation study done by MacCallum and Tucker (1991) shows two critical 
criteria - the communalities, and the number of MVs (p) per common 
factor (m). The y-axis (K) shows how well the model recovered known 
parameters 
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Sample size in factor analysis 

• Conclusion?  

 

• Don’t rely on the rules-of-thumb. What a surprise  

 

 
 

 

 


