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More than  million Americans were exposed to the Russian disin-

formation campaign prior to the  presidential election, which

was almost eight times more than the total number of people who

watched the evening news broadcasts of ABC, CBS, NBC, and Fox stations on a

given night in . As of January , some , examples of pro-Kremlin

disinformation (“fake news”) that contradicted publicly available facts in a system-

atic fashion had been identified by the European Commission as key elements of

an “orchestrated” propaganda campaign by the Russian government against the

European Union. Even more far-reaching, some two hundred unique targets—

including politicians, diplomats, UN officials, military personnel from thirty-nine

countries, as well as members of twenty-eight governments—were found by a

research center affiliated with the University of Toronto to have been part of an

extensive Russia-linked phishing and disinformation campaign. The message is

hard to miss: Western countries face an unprecedented, systematic, and unrelent-

ing disinformation assault on their cyberspace, mainly from Russia, which has

been enabled by the very digital technologies that they have created. And, even

more troublingly, they have no clear understanding of how to protect themselves

against it.

Attempts to influence “collective attitudes by the manipulation of significant

symbols,” as communications theorist Harold Lasswell described propaganda

efforts, have been around for centuries, but with the rise of social media they

have simply exploded. The growing popularity of social media networks makes

it possible for digital messages to be disseminated widely, deeply, and quickly

whether they are accurate or not, hence the rise of “fake news” and “post-truth”

politics. Furthermore, the sheer magnitude of the global production and
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consumption of digital data places serious constraints on governments with

respect to monitoring, let alone effectively confronting, the sources of propaganda

leveraged against them. This deliberate attempt to disseminate information on

digital platforms with the purpose to deceive and mislead may be termed “digital

propaganda.” By fundamentally disrupting the way in which information is gen-

erated, aggregated, disseminated, and ultimately interpreted, the new technological

landscape ushered in by the arrival of social media and big data ensures that dig-

ital propaganda is here to stay.

For many governments, however, combating digital propaganda comes with a

serious ethical dilemma: how to react to and confront acts of disinformation

directed by other states without losing the moral high ground. This essay argues

that the ethically sound solution to combating propaganda lies with the concept of

“moral authority,” which ensures that an actor can have its arguments treated with

priority by others and thus build support for and deflect challenges to certain

objectives that it favors. More specifically, in the case of digital propaganda, an

actor can maintain moral authority by making the case that it has been harmed,

that it has normative standing to engage in counter-interventions, and that it does

so in an appropriate manner. Failure to maintain moral authority could make an

actor vulnerable to accusations of serving to amplify rather than contain disinfor-

mation, and thus help to legitimize the claims of those intentionally promoting

disinformation.

Moral Authority as a Power Resource

The idea of moral authority serving as a power resource is, of course, not new. For

instance, Rodney B. Hall showed how moral authority was used as a power

resource in feudal Europe by both ecclesial and political-military authorities to

effect outcomes in all matters of disputes. Kent J. Kille investigated the role of

religious and moral leadership as a power resource in the context of the United

Nations, and found that the Secretary-General’s ability to influence global affairs

would often depend on how the international community regarded his moral

authority. William C. Wohlforth and others examined the concept in the context

of status politics, and argued that small and middle powers employed moral

authority as a strategy for gaining status as a “good power” in international rela-

tions. As these studies suggest, the concept of moral authority is informed by

two interrelated considerations, one normative and the other strategic. The first
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refers to the set of attributes and requirements that grant moral standing to an

actor so that its arguments are treated with priority by others. The second consid-

eration suggests that moral authority constitutes a source of power by which the

holder can build support for and deflect challenges to certain objectives that one

favors. As such, the concept helps delineate a set of conceptual considerations to

guide and justify possible responses to digital propaganda.

At the normative level, one needs to understand the objectives, tactics, and con-

sequences of disinformation to identify the necessary attributes for achieving

moral standing when engaging in counter-interventions. At the strategic level,

one needs to reflect upon the way in which one’s actions to combat disinformation

fruitfully draw on—but do not erode—one’s sources of moral authority. The two

levels should reinforce each other: normative attributes inform and define the

moral standing of the actor, but they also provide the arena in which strategic

action takes place. When the gap between the two levels becomes unsustainable,

the moral standing of the actor collapses, and by extension, its capacity to effect

outcomes is likely to decline as well.

In the context of digital propaganda, three considerations are relevant to nor-

mative inquiry into potential sources of moral authority: () whether the actor

has been harmed as a result of disinformation, () whether the actor has standing

to engage in counter-intervention, and () whether the actor’s reaction is appro-

priate in light of contextual circumstances. These considerations address key ele-

ments of moral reasoning and, hence, the evaluative outputs they generate count

as important sources of moral authority. Notably, the three considerations parallel

the principles of just cause, legitimate authority, and proportionality that one finds

in just war theory, but the comparison is rather limited in scope given the differ-

ences that exist between disinformation and conventional war, especially with

respect to the nature of the harm. By pursuing an analysis of the relevant facts

pertaining to disinformation from a moral authority perspective, this inquiry

can help us to understand the conditions of validity of certain reasons to act

and, by extension, help identify the normative attributes that can best enhance

the moral value of these actions.

The Nature of the Harm

The first consideration to guide our inquiry concerns the reason for combating

digital propaganda. Why should disinformation be confronted in the first place
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and, relatedly, under what conditions should it be done? In the battle between the

freedom of expression and disinformation, democratic societies have traditionally

sided with the former in times of peace, and for good reasons. What seems to have

changed the balance of considerations is the arrival of the new concept of hybrid

warfare, which advocates a prominent role for disinformation, whereby nonkinetic

means are supposed to be deployed in all stages of conflict development alongside

military capabilities. By blurring the distinction between war and peace, and

between combatants and noncombatants, disinformation thus becomes a form

of sharp power to “pierce, penetrate, or perforate the political and information

environments in the targeted countries.” Simply put, whether by fomenting

political discontent, influencing electoral results, or weakening state authority, dig-

ital propaganda has now reached a point at which its long-term impact on state

functioning can arguably be as great as a conventional military attack.

One might then argue that countering digital propaganda should be seen as the

least harmful means for correcting and/or punishing a severe harm perpetrated

against the sovereignty of the country. Further, it should do so by setting the

response threshold to match the potential harm inflicted by the disinformation.

This argument is theoretically appealing, but it comes with two limitations.

First, what counts as harm in the case of disinformation is a matter of debate,

as the full impact of digital propaganda can sometimes only be accurately assessed

with hindsight. The  U.S. presidential election offers a good illustration of this

point, as few observers would have agreed before the election that the U.S. political

system was acutely vulnerable to digital propaganda. However, with the election

results now in the rearview mirror, the U.S. case serves as a critical reference

point concerning the potential implications of propaganda for other states.

Second, the issue of attribution must be carefully considered, especially since

the identity of social media account holders is relatively easy to mask.

Ongoing efforts by certain states to “weaponize information” have thus changed

the balance of considerations about whether disinformation should be confronted

or not. Disinformation can be harmful, but the nature of the harm and the identity

of the perpetrators cannot be easily determined. This makes the issue of normative

attributes even more relevant, as victims of disinformation need to demonstrate

extra care when making moral claims about their case. Truthfulness and prudence

are two normative attributes that could enhance the moral authority of the victims

and, by extension, the moral value of the actions to be taken under these

circumstances.
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Truthfulness requires actors to carefully evidence the nature of the harm as

accurately and compellingly as possible given the available information, without

deliberate omissions or overstatements. While a certain degree of politicization

might be inevitable, a comprehensive disclosure of the raw data of online disinfor-

mation operations could strengthen the case about the harmful implications of

propaganda. Unlike the case of cyber hacking, data pertaining to disinformation

campaigns can be easily aggregated and made available by digital platforms,

thus reducing the need for governments to reveal sensitive information or tech-

niques. Prudence, on the other hand, implies that questions regarding attribu-

tion should be treated with utmost seriousness. For example, when direct

attribution is technically unavailable, both intelligence and open source data

could be used to establish a clear pattern of prior actions that point to the likely

source of disinformation. Inviting the alleged perpetrator to credibly address the

accusations could also demonstrate the disposition to engage in prudential

conduct.

Taken together, truthfulness and prudence enhance the moral authority of

the actor and may serve as a protective “moral shield” against counterclaims

that the potential reaction to disinformation has no moral merit. This is illustrated

by the case of Sergei Skripal, the former Russian military officer who was allegedly

poisoned, along with his daughter, by Russia while living in England. Here, the

British government managed to retain moral authority and to win over public

opinion and the support of its allies by carefully stating the case against Russia

while prudently offering Russia the opportunity to provide a credible explanation

for the attack on Skripal and his daughter.

The Standing of the Actor

The second consideration concerns the normative standing of the actor to engage

in counter-intervention. Who has the right authority to address digital disinfor-

mation and why? A quick look at the current landscape reveals that a wide variety

of state and nonstate actors have taken up this challenge. The European Union, for

example, coordinates its capacity to forecast, address, and respond to disinforma-

tion activities by foreign actors through a small strategic communications group

called the East StratCom Task Force, created in March . Not dissimilarly,

in the United States, the government-run Global Engagement Center was estab-

lished by then Secretary of State John Kerry in April . Initially, its stated
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goal was to defeat terrorist organizations and disrupt their ability to recruit new

followers, but its mission was expanded in  to include countering the adverse

effects of state-sponsored propaganda and disinformation. In Ukraine, however,

the institution that established itself as leading the fight against disinformation is a

nongovernmental organization called StopFake. Established in , its goal is “to

verify information, raise media literacy in Ukraine, and establish a clear red line

between journalism and propaganda.” Similarly, in Lithuania a five-thousand-strong

volunteer army, which calls itself the Lithuanian Elves, has been patrolling social

media since  to find and expose fake accounts and pro-Russian trolls.

Having a governmental institution in charge of combating disinformation can

be beneficial in terms of access to human and financial resources, technical exper-

tise, and coordination mechanisms, but sometimes less so in terms of public cred-

ibility, as governmental actions in the area of strategic communication are

generally viewed with suspicion, both by domestic and (especially) international

audiences. Nongovernmental organizations may suffer less from this problem so

long as their political independence is well established, but this advantage may

come at the expense of reduced effectiveness, as resources for an NGO can be

scarce. Both types of actors need to be careful that public assessment of their activ-

ity is not undercut by the use of tactics that are misleading in ways similar to the

very disinformation they seek to counter. This will be discussed further in the next

section.

Still, the fact that an entity (state or nonstate) has the ability to initiate actions to

combat digital propaganda does not mean that they automatically enjoy normative

standing in this regard. Three normative attributes are particularly important to

consider when making this assessment. The first one is accountability, which

requires the group to make itself subject to public scrutiny for its actions, since

mistakes made in the fight against disinformation could have severe conse-

quences. There are often no real checks on how these institutions make decisions

about what counts as good reasons for reacting to disinformation and what are the

most suitable means for conducting such interventions. Thus, public accountabil-

ity is key. The second attribute is integrity, that is, the need for the actor to dem-

onstrate consistency between its stated objectives and its actions so that potential

accusations of hypocrisy, incompetence, or malice can be firmly preempted. The

third attribute is overall effectiveness, since the capacity to contain or eliminate

disinformation has an intrinsic moral value as it helps protect and enhance the

“right to communicate” online. These three normative attributes combine to
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demonstrate that a particular entity (whether state or nonstate) deserves norma-

tive standing to take action against disinformation because it does so without

abusing its power, in a trustworthy fashion, and with a moral purpose.

The Level of Reaction

The third consideration concerns the ethical implications of the means by which

such counter-interventions are pursued. Some argue that potential for the “struc-

tural virality” of disinformation—that is, the ability of a disinformation message to

propagate itself in a multilayered, cascading fashion—makes it more difficult for

the counter-intervention to address the content and source of disinformation in

an effective and timely fashion. If this argument holds, should the counter-

intervention respond only to ongoing disinformation activities or should it con-

sider preventing them from occurring in the first place, similar to the concept

of a preemptive strike? Most importantly, what specific ethical considerations

should inform judgments about engaging in reactive versus preemptive strategies

of counter-intervention?

Defensive counterstrategies like the one currently undertaken by the European

Union’s East StratCom Task Force are useful for exposing patterns of digital pro-

paganda, identifying nodes of influence in the disinformation network, and

improving media literacy about how propaganda works and how not to play its

game. The main goals of such strategies are to raise public awareness about

the role of propaganda in amplifying societal vulnerabilities and to build public

resilience against disinformation so that its potential effects become less corrosive

over time. Despite these important goals, however, taken alone these defensive

strategies cannot stop adversaries from launching future disinformation attacks.

Preemptive strategies, by contrast, seek to anticipate potential disinformation

operations and inflict some degree of pain on the opponent so that such opera-

tions would become more difficult to initiate in the future. The EU, Canada,

and U.S. joint operations against media outlets affiliated with the Islamic State ter-

ror group offer an ethically plausible template for such interventions, not only

against terrorist-inspired networks but also against state-sponsored propaganda

networks that seek to undermine key functions of state sovereignty (elections, ref-

erendums, foreign policy decisions). At the same time, one should also be mindful

of the fact that offensive counter-interventions might lead to online profiling of

certain communities and risk amplifying the message they seek to delegitimize.
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Drawing on just war theory, we can use the distinction between narrow and

wide proportionality to assess the appropriateness of the counter-intervention.

The narrow version of proportionality would limit liability to the circle of direct

perpetrators and in a manner that is proportional to the harm inflicted by disin-

formation. The wide conception of proportionality would extend liability to a

broader circle of actors (for example, perpetrators and decision-makers) or even

to nonliable persons (for example, the general public) if a “lesser-evil” justification

can be offered, such as to prevent a substantially greater amount of harm from

being suffered. The problem with applying this logic to harm from disinforma-

tion is that the harm is not immediately manifested as with conventional military

attacks, and it usually takes some time until it becomes fully visible. Consequently,

the concept of proportionality must be adapted to take into account the delayed

nature of the harmful effects.

To adapt proportionality when the nature of the harm is not easy to ascertain

due to the temporal effect, the frequency of a disinformation operation should

serve as a qualifying consideration. The moral permissibility of different courses

of action against disinformation would then be in part determined by how fre-

quently a party is subjected to disinformation, alongside considerations of

harm. This leads to the following rough prescriptions for maintaining moral

authority when responding to digital propaganda: defensive measures when the

incidence of disinformation is minimal and the nature of the harm is diffuse; nar-

row actions against direct perpetrators when the frequency is significant and the

nature of harm is plausibly serious; and wide offensive counter-interventions

against direct perpetrators and decision-makers, even at the risk of affecting non-

liable persons, when the frequency of disinformation operations is high and the

possibility of a great harm is reasonably certain.

The discussion above leads us to the key normative attribute that an actor must

cultivate as a source of moral authority for combating disinformation in a propor-

tionally appropriate manner: responsibility. As a source of moral authority,

responsibility dictates that the counter-intervention be conducted in a measured

manner that takes into account the contextual circumstances and the likely nature

of the harm generated. Following Peter Strawson’s account of moral responsibility,

it can be argued that when the basic demand for goodwill toward one another is

not met, the parties are justified in developing reactive attitudes toward each other.

Through such reactive attitudes as resentment or anger, the side subjected to dis-

information communicates to the alleged perpetrator a reasonable expectation of
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goodwill. If this expectation is not met, stronger reactive attitudes will be morally

justified. The suspension of reactive attitudes is possible if the alleged perpetrator

offers plausible excuses or exemptions, thus potentially leading to a return of

goodwill. In sum, a party exposed to disinformation can demonstrate responsibil-

ity by tailoring its reactive attitudes to the degree of ill will that it faces, while sig-

naling openness for future goodwill. For example, one should give the benefit of

the doubt to the other party when the nature of the harm produced by disinfor-

mation is yet to manifest itself, but this excuse loses its validity when the frequency

of such acts is all too visible.

Conclusion

Like many other technologies, social media platforms come with a dual-use chal-

lenge, that is, they can be used for peace or war, for offense or defense, for good or

evil. By allowing for the decentralization and diffusion of power away from tradi-

tional stakeholders (states and governments), digital technologies can serve to

empower the powerless, such as happened during the Arab Spring, or they can

be deliberately weaponized to undermine the social fabric of modern societies,

as in cases of foreign electoral subversion. For many governments, countering dig-

ital propaganda under these conditions presents a major ethical dilemma: How

can a state react to acts of disinformation without losing the moral ground that

it seeks to occupy?

I have argued that the concept of moral authority as a power resource can pro-

vide a suitable toolkit to approach this dilemma. More specifically, in order to

ensure that its arguments are treated with priority by others, a state or organiza-

tion needs to make the case that it has been harmed, that it has normative stand-

ing to engage in counter-interventions, and that it does so in a proportionate and

responsible manner. Otherwise, its moral authority slowly decays to the point that

it becomes vulnerable to accusations of serving to amplify rather than contain dis-

information and, by extension, its capacity to effect outcomes to counter propa-

ganda is likely to deteriorate as well.
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Abstract: How can a state react to being a target of disinformation activities by another state with-
out losing the moral ground that it seeks to protect? This essay argues that the concept of moral
authority offers an original framework for addressing this dilemma. As a power resource, moral
authority enables an actor to have its arguments treated with priority by others and to build support
for its actions, but only as long as its behavior does not deviate from certain moral expectations. To
develop moral authority, an actor engaged in combating digital propaganda must cultivate six nor-
mative attributes: truthfulness and prudence for demonstrating the nature of the harmful effects of
disinformation; accountability, integrity, and effectiveness for establishing the normative standing of
the actor to engage in counter-intervention; and responsibility for confirming the proportionality of
the response.

Keywords: digital propaganda, disinformation, ethics, moral authority, hybrid warfare
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