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1. Introduction

The huge increase in the amount and complexity of
reachable information in the World Wide Web caused an
excessive demand for tools and techniques that can handle
data semantically. The current practice in information
retrieval mostly relies on keyword-based search over full-
text data, which is modeled as a bag-of-words. However,
such a model misses the actual semantic information of the
text. In order to deal with this issue, ontologies are proposed
[1] for knowledge representation, which are nowadays the
backbone of semantic web applications. Both the informa-
tion extraction and retrieval processes can benefit from such
metadata, which gives semantics to plain text.

Once the semantic knowledge is represented via
ontologies, the next step is querying the semantic data,
also known as semantic search. There are several query
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languages designed for semantic querying. Currently,
SPARQL! is the state-of-the-art query language for
the Semantic Web. Unfortunately, these formal query
languages are not easy to be used by the end-users.
Formulating a query using such languages requires the
knowledge of the domain ontology as well as the syntax
of the language. Therefore, Semantic Web community
works on simplifying the process of query formulation
for the end-user. The current studies on semantic query
interfaces are carried out in four categories; keyword-
based, form-based, view-based and natural language-
based systems [2]. Among them, keyword-based query
interfaces are the most user-friendly ones and people are
used to use such interfaces easily, thanks to Google.
Combining the usability of keyword-based interfaces
with the power of semantic technologies is one of the most
challenging areas in semantic search. According to our
vision of Semantic Web, all the efforts towards increasing
the retrieval performance while preserving the user-friend-
liness will eventually come to the point of improving

1 http://www.w3.org/TR/rdf-sparql-query/.
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semantic search with keyword-based interfaces. This is a
challenging task as it requires complex queries to be
answered with only a few keywords. Furthermore, it
should allow the inferred knowledge to be retrieved easily
and provide a ranking mechanism to reflect semantics and
ontological importance.

In this paper, we present a complete ontology-based
framework for the extraction and retrieval of semantic
information in limited domains. The system consists of a
crawler module, an automated information extraction
module, an ontology population module, an inferencing
module, and a keyword-based semantic query interface.
Our main concern is creating a scalable and user-friendly
information retrieval system with high retrieval perfor-
mance. We applied the framework in the soccer domain
and observed the improvements over classical keyword-
based approaches. We show that our system achieves
very high precision and recall values even for very com-
plex queries in soccer domain. Furthermore, we evaluate
and report the effects of different levels of indexing in
terms of semantic processing (using only information
extraction and using both information extraction and
inferencing) on the query performance.

Scalability concerns are divided into two main topics;
inferencing and querying. Scalability in terms of inferen-
cing is assured by dividing the whole logical model into
individual independent models since inferencing on a
single large model is more complex than inferencing on
independent smaller models. Similar studies are focused
on representing the whole world in a single model.
Therefore, they can not fit to large scales.

Scalability in terms of querying is assured by trans-
forming the inferred knowledge into a single special
inverted index structure. Using this inverted index struc-
ture scales our system up to web search engines, which
means answering millions of queries in reasonable time
and retrieving information from huge data sources. It also
triggers the use of keyword based querying. In this way,
the user-friendly way of querying is supported. Studies on
ontology based information retrieval use logical queries on
ontological models. Thus, their scale is restricted to small
sized data sources compared to web scale and logical
querying becomes a complex task for ordinary users.

Consequently, our main contribution is a framework
which improves the performance of the keyword-based
search using semantics without loosing the search scal-
ability. In this aspect, this framework will be a strong base
for ontology based search engines with its web scale
crawler, information extraction, ontology population and
inferencing modules.

The rest of the paper is organized as follows: A brief
discussion about the related work is given in Section 2. In
Section 3, we give the details of the components of the
system, namely information extraction (IE), ontology
population, inferencing and information retrieval (IR). In
Section 4, we give the evaluation results. Section 5 gives a
brief comparison with query expansion methods. Section
6 describes how the system can be extended to support
phrasal expressions. In Section 7 we give a brief discus-
sion and Section 8 concludes the paper with some
remarks for future work.

2. Related work

The classical or traditional keyword-based information
retrieval approaches are based on the vector space model
proposed by Salton et al. [3]. In this model, documents
and queries are simply represented as a vector of term
weights, and the retrieval is done according to the cosine
similarity between these vectors. Some of the important
studies related to traditional search are [4-7]. This
approach does not require any extraction or annotation
phases. Therefore, it is easy to implement, however, the
precision values are relatively low. The implementation of
vector space models in real life applications is provided by
the use of tools supporting the inverted index structures
such as Lucene. In other words, Lucene like tools connect
the real life applications to the theoretical background of
vector space models.

The first step towards semantic retrieval is using
WordNet synonym sets (synsets) for word semantics
[8,9]. The main idea is expanding both indices and queries
with the semantics of the words to achieve better recall
and precision. If used together with an effective word
sense disambiguation (WSD) algorithm, this approach is
shown to improve the retrieval performance. On the other
hand, a poor WSD will cause degradation in performance.
Another drawback of this approach is the lack of complex
semantics as it is limited to the relations defined in the
WordNet.

Another step towards semantic retrieval is using
information extraction. There are many studies on this
field. Main dissimilarities between these studies arise
from the structure of sources, details of the extracted
information and computational/memory resources. NLP-
based approaches are domain independent but use parse
trees of sentences, pos taggers, chunk parsing, anaphora
resolution, etc. in order to extract information. They need
heavy computational processes [10-15]. There are some
alternative information extraction methods such as pat-
tern/rule-based information extractors against heavy
computational costs. These methods are classified accord-
ing to the creation forms of patterns and rules: automatic
or manual. Automatic methods [11,16,17,13,18-21] are
superior compared to the manual ones considering the
effort spent on the domain. On the other hand, they suffer
from low precision-recall rates.

The methods in [22-26] use hand-crafted rules to
extract information. Hand-crafted rules are also used in
semantic annotation [27-29]. Etzioni et al. [29] uses
domain-independent rules to locate individuals of various
classes in text. Wessman et al. [28] relies primarily on
regular expressions. Cerno is a light-weight framework for
semantic annotation of textual documents using domain-
specific ontologies [27]. It combines keyword and struc-
ture-based annotation rules instead of linguistic patterns.
We need a scalable information extractor for a rigid and
structured domain. The extractor should also be appro-
priate for both Turkish and English content. Since the
details of the extracted information is crucial for our
purposes, we focus on high recall and precision values.
Therefore, we have used a hand-crafted method whose
details are given in [30].
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The studies especially on ontology design, integration
and reorganization provide important instruments for
ontology based information extraction and retrieval
[31-33]. Oberle et al. [31] propose a foundational ontol-
ogy, SmartSUMO, which is based on DOLCE and SUMO
ontologies. The purpose is to integrate the domain ontol-
ogies used in SmartWeb. The resulting integrated ontol-
ogy is described as SmartWeb Integrated Ontology
(SWIntO). As SmartSUMO has also linguistic features,
SWIntO is used in ontology based textual information
extraction. A solid method is proposed regarding ontology
design. The textual information is mapped to ontological
concepts using a sound method. However, the whole
integrated ontology is affected when a new linguistic
structure is encountered since linguistic features are part
of the foundational ontology. In order to avoid this
difficulty, lexical features can be considered separate from
the foundational and domain ontologies. Our choice for
ontology design does not include a foundational ontology
as we do not have an integration purpose for different
domains yet. However, we keep the lexical information
separate from the ontology by using an information
extraction methodology which maps the lexical features
to the ontology.

Ontology-based information retrieval systems are dis-
cussed in many studies from different aspects [34-36].
The study of [34] which deals with ontology based
information retrieval is focused on developing an ontol-
ogy which makes MPEG-7/21 standards interoperable
with domain and application ontologies. An upper ontol-
ogy is designed for capturing the metadata model of
MPEG-7/21 and used in the integration of domain and
application ontologies regarding MPEG-7/21. In our study,
we developed a single central soccer ontology which
enables the representation of the soccer domain knowl-
edge. Our ontology is considered as powerful as the soccer
ontology designed in [34] regarding the domain knowl-
edge independent of the interoperability issues. On the
other hand, the retrieval methodology proposed in [34] is
restricted. As the retrieval methods are based on logical
queries, the construction of search queries becomes
difficult for naive users. In this context, we propose an
index based query answering method enabling the users
querying the ontology-based knowledge in an easy and
flexible way.

The use of ontologies for information retrieval in
organizational memories is discussed in [35]. The impor-
tance of meta-level descriptions for structuring, accessing,
and maintaining large amounts of heterogeneous infor-
mation is explored. An ontology-based approach has been
proposed for a comprehensive meta-level modeling and
retrieval. Ontologies have been classified as domain
ontology, information ontology, and enterprise ontology.
These are modeled using a conventional object-oriented
formalism. According to this classification, we use domain
ontology for representing the soccer games. The domain
ontology is used to make inferences which are not
explicitly extracted from the game summaries. There is
no explicit search over ontologies in our work. Queries are
answered using inverted indexes constructed out of
inferred knowledge, instead.

The interface for querying the ontological knowledge is
one of the key points of an information retrieval system.
The general approach is storing the extracted data in RDF?
or OWL? format, and querying with RDF query languages
such as RDQL or SPARQL. Although this approach offers
the ultimate precision and recall performance, it is far
from practical since it requires a relatively complex query
language. In order to overcome the difficulties of learning
a formal query language, a number of query interface
methods have been proposed [2]. As we stated earlier, our
main focus is keyword-based interfaces. There are several
approaches to implement keyword-based querying. To
mention a few, SPARK [37] uses a probabilistic query
ranking approach for constructing the best query repre-
sented by the keywords. Q2Semantic [38] tries to find the
best sub-graph expressing the query in the RDF graph.
SemSearch [39] uses a template-based approach for query
construction. These approaches are not easily scaled
to large knowledge bases as they require traversing
RDF graphs or querying the same knowledge base several
times for a single search.

A scalable alternative to query construction from key-
words is semantic indexing. In this approach, semantic
data in RDF knowledge bases are indexed in a structured
way and made directly available to be used with keyword
queries. A similar approach is adapted by [40-42]. They
index all the extracted RDF triples together with the
corresponding free text. Since they use very basic extraction
methods, such a naive indexing seems feasible. However,
complex semantics cannot be captured from the indices
containing only subject-predicate-object triples as index
terms. If a retrieval system should answer complex queries
involving extracted and inferred knowledge, the index must
be designed and enriched accordingly.

In [43] a dialog based multimodal interface to semantic
web in general and its application to the data from Football
World Cup 2006 are presented. The emphasis is on forming
a question answering system which takes the discourse
and context information into account during a dialog based
interaction with the user and forms a semantic query to
the underlying semantic web components. It is noted that
the processing times for some queries may go up to 2 min.
Considering the queries related to soccer mentioned in
[43], our system not only successfully handles all those
queries, but also addresses scalability and performance
problems by utilizing a semantic indexing which makes
instant query answering possible. Additionally, our ontol-
ogy individuals are populated automatically by informa-
tion extraction from web narrations and enriched by
applying rule based inferencing.

Our literature survey revealed that current studies on
keyword-based semantic searching are not mature enough:
either they are not scalable to large knowledge bases or they
cannot capture all the semantics in the queries. Our main
contribution is to fill this gap by implementing a keyword-
based semantic retrieval system using the semantic index-
ing approach. In other words, we try to implement a system

2 http://www.w3.0org/TR/PR-rdf-syntax/.
3 http://www.w3.org/TR/owl-guide/.
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Fig. 1. Overall system diagram.

that performs at least as good as traditional approaches
and improves the performance and usability of semantic
querying. We tested our system in soccer domain to see
the effectiveness of semantic searching over traditional
approaches and observed a remarkable increase in precision
and recall. Moreover we noted that our system can answer
complex semantic queries, which is not possible with the
traditional methods. The study presented in this paper can
be extended to other domains as well by modifying the
current ontology and the information extraction module as
described in [30].

3. Our approach to semantic retrieval

Within the scope of this paper we have developed a
fully fledged semantic application which (a) contains all
aspects of Semantic Web (SW) from information extrac-
tion to information retrieval and (b) uses all the cutting-
edge technologies such as OWL-DL, inferencing, rules, RDF
repositories and semantic indexing. The overall diagram
of the framework is shown in Fig. 1. The following
sections describe the important aspects of the system
starting with a summary of the overall process.

3.1. Overall process
Before giving the details of each module, we find it

helpful first to see the overall flow of the system that
we adapted for the soccer domain. In the following, we

describe the steps we take until the system becomes
ready for semantic querying and evaluation.

1. The usable information from web sites such as UEFA?
and SporX® are crawled and temporarily stored. The
crawled data contains some basic information such as
teams, players, goals, substitutions and the stadium of
each soccer game as well as the minute-by-minute
narrations of that game in free-text format.

2. Using only these free-text narrations we create an
index, TRAD, for the traditional keyword search.

3. Using the basic information and narrations we popu-
late the initial OWL files (Section 3.4).

4. From the initial OWL files, we create our second index,
BASIC_EXT, Which contains both the basic information
and the narrations. This index is created for evaluation
purposes only (i.e, to compare it with the index,
FULL_EXT, created after the information extraction.)

5. The OWL files created in the previous step are read by
the information extractor module. This module popu-
lates the OWL files with the extracted events from the
narrations such as offsides, fouls, corners, etc. to obtain
the final OWL files (Section 3.3).

6. These OWL files are read and indexed to build FULL_EXT
(Section 3.6.1).

4 http://www.uefa.com.

5 http://www.sporx.com.
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7. We run the reasoner over these files and obtain new OWL
files containing the inferred information (Section 3.5).

8. Finally, we build the index, FULL_INF, using these
inferred OWLs, which is the final index used in
semantic querying.

Although we have focused on the soccer domain in this
study, the methodology described above can be adapted to
any domain given its ontology. The most domain-specific
part of the system is the IE module, which should be
extended to deal with other domains. The rest of the paper
describes the details of the major components of the
system. We start with the design of the domain ontology,
then continue with IE and IR components. Finally we
report the evaluation results.

3.2. Ontology design

Ontologies are specifications of concepts and relations
among them. They play a central role in semantic web
applications by providing a shared knowledge about the
objects in real world, which promotes reusability and
interoperability among different modules. Therefore the
quality of the ontology should be the first concern in any
semantic application.

For this study, we designed a central soccer ontology,
which is utilized by every aspect of the system, especially
in the information extraction, inferencing and retrieval
phases. We followed an iterative development process in
the ontology engineering phase. First, we started with a
core ontology including the basic concepts and a simple
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hierarchy. Then, we experimented with this ontology and
fix the issues in reasoning and searching. These steps were
repeated until we end up with a stable ontology contain-
ing 79 concepts and 95 properties in soccer domain. The
full class hierarchy can be seen in Fig. 2.

3.3. Information extraction (IE)

Information extraction is one of the most important
parts of ontology-based semantic web applications. It is
the process of adding structured information to the knowl-
edge base by processing unstructured resources. In this
phase, we use the data crawled from the Web sites such
as UEFA and SporX. What we obtain as the output of the
web crawler is some basic information specific to a game
(teams, players, goals, stadium, etc.) and natural language
texts (minute-by-minute narrations of that game). The basic
information and the narrations are used as input to our
information extraction module. The details of this module
are reported in [30]. In this study, we give just an overview
of its functionality.

Basically, it is a template-based IE approach for specific
domains. Unlike other automated approaches it does not
use linguistic tools such as part-of-speech taggers, parsers
or phrase chunkers. Therefore our approach can be
applied to any domain or any language without using
any linguistic tool, although there is the drawback of high
effort spent for crafting the templates. The details of the IE
module are summarized in two parts: a named entity
recognizer and a lexical analyzer.

| Duration | | Moment | | Stadium | | Field |

Position

Midfielder | | Forward | | GoaIKeeper|

RightBack
LeftBack

| FirstHalf | | Extensionl

RightWinger
LeftWinger

SecondHalf

UnknownEvent

| LeftForward | | RightForward |

CenterForward

| GoalPosition | | CounterAttack |

MiddlePass

DoubleKick
PenaltyKick | OwnBall |

| PassRun |

| DeepPass |

GoalKick

| GetBall | | MeetBall |

Fig. 2. Domain ontology, class hierarchy.
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3.3.1. Named entity recognizer (NER)

As mentioned earlier, IE module takes some basic
information such as teams, players, etc., as input in
addition to the text narrations. This information is used
for recognizing and tagging the named entities in narra-
tions. After running NER, the team and player names
are replaced by tags of the form <teaml >, <team2 >,
< team1player5 >, etc. For example, the sentence “Iniesta
scores!” may become “ < team2player11 > scores!”, if
Iniesta is the 11th player of the away team.

3.3.2. Two level lexical analysis

This is the most critical part in our IE module, where
complex semantic entities and relations are extracted
according to the pre-defined templates. The first level
recognizes the defined keywords/phrases and discards the
rest. The second level takes the output of the first level as
input and extracts information according to the pre-defined
templates. According to our survey, most of the studies in
Semantic Web lack this kind of extraction as they are
usually content with the annotation using only NER.

As reported in [30], we can achieve 100% success rate in
UEFA narrations thanks to the language used in the UEFA
web-site, which is highly structured and error-free. Fig. 3
gives an idea about the information we can extract from
the UEFA web-site. The integration of this module to the
system is done in a loosely coupled fashion, so we can use
it in semantic applications for any language or domain.

3.4. Ontology population

Ontology population is the process of knowledge
acquisition by transforming or mapping unstructured,
semi-structured and structured data into ontology indivi-
duals [44]. Our information extractor module [30] already
does most of the labor by extracting structured informa-
tion from unstructured text narrations. For example,
from the narration “Keita commits a foul after challenging
Belletti” we obtain a foul object, more specifically FourL
(Keita, Belletti).

Having the output of the IE module, the ontology
population process becomes creating an OWL individual
for each object extracted during IE. This is the phase,
where the IE module is integrated with the rest of the
system. We tried to keep this integration as loose as
possible. We deal with this issue at the ontology level by
defining some high level properties. Normally, every event

Ronaldo's in the thick of it again, receiving the ball on the edge of tt
the far post. Worrying times for Pep Guardiola.

10 E (1 - 0) Eto'o (Barcelona) scores!
Barcelona's first moment of note and they take the lead. Andrés Inie
feeds Samuel Eto'o. The strikes cuts in from the right, clips the ball t
Vidi¢ and fires under the body of of Edwin van der Sar. It's his fourth
this season.

11 Xavi Herndndez (Barcelona) delivers the corner.
14 Giggs (Man. United) is flagged for offside.

15 A great opening 15 minutes to the final, with Cristiano Ronaldo havir
Samuel Eto'o broke the deadlock. The Cameroonian also found the
Arsenal in the 2006 final - only Real Madrid's Radl Gonzalez has scor
Champions League era.

Fig. 3. Example extractions from UEFA narrations.

in the ontology has its own set of properties. For example,
a Foul individual has a punishedPlayer property, while
a goal individual has a scorerpPlayer property to refer to
the subject of the event. The problem is filling the right
property of each event by using the information received
from the IE module. Our solution to this problem is to
define four generic properties for each event in our
ontology, namely subjectPlayer, objectPlayer, sub-
jectTeam and objectTeam. These properties are generic
and have sub-properties special to each event. For exam-
ple Goal event has the property scorerPlayer, which is
in turn a sub-property of subjectPlayer property. In
this way, we can automatically fill in the scorerpPlayer
property of a Goal event by using the subject of the event.
Similarly injuredpPlayer property of an Injury event
will be filled in with the object of the event, since
injuredPlayer property is defined as a sub-property of
objectPlayer property in the ontology.

If the IE module cannot extract any property of an
event, we still create an individual with empty properties.
Thus, the recall performance for simple queries will not be
affected even if the IE fails to extract some details of the
event. Moreover, if no event is detected in a narration, an
individual with the type UnknownEvent is created for
that narration. Unknown events are not discarded
because of the reasons described in Section 3.6.1. Fig. 4
shows the process of ontology population starting from
UEFA narrations ending with OWL individuals.

Ontology population is not restricted with the events
extracted from the IE module. As mentioned earlier, the
crawled data also contains some basic information about
the game including players, teams, referees, stadium, etc.
This information is also added to the ontology by creating
an OWL individual for each of them if they do not already
exist in the knowledge base.

3.5. Inferencing and rules

The formal specification of Web Ontology Language,
OWL, is highly influenced by Description Logics (DLs).
OWL-DL is designed to be computationally complete and
decidable version of OWL, thus it benefits from a wide
range of sound, complete and terminating DL reasoners.
For our inferencing module, we use Pellet,® an open-
source DL-reasoner, which supports all the standard
inferencing services such as consistency checking, con-
cept satisfiability, classification and realization.

Consistency checking ensures that there is no contra-
dictory assertion in the ontology. In order to benefit from
this feature, we specify some property restrictions during
the ontology development. There are two kinds of restric-
tions in OWL: value constraints and cardinality constraints.
We use value constraints, for example, to state that only the
goalkeepers (a subset of players) are allowed in the position
of goalkeeping and using a cardinality constraint, we can say
that only one goalkeeper is allowed in the game. These
restrictions not only are useful in consistency checking but
also allow new information to be inferred. For example, we

5 http://clarkparsia.com/pellet (last visited on 06/07/2010).
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29" Mascherano (Liverpool) gives away a free-kick following a challenge on Higuain (Real Madrid).

IE Module

Event: Foul
Minute: 29

ObjectPlayer: Higuain

Match: Liverpool_Real_Madrid_10_03_2009_20_45

SubjectPlayer: Mascherano

Ontology Mapper / Populator

<pl:Foul rdf:ID="Foul_ 30">

</pl:hasNarrations>
</pl:Foul>

<pl:inMinute rdf:datatype="http://www.w3.org/2001/XMLSchema#int">29</pl:inMinutes>
<pl:inMatch rdf:resource="#Liverpool Real Madrid 10_03_2009_20_45"/>
<pl:playerMakingFoul rdf:resource="http://www.oyuncular.com/oyuncular2.owl#Javier Mascherano 20"/>
<pl:playerMadeFoul rdf:resource="http://www.oyuncular.com/oyuncular2.owl#Gonzalo Higuain 20"/>
<pl:hasNarration rdf:datatype="http://www.w3.0rg/2001/XMLSchema#string">

Mascherano (Liverpool) gives away a free-kick following a challenge on Higuain (Real Madrid) .

Reasoner

<pl:Foul rdf:ID="Foul 30">

</pl:hasNarration>

</pl:Foul>

<pl:inMinute rdf:datatype="http://www.w3.0rg/2001/XMLSchema#int">29</pl:inMinutes>
<pl:inMatch rdf:resource="#Liverpool Real Madrid_10_03_2009_20_45"/>
<pl:playerMakingFoul rdf:resource="http://www.oyuncular.com/oyuncular2.owl#Javier Mascherano 20"/>
<pl:playerMadeFoul rdf:resource="http://www.oyuncular.com/oyuncular2.owl#Gonzalo Higuain 20"/>
<pl:hasNarration rdf:datatype="http://www.w3.org/2001/XMLSchema#string">

Mascherano (Liverpool) gives away a free-kick following a challenge on Higuain (Real Madrid) .

<rdf:type rdf:resource="http://isl.ceng.metu.edu.tr/futbol yeni3.owl#Event"/>

<rdf:type rdf:resource="http://www.w3.0rg/2002/07/owl#Thing"/>

<rdf:type rdf:resource="http://isl.ceng.metu.edu.tr/futbol_yeni3.owl#MatchEvent"/>

<rdf:type rdf:resource="http://isl.ceng.metu.edu.tr/futbol_yeni3.owl#Foul"/>

<pl:makingTeam rdf:resource="http://www.takimlar.com/takimlar2.owl#Liverpool"/>

<pl:madeTeam rdf:resource="http://www.takimlar.com/takimlar2.owl#Real Madrid"/>
<pl:actorOfNegativeMove rdf:resource="http://www.oyuncular.com/oyuncular2.owl#Javier Mascherano 20"/>

Fig. 4. Information extraction and ontology population.

could infer the type of an individual if it is the value of a
property whose range is restricted to a certain class.

Using classification reasoning we obtain the whole class
hierarchy according to class-subclass definitions in the
ontology. Inferring new knowledge through classification
is a domain independent process and its contribution to the
knowledge base is trivial. A simple example can be seen in
Fig. 5, where the class hierarchy of “Long Pass” is inferred.

In order to infer more interesting information, we use
Jena’ rules. To illustrate the power of Jena rules, we give

7 http://jena.sourceforge.net/ (last visited on 06/07/2010).

the example of inferring an “Assist” event. Using the Jena
rule shown in Fig. 6, we are able to add a new “Assist”
individual to our knowledge base. The rule simply looks
for two events, namely a “Goal” and a “Pass” that
happened in the same soccer game in the same minute
and the receiver of the pass is the same person with the
scorer. If this is the case, then an “Assist” individual is
created and added to the knowledge base.

Inferencing is a costly process, especially if the number
of assertions (ABox) is large. This problem should be
handled carefully to maintain the scalability of the system.
Therefore we take some measures in order to deal with
this issue. First of all, we keep each soccer game separate
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Long_Pass_1 rdf:type owl:Thing.

+ Long_Pass_1 rdf:type LongPass.

Long_Pass_1 rdfitype Event.
Long_Pass_1 rdf:type MatchEvent.
Long_Pass_1 rdf:type Pass.

Y

Long_Pass_1 rdf:itype LongPass.

Fig. 5. Inferring class hierarchy of long pass.

noValue (?pass rdf:typepre:Assist)
?pass rdf:type pre:Pass)

?pass pre:passingPlayer ? passer)
?pass pre:passReceiver ?receiver)
?pass pre:inMatch ?match)

?pass pre:inMinute ?minute)

?goal pre:inMatch ?match)

?goal pre:inMinute ?minute)

?goal pre:scorerPlayer ?receiver)
makeTemp (?tmp)

(
(
(
(
(
(
(
(

-> (?tmp rdf:type pre:Assist)
(?tmp pre:inMatch ?match)
(?tmp pre:inMinute ?minute)
(?tmp pre:passingPlayer ?passer)
(?tmp pre:passReceiver ?receiver)

Fig. 6. An example for Jena rules (assist rule).

from each other and run the inferencing separately. Then,
we disjunctively add the inferred information to the
knowledge base. So, the time needed for the inferencing
of a soccer game becomes independent of the total
number of games. Second, all reasoning tasks, including
classification and inferencing, are done offline, i.e. prior to
querying. This improves scalability as well as the query
efficiency since no online reasoning is needed at runtime.

3.6. Semantic indexing and retrieval

There are many methods to query a semantic knowl-
edge base and retrieve the results. These methods are
reviewed by [2] in four categories, namely keyword-
based, natural language-based, view-based and form-
based semantic querying. Out of these, keyword-based
interfaces provide the most comfortable and relaxed way
of querying for the end-user. Other methods, although
they allow more precise queries to be formulated, require
more user interaction depending on the size of the
domain. Although keyword-based interfaces have their
own disadvantages such as ambiguities, there are ways to
minimize them as we will mention in Section 6. Now,
having decided on keyword-based querying, the next
question is how we achieve high retrieval performance
and scalability. The answer is, simply, semantic indexing.

As we mentioned in our literature survey, current
keyword-based approaches either do real-time traversals
in large RDF graphs or make simple RDF triple indexing. In
other words, they do not focus on both scalability and

Table 1
Index structure (simplified for better understanding).

Field Value

docNo 7

Event Foul

Match Chelsea_Barcelona_06_05_2009_20_45
Team1 Chelsea

Team?2 Barcelona

Date 2009-05-06

Minute 43

subjectPlayer Michael Ballack

subjectTeam -

objectPlayer Sergio Busquets

objectTeam -

Narration Ballack gives away a free-kick following a
challenge on Busquets

retrieval performance. We propose a model, called
semantic indexing, that extends traditional keyword-
search with extracted and inferred information using
domain ontology. The indexing mechanism is built upon
Apache Lucene,® a scalable and high performance indexer
and searcher, which is essentially designed for free-text
search. Semantic retrieval is achieved by implementing a
custom ranking for Lucene indices so that documents
containing ontological information get higher rates. The
details of the index structure and ranking are given in
Section 3.6.1 and 3.6.2 respectively.

3.6.1. Index structure

The structure of the semantic index has utmost impor-
tance in the retrieval performance. We constructed a
Lucene index such that each entry represents a soccer
event. As we have mentioned in the previous sections,
each event has its own properties associated with it, such
as subjects and objects. That information is also included
with each event. We also include full-text narrations
associated with events to the index. This is especially
important if the event type is unknown (an event which is
not recognized by the information extractor). Adding full-
text narrations to the index tolerates the incomplete event
information, thus ensures at least the recall values of the
traditional full-text search. The index structure can be
seen with an example entry in Table 1.

8 http://lucene.apache.org/.
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For the inferred OWL files, we build an extended
version of this index. In addition to the basic information
contained in this index, the inferred index also contains a
field for all the inferred types of an event, a field for
inferred player properties and a field to keep inferred
information according to semantic rules. The additional
information appended to the inferred index can be seen
in Table 2. Note that the subjectTeam and objectTeam
fields are also filled using the semantic rules.

3.6.2. Searching and ranking

In the traditional keyword search, the indexed docu-
ments usually contain nothing but raw text associated
with that document. Lucene can easily handle such
indices and its default ranking gives usually good results.
However, complex indices should be handled carefully. In
order to take the advantages of our ontology-aided index
structure, we slightly modified the default querying and
ranking mechanism of Lucene. First of all, we boosted the
ranking of fields containing the extracted and inferred
information to stress the importance of them. Second,
these fields are re-ranked according to their importance.
For example, the “event” field is given the highest rank-
ing. This approach prevents misleading stemming from
ambiguous words in full-text. For example, suppose a
narration contains “Ronaldo misses a goal”. Searching for
a “goal” in a traditional search may return this document
in the first place, which is a false positive. However, in the
ontology-aided index, the events whose type is Goal will
have higher ranks. Since the type of the event above is a
Miss, it will have a lower rank.

4. Evaluation

In order to evaluate the retrieval performance of our
system, we have crawled 10 UEFA matches, containing a
total of 1182 narrations. Out of these narrations, our IE
module was able to extract 902 events. Using these data, we
constructed four Lucene indices for detailed comparisons.
First, we built a traditional full-text index, TRAD, using only
the narrations of the UEFA matches. This index is used as
the baseline for the performance of other methods. Then, we
built two indices for the ontology aided semantic search,
namely BASTC_EXT and FULL_EXT, where the former con-
tains only the basic information available in the UEFA crawl
and the latter contains the extracted information in addition
to the basic information. Finally, we built an index, FULL_INF,
which is the expanded version of FULL_EXT with the

Table 2
Additional information in inferred index.

Field Value
Event Negative event foul
subjectPlayerProp Left back defence player

subjectTeam Chelsea
objectPlayerProp Center forward player
objectTeam Barcelona

FromRules -

Table 3
Evaluation queries.

Q-1 Find all goals (query: goal)

Q-2 Find all goals scored by Barcelona (query: barcelona goal)

Q-3 Find all goals scored by Messi at Barcelona (query: messi
barcelona goal)

Q-4 Find all punishments (query: punishment)

Q-5 Find all yellow cards received by Alex (query: alex yellow
card)

Q-6 Find all goals scored to Casillas (query: goal scored to
casillas)

Q-7 Find all negative moves of Henry (query: henry negative
moves)

Q-8 Find all events involving Ronaldo (query: ronaldo)

Q-9 Find all saves done by the goalkeeper of Barcelona

(query: save goalkeeper barcelona)
Q-10 Find all shoots delivered by defence players (query: shoot
defence players)

inferred knowledge. All of the indices are evaluated with
the queries shown in Table 3.

The results can be seen in Table 4. First of all, consider
the first three queries. There is a considerable difference
between TRAD and the other methods. The reason is that
UEFA narrations use the phrase “P scores!” when the
player P scores a goal. Since they omit the word “goal” in
narrations, the traditional index is not able to retrieve all
the goals with the keyword query: “goal”. However, the
information extraction module can successfully recognize
the goal and we can index it as a document with its
eventType field filled as “goal”. Thus, the improved
index can answer both the queries “goal” and ‘“scores”
successfully. That is the reason why BAsIC_EXT and the
other indices have very high precision rates.

The improvement provided by the information extrac-
tion module can be seen clearly by looking at the
difference between BASIC_EXT and FULL_EXT in 9th
and 10th queries. The difference stems from the extracted
events such as shoots and goalkeeper saves.

The improvements stemming from the inferencing can
be observed by looking at the queries 4, 7 and 10. In these
queries, FULL_INF index performs much better than other
indices, because it contains additional information due to
ontological inferencing and classification. For example, the
4th query exploits the inferred knowledge about the fact
that red cards and yellow cards are also known as punish-
ments. Similarly, the 10th query benefits from the inferred
defence players through classification. Finally, the 7th
query uses the knowledge obtained from the property
hierarchies defined in the ontology. This means, the
system can recognize the properties such as actorOf-
MissedGoal, actorOfOffside, and actorOfRedCard
as actorOfNegativeMove. Moreover, in the 6th query,
we can see the effect of Jena rules. Here, according to one
of the rules we defined, we can infer the implicit knowl-
edge of which goal is scored to which goalkeeper, even if
that knowledge does not exist explicitly.

If we look at the query 8, we can see that all the four
indices perform nearly the same. The reason is that, it is a
simple query with a single player name (Ronaldo). So, it
does not contain much information that the semantic
indexing can make use of. However, even in such queries,
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Table 4
Evaluation results (mean average precision).
Queries TRAD BASIC_EXT FULL_EXT FULL_INF
Q-1 0.5/35 1.4% 35/35 100% 35/35 100% 35/35 100%
Q-2 0.4/7 5.7% 5.3/7 75.7% 5.3/35 75.7% 5.3/35 75.7%
Q-3 0.7/3 23.3% 3/3 100% 3/3 100% 3/3 100%
Q-4 0/43 0% 0/43 0% 0/43 0% 43/43 100%
Q-5 1.1/2 55% 2/2 100% 2/2 100% 22 100%
Q-6 0.1/9 1.1% 5.7/9 63.3% 5.6/9 62.2% 9/9 100%
Q-7 2.2[7 31.4% 1.9/7 27.1% 2.3/7 32.8% 6.3/7 90.0%
Q-8 7.9/11 71.8% 8.6/11 78.1% 8.5/11 77.2% 7.4/11 75.9%
Q-9 5.1/8 63.7% 4.5/8 56.2% 6.3/8 78.7% 7.5/8 93.7%
Q-10 0/83 0% 0/83 0% 21.9/83 26.4% 81.4/83 98.1%
the performance does not drop below the traditional Table 5

approach, because the full-text narrations are not dis-
carded but preserved in a separate field. In other words,
our approach guarantees at least the performance of
traditional approach in the worst case.

Our evaluation results show that starting from the
BASIC_EXT, each index makes a solid improvement over
its predecessor and we ultimately reach the desired
performance in FULL_INF. Note that the performances
of BASTC_EXT and FULL_EXT are also satisfactory. Espe-
cially the huge gap between the TRAD and BASIC_EXT is
important, because it shows that even the basic informa-
tion provided in the crawled data can make a great
difference. However, when the queries get more and more
complex, we need domain-specific information extrac-
tion, rules and inferencing to handle them. So, with this
framework, we provide a set of opportunities for the
developer to tweak their system according to the user
needs. In any case, the framework guarantees to provide
the same scalability and user-friendliness.

5. Comparison with query expansion

In Section 4 we have compared our solution with
traditional approaches and observed a remarkable
improvement. However, one can still ask whether this
result could be achieved by using only the query expan-
sion methods. Therefore, a final experiment showing the
difference between our solution and the query expansion
methods is needed. To fill this gap we implemented a
prototype for the query expansion which uses the domain
terms to extend queries. For example, a query containing
the word “goal” is expanded with the verbs “score”,
“miss” and their derivatives. Ontological information is
also used for query expansion, thus the query “punish-
ment” is augmented with its subclasses such as “yellow
card” and “red card” as well as the verb “book” and its
derivatives. The expanded queries are run directly on
free-text, so we can clearly see the improvements stem-
ming from the query expansion and compare it with our
solution.

The results of the experiment are shown in Table 5. At a
glance, we can easily say that the performance of the query
expansion method resides between the traditional approach
and the semantic indexing as we expected. The effects of
the query expansion can be seen clearly by looking at the

Comparison with query expansion.

Queries TRAD (%) QUERY_EXP (%) FULL_INF (%)
Q-1 14 30.1 100
Q-2 5.7 16.4 75.7
Q-3 233 49.0 100
Q-4 0 63.6 100
Q-5 55 51.5 100
Q-6 1.1 115 100
Q-7 314 27.16 90.0
Q-8 71.8 71.8 75.9
Q-9 63.7 62.5 93.7
Q-10 0 43 98.1

queries 1, 2, 3 and 4. The first three queries are improved by
the expansion with the term “scores”. The huge increase in
the 4th query stems from the ontological expansion of the
query term “punishment”. Still, the performance is not close
to our solution with semantic indexing. The rest of the
queries are not much affected by the query expansion
method due to the absence of suitable expansion terms.
Some queries are even deteriorated by this method because
of the false positives introduced by the extra query terms.

So, we conclude that although the query expansion
method can improve the performance of traditional
approaches, it cannot exceed the performance of semantic
indexing, because it is unable to capture the actual
semantics of the query words.

6. Adding phrasal expression support

We have mentioned in Section 3.6 that the ambiguity
problem is the most important issue in keyword-based
search interfaces. Ambiguities arise usually in two forms:
lexical and structural. Lexical ambiguities are caused by
homonyms and structural ambiguities occur when a
sentence or phrase imply more than one meaning due to
the multiple assignments of the same word. We can solve
the lexical ambiguities only if the information extraction
module recognizes them since we did not implement a
word disambiguation method. Structural ambiguities,
however, can be solved in the semantic indexing phase.
For demonstration purposes, we solve simple structural
ambiguities by adding phrasal expression support to our
current implementation.
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Table 6
Effects of phrasal expressions.

Query FULL_INF (%) PHR_EXP (%)
Foul by Daniel 48.2 100
Foul by Daniel to florent 47.7 100
Foul by florent to Daniel 100 100

Suppose a user tries to find the fouls that Alex made to
Ronaldo and types the query “foul Alex Ronaldo”. The
system may also retrieve the fouls by Ronaldo to Alex
because both of the players can act either as a subject or
an object. To solve this structural ambiguity, we introduce
simple phrasal expressions such as “to X”, “by X”, “of X",
so that the system can understand the intended object
and subject of the query. The cost of the implementation
was negligible as it is achieved just by adding two new
fields, one for the subject and one for the object. The
content of each field is the concatenation of the name of
the object or subject with the corresponding preposition.

We compared the performance of the new index
(pHR_EXP) with the original one (FULL_INF). We pre-
pared three artificial queries for this purpose. The first
query measures the subject discrimination performance
(Daniel is the maker of foul). The second query adds an
object (Florent) to the first query and finally the object
and subject positions are swapped in the third query. The
results are shown in Table 6. Note that the old index has
difficulties with handling the ambiguities. It cannot dis-
criminate which player is the object and which player is
the subject of the query, but constantly assumes Florent
as the subject player without any reason. The new index,
on the other hand, can successfully discriminate the
object and the subject in every condition.

7. Discussion

This paper shows how we achieve semantic querying
without compromising from scalability and user-friendli-
ness. There is another important benefit of our approach
that we did not cover in this study, which is flexibility, i.e.
how easily the system responds to data updates or
modifications. We claim that the use of the semantic
index as an upper layer above ontology makes the knowl-
edge base much more flexible.

Today, most of the semantic applications use ontolo-
gies as the main data structure of the system, i.e. all the
heavy read/write operations are run directly over the
ontology individuals. However, ontologies and ontology
individuals are not meant to be used in such conditions.
By definition, they are strict, formal representations of
knowledge and assertions. In other words, they are
immutable by nature and are not optimized for rapid
changes or updates. Therefore we recommend an efficient
secondary data storage for these tasks, such as semantic
indexing as our solution does.

To illustrate how the semantic indexing improves the
flexibility, we can give the following example. Suppose we
want to add support for another language in the query
interface, so that we can query the same knowledge base

with two different languages. To achieve this with ontol-
ogy individuals, one has to either duplicate the individuals
for the second language or duplicate the properties with
the translated values. Either solution is impractical when
the number of individuals is too large. With the semantic
indexing, however, it is as easy as adding the translated
value next to its original value for each field. Expanding
the index terms with WordNet synonyms, natural lan-
guage phrases or even word stems are other examples that
can be achieved easily with semantic indexing.

8. Conclusion and future work

We have presented a novel semantic retrieval frame-
work and its application in the soccer domain, which
includes all the aspects of Semantic Web, namely, ontol-
ogy development, information extraction, ontology popu-
lation, inferencing, semantic rules, semantic indexing and
retrieval. When these technologies are combined with the
comfort of keyword-based search interface, we obtain a
user-friendly, high performance and scalable semantic
retrieval system. The evaluation results show that our
approach can easily outperform both the traditional
approach and the query expansion methods. Moreover,
we observed that the system can answer complex seman-
tic queries without requiring formal queries such as
SPARQL. We observe that the system can get close to
the performance of SPARQL, which is the best that can be
achieved with semantic querying. Finally, we show how
the structural ambiguities can be resolved easily using
semantic indexing.

The current implementation can be extended and
improved in many ways. First of all, we are planning to
enrich the knowledge base to support multiple languages
as we mentioned in Section 7. The performance will be
further improved by implementing a word disambigua-
tion module for lexical ambiguities. Finally, a mechanism
that expands the index automatically according to the
user feedback is one of our future goals.
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