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The semantics of directional prepositions is inigegsed from the perspective of aspect. What
distinguishes telic PPs (like the housgefrom atelic PPs (likéowards the hougetaken as denoting sets
of paths, is their algebraic structure: atelic Pde cumulative, closed under the operation of
concatenation, telic PPs are not. Not only doesdhow for a natural and compositional account@iv
PPs contribute to the aspect of a sentence, bigdtguides our understanding of the lexical seitsuof
prepositions in important ways. Semantically, pefans turn out to be quite similar to nouns aedog.
Nominal distinctions (like singular and plural, reand count) and verbal classes (like semelfactinels
degree achievements) have their prepositional eopatts.

0 I ntroduction

Paths play an important role in the semantics of two empulieaains. They are used in
studies of sentential aspect as the spatial or scalar ta@okg which events can be
temporally measured out (e.g. Verkuyl 1993, Tenny 1994, Jackendoff 188 k998). In
the literature on prepositions paths are the kind of entitiesrimst@f which directional
prepositions, likefrom, into, andover, are interpreted (e.g. Jackendoff 1983, Lakoff 1987,
Bierwisch 1988, Habel 1989, Pifion 1993, Nam 1995). However, theserpidaal domains
are not often connected in a systematic way. Prepositional phasseknown to make
contributions to the event structure of a senténce:

(1) a. Alex swam (*in/for an hour)
b.  Alex swam to the beach (in/*for an hour)

c.  Alex swam towards the beach (*in/for an hour)

! This paper was presented at the Workshop on EStenttures in Linguistic Form and Interpretatioejfzig,
2004. | thank the audience there and also Beritrk&ehSusan Rothstein, Henk Verkuyl, and Matthias
Weisgerber for discussion and comments, and edjyettiao anonymous reviewers for their remarks, wiitie
usual disclaimer. The Netherlands OrganisationSitientific Research (NWO) is gratefully acknowledder
financial support (grant 051-02-070 for the CogmitprojectConflicts in Interpretation

2 See for instance Pifion (1993), Jackendoff (1996 (2000), Filip (2003).



A manner of motion verb likewimin (1a) has atelic aspect, as shown by the fact that & take
for instead ofin with durative measure phrases. Thet®fhe beaclshifts the aspect to telic
(1b), buttowards the beacldoes not have this effect (1c). Aspectual studies do notrgo fa
beyond the aspectual properties of these two prepositions. Spatigsson the other hand
usually do not consider the implications that these phenomena hagéatfor prepositional
semantics.

This article intends to relate the two domains of aspect aaxksp a direct way, by
treating the denotation of a directional PP as an algebrastallgtured set gbathsthat is
thematically mapped to a mereology of events along the linesion P1993), Krifka (1998)
and Rothstein (2004). In this way there will be two-way trafétween event structure and
spatial structure, as | will show. On the one hand, the lexdeatantic definitions of
prepositions can be made relevant to event structure in a mimr@pled and more
compositional way. On the other hand, the algebraic approach wpedeour insight in the
semantics of prepositions because we can exploit the parallelismthe nominal and verbal
domain and use aspectual considerations as a probe into prepossionahtics. The
approach taken here is similar in spirit to Pifion (1993) and Nam (20@0it, departs from
their proposals in essential respects.

After an introduction to the notion pfepositional aspedn section 1, | will describe in
section 2 thealgebra of pathsthat forms the foundation of the semantics of directional
prepositions. How prepositions determine verbal aspect will b&othe of section 3, while
section 4 shows how aspectual considerations can be used to both marsdrainrich the
lexical semantics of prepositions. Section 5 concludes thaeally placing the results in a

wider perspective and discussing a few of the remaining questi

1 Prepositional aspect

1.1 Aspect and prepositions

The spatial prepositions can be divided into locative (or statid)directional (or dynamic)
prepositions, that is, between prepositions that are used to edare something and

prepositions that are used to indicate where somethogng

(2) Locative (static) prepositiongibove, at, behind, below, beside, between, in, in front of,

inside, near, on, outside, under



Directional (dynamic) prepositiongcross, along, around, away from, down, from, into,

off, onto, out of, over, past, through, to, towards, up, via

Locative prepositions can always be used in combination with the acbpulo form a
locative sentence, as in (3a). With directional prepositionsigls®metimes possible if the
location is understood as the endpoint of a hypothetical journey descrilllee pseposition
from an implicit point of view, as in (3b) (Cresswell 1978), omstimes with a measure

phrase, as in (3b’):

(3) a. The caris behind the truck/in the garage/outside the pa
b.  The car is across the street/around the corner/over kkiedmi here)

b’.  The car is one mile from the garage/one mile to tké ea

When we take a closer look at directional prepositions, wehs¢ehey can contribute to the
aspectual properties of a sentence in different waysbylthemselves manner of motion
verbs likeswim walk, run anddrive are atelic process verbs. Combining these verbs with

directional PPs leads to different results:

(4) a. Alex walked onto the platform/out of the hotel in/em minutes
b.  Alex drove toward the mountains/along the river  *in/foryw da

c. Alexran around the lake/through the grass in/for one hour

The prepositionento andout oflead to telic aspect in (4a). In (4b) on the other handege
two prepositionstoward andalong that lead to an atelic sentence. Some prepositions behave
ambiguously, likearound andthroughin (4c), allowing either a teliar{ one houy or atelic
(for one houy interpretation.

In this way, the distinction between ‘bounded’ and ‘unbounded’ refefantéar from
the verbal and nominal domain shows itself in the prepositional iddo@ (Jackendoff 1991,
Verkuyl and Zwarts 1992, Pifion 1993). Let us call firispositional aspec¢tusing the term
aspectin a wider sense, for the linguistic presentation of mmgmias ‘bounded’ or
‘unbounded’, across different syntactic categories (along the ¢inBsch 1986, Jackendoff
1991 and Rijkhoff 1991). Analogous to telic and atelic verbs (verb phissggnces) we can



distinguish telic or bounded prepositions (ligeto) from atelic or unbounded prepositions

(like along).® Based on the durative adverbs this leads to the followassiication:

(5) Bounded, telicto, into, onto, from, out of, off, away from, past, via
Unbounded, atelictowards, along

(Un)bounded, (a)telicacross, around, down, over, through, up

Even though the judgments about some prepositions may not be sharp and uagquivoc
believe we have a fairly clear empirical domain about whiaskoa number of questions. We
first of all want to know how boundedness and unboundedness are definedposifions
and prepositional phrases in general. In other words, what exaptlgpositional aspect? The
next question is how individual prepositions come to have the aspédhéyahave. For
example, why isto bounded, butowards unbounded, even though they are both goal-
directed, and how carmacross be ambiguous between a bounded and an unbounded
interpretation? If we know what makes a preposition (un)bounded, theretheuestion is
how it transfers this property to the aspect of the verbal oipme. howto makes VPs telic
andalongatelic, for example.

Since this article concentrates on the aspect of prepositiasis completely ignore the
role that the noun phrase of a prepositional phraseretflegence objectplays in aspect
composition and use only definite noun phrases with singular count nbansefer to
stationary objects. How to deal with reference objects lthat mass reference, that are

conjoined, plural or quantified, as in the examples belswpt the topic of this articfe.

(6) a. Alex walked through fog
b. Alex drove to Utrecht, Amsterdam and Haarlem

c. Alex jumped over several fences

Another idealization that | make is that the reference abjduemselves do not move.

Following Talmy’s (1983) characterization of the distinction tetw Figure and Ground in

% | am leaving out the locative prepositions hefgeylare atelic and can be seen as the prepositionaterpart
of states in the verbal domain. The tei(agelic and(un)boundedare used interchangeably in this paper.
“ See Verkuyl and Zwarts (1992) for some discusefdhe aspectual effects of extended and pluraresice

objects and Francez and Steedman (2003) for artesdtof quantified prepositional phrases in general
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spatial relations (also known as Trajector and Landmark), Ihreesshat this idealization is
somehow part of the relativistic way in which we conceptuglzstion and motion in space.
Even if a hot air balloon is moving, we understand the path ofdairbia sentence lik&he
bird is flying around the balloom terms of the relative balloon frame and not in termfief t
absolute frame of the earth, for instance. This relativisaiso shown by the fact that we can
describe a constant relation between two moving objects witbasive prepositionAlex was
driving behind the police cgbased on an example from Kracht 2002).

Although | focus on prepositions here, | believe that muchhaftwoncerns directional
prepositions applies also to directiomalverbs(many of which also function as directional
prepositions anyway, likep andaway) and | will occasionally refer to adverbs to make a

point about aspect or paths.

1.2 Prepositionsand paths
In the approach taken here, paths are crucial in the same waényah events are crucial in an
account of verbal aspect (Bach 1986, Kritfka 1989). But what are path$iow are they
used? We need to make a few basic assumptions about pathscbeRidering their role in a
theory of aspect. More assumptions and refinements will beladdeg the way.

A path is intuitively a directed stretch of space, typic#ly trajectory or orbit along
which an object moves. Geometrically, it corresponds to a euthlean arrow at one end, as
shown in the picture in (7):

(7) A path as a directed curve

A path has a starting point, an end point and points in betweenhich the path imposes an
ordering, but this ordering is non-temporal. Eschenbach et al. (2000ef27)to paths as
‘bounded linear oriented structures’.



Let us assume that directional PPs are interpreted ssobqiaths and directional
prepositions as functions that map objects to sets of paths. Addthisin the article | do not
want to say more about how paths and prepositions are related to amdni®rbs (see
section 3) and | will not give definitions of individual prepositions lsgction 4. For now,
we will approach the aspect of prepositions in the sameawdlge aspect of nouns and verbs
is treated in the literature. We can make judgments abouiniheundedness of words like
wine andwalk and form hypotheses about the algebraic structure of their denetéih terms
of quantities or events) without worrying about their lexical semalefinitions. The fact that
wine is a liquid and walking a cyclic pattern of certain body pastions is somehow the
source of the unbounded aspect, but this is not made explicit &videof analysis that
aspectual theories operate on. Prepositions can be tredtssl same way, but what makes
them different from nouns and verbs is that they are a cldassl defined over the relatively
well-defined conceptual domain of space. This makes it possilteidy the relation between
lexical definitions and aspectual structures in detail.

Another important assumption that | make is that all directiBRal are interpreted with
respect to one and the same domain of paths. We do not have dikiedsbf semantic
objects for different types of directional prepositions. Bohneme&@¥3) suggests that some
prepositions (liketo) refer to ‘vectors’, while others (likaround refer to ‘path shapes’. In
this article, there is no such distinction. There is an acapiand a methodological argument
for this uniformity. The empirical argument is that differgqes of directional PPs co-occur

as verbal adjuncts modifying one and the same motion vent:

(8) a. Alex walked through the daylight over the yard tosttex
b.  Alex drove across the bridge from the park towards thentains

Notice that the sequencing of PPs does not express a sequenciogeafiants. Alex in (8a)
did not first walk through the daylight and then over the yard and ¢hie tshed. We want to
analyze (8a) and (8b) in roughly the following way:

(9) a. The path of Alex’ walking event is through the daylight evet the yard and to
the shed

® Although there are constraints on what directicegbressions can be combined in one clause, asb&gld
(1991), Tenny (1994), and Bohnemeyer (2003) show.



b.  The path of Alex’ driving event is across the bridge and fhenpark and into the

wilderness

The directional PPs in these sentences are all predicamseopath, the trajectory of the
theme, the moving object, of the event. The PP denotations meisteictt and this can only
work if they are all of the same type.

The methodological argument for uniform interpretation is thatoviges a common
ground for comparing prepositions, defining classes of prepositiond, raaking
generalizations. This is especially important when aspedagdeas are involved. #roundis
of a fundamentally different type frotn, then it is much harder to see how these words can
both lead to telic aspect than when they define subsets fromnonth@ same domain of
paths.

1.3 Pathsand aspect

How are paths going to help us to explain the aspectual contributioremdguions? One

approach that won’t work is to look at individual paths, because agblly,itself, cannot be

telic or atelic. To see this, consider the path in the foligWigure and imagine it to be the

trajectory of a driving car.

(10) A path with multiple descriptions

This path can be described in each of the following ways



(11) The car drove ...

a. into the valley (*for hours) (telic)

b towards the house (for hours) (atelic)
c.  across the border (*for hours) (telic)
d along the river (for hours) (atelic)

As the durative adverbs indicate, two of the PPs that descahmath are telic, two are atelic.
This shows that (a)telicity is a property ofdascription of objects, not of the objects
themselves. The same observation has repeatedly m@ee in the nominal and verbal
domain. The same object can be described as rhesad( or as countd loaf) (Chierchia
1998) and the same activity of running can be desdras a processlex rar) or as an event
(Alex ran a milg¢ (Krifka 1998). It is important to realize thatgmositional aspect is no
different in this respect.

This implies that, in spite of the suggestive teteticity (from Greektelos ‘end,
boundary, goal’) it cannot be the presence or ales@ma path of endpoints or culmination
points that determines prepositional aspect immpka way. Prepositional phrases can be telic
without having an endpoint in a clear sense anlicatile being bounded by the reference

object. Consider the following examples.

(12) a. Alexran away from the accident
b.  Alex swam towards the island
c. Alexjogged three times around the village

d. Alex drove round and round the hotel

(12a) can be telic even thougtvay from the accidermtoes not specify a particular endpoint.
What the reference objettte accidenspecifies is the starting point, but where thénpand
is left open, as long as it ot nearthe accident. The reverse is seen in (12b): atsiect in
spite of the presence of a g8aThis means that there is no aspectual asymmetryebe
source prepositions and goal expressions, contoawhat is suggested in Filip (2003). Both
source and goal prepositions can be bounded andundbd; we are dealing with two

® One could say thahe islandin towards the islandss a kind of limit that the path never reacheshat the path
is a topologically open set bounded by the islalatkendoff 1991:37). A simple definition twiwardsthat does

not require such devices is given in section 3.



independent dimensions of the semantics of prapaositin (12c) the telicity comes from the
cardinality expressiothree timesnot from the specification of an endpoint andd)li2 atelic
because the number of circumventions of the hetehspecified, but not the endpoints of the
individual paths around the hotel (which are ideadtto the starting point).

This article intends to give a unified accounthiise phenomena by taking an algebraic
approach to aspect, locating telicity and ateligityhe algebraic structure of PP denotations.
In order to do this we first need to lay a formaliidation for an algebra of paths that can

help us to formulate these properties.

2  Analgebraof paths
In a model-theoretic approach there are differeayssto formalize the informal notion of
path that we used in the previous section. One iwayp take paths aprimitives in the
universe of discourse and develop a system of axitiat characterizes their properties. This
is the approach of Pifion (1993) and especially rifkK (1998) and Eschenbach et al. (2000).
Instead of taking paths as primitives they carctestructedout of other elements, as nested
sets or sequences of places (Bierwisch 1988, Vérkuy Zwarts 1992, respectively) or as
functions from some ordered domain to places (Qrel$4978, Habel 1989, Nam 1995). The
axiomatic approach allows one to introduce justrash assumptions as one needs and it
avoids the ‘filmstrip model’ of movement as sim@ysequence of static snapshots (a point
made by Jackendoff 1996 and Krifka 1998). The coanttve approach on the other hand has
the advantage of making the relation between patfts places maximally explicit and of
being closer to our geometric intuitions. Both agmhes are compatible with the kind of path
algebra that | will adopt here. Nevertheless, fug sake of concreteness, | will assume
constructed paths, defined as continuous functioos the real unit interval [0,1] (the
‘indices’) to positions in some model of space. Takation between paths and positions is
straightforward: the starting point of pathis p(0), the end point ip(1) and for any 0 [0,1]
p(i) is the corresponding point of the path. The $giaths in the universe of discourse will
be denoted by. The appendix of this article gives a more predsgnition of this formal
notion of path, for which | certainly do not wantdlaim cognitive reality, but that seems at
least explicit and restricted enough to model #levant spatial and aspectual properties of
directional prepositions.

In earlier work | argued that positions and otbaatial properties are best understood as

relative positionsmodeled byectors(Zwarts 1997, Zwarts and Winter 2000, Zwarts 2003)
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Nothing of what | say in this article hinges ontttaectly, but the relative nature of positions
(and therefore also of paths) is important to asklra problem that was raised by a
anonymous reviewer. Because paths are atempoedtists of space they require a fixed,
stationary reference object. As | already mentianeskection 1.1, the reference object may in
fact be moving, as ifthe bird is flying around the ballookVhen the balloon is moving along
a straight line, the atemporal path of the birdasa circular path enclosing the balloon, but a
sinusoidal path along the straight path of thedoall Instead of following the reviewer’s
suggestion to make paths time-dependent, | woutdiras that the path of the bird is
represented as a sequence of vectors that takelliben as their origin and not as a sequence
of positions in an absolute space. The balloomdsfthe centre of its own vector space, that
is embedded (either stationary or moving) in arohlte space, along the lines of Zwarts and
Winter (2000). But for the remainder of this amidl will assume reference objects that are
fixed.

Notice that when we define a path as a sequengmsifions, we can get paths that
cross themselves one or more times, that covesdnge ground more than once and that
backup and traverse the same stretch of space agakwards. The following examples

demonstrate clearly that this should not be ruletd o

(13) a. Alex walkedll aroundthe city centre
b.  Alex ranround and roundhe track
c. Alex pacedack and fortithe alley
(14) a. path crossing b.  path overlapping c. pattking up
- >l ¥
- - _II_ ,/: /I’/ \\}\
1!, Z3== hy i <----- >
| By 1
17 S~ ~1 Q\ //l
v g

Alex’ path crosses itself in (13a), repeats it$el{13b), and contains backups in (13c), as
illustrated in the corresponding pictures in (14)is part of the lexical semantics of these
complex prepositions that it happens this way, aada matter of how simple paths are
traversed in temporally complicated ways. Therefave have to deal with it within the

semantics of prepositions and cannot relegatetitdsemantics of verbs or time.
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What we need to distinguish carefully in this espis a patlp (which is a directed
spatial entity) and the space covered by that fwltich is a non-directed spatial entity) and
which is simply defined as the range of the funtiio A path that goes around the house
once and a path that goes around it five timesheae the same range, but they are different
paths, having different aspectual implicationsywaswill see in section 4.

The setP of paths is partially ordered bysabpathrelation, as shown in the left-hand
picture below. Roughly speaking, is a subpath ofj (p < q) if p is the same path ap
restricted to part of its domain. See the appefatithe definition of< and its proper variant
<. A natural sum operation over paths@catenatior{(Habel 1989, Nam 1995), illustrated in

the second picture.

(15) a. pisasubpath o b. the concatenationpfindq
.’A C
447‘ q i I, q® = ’4
p B,/'
;
-7 p p*tq

If p is a path from A to B and is a path from B to C, i.e. f(1)=q(0), thenp+q is the path
that take9 to get from A to B andj to get from B to C. Obviously, the ‘concatenarae
always subpaths of the concatenation. Concatenitiarpartial operation, only defined when
the second path starts where the first ends.al$seciative,[{+q)+r=p+(qg+r), but it is neither
commutative +q#g+p) nor idempotent g+p#p). This can be seen in the following two

figures:
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(16) a.  non-commutativity of concatenation b.  ndempotence of concatenation

A A

>"~ ,>—~\

AN ’ S
& \ ,' \
F \ \

q 1 P 1 1 P

J ‘ !
" ’ \\ ’
’ ’

--..(fl \\__'/

B

Picture (16a) illustrates that-q is a path that leads from A back to A, widep is the path
that goes the other way round, from B to Bpsg#q+p. Picture (16b) shows a pgthgoing
around once. The pafip is a different path, going around twice. Hepep+p.

Armed with the subpath relation and the concatenatperation we can now take a

closer look at the structure of PP denotations.

3 Thealgebraof pathsand verbal aspect

3.1 How todefine prepositional aspect algebraically

In the literature, two closure properties have bgeoposed to account for unbounded
reference in the verbal and nominal domain, onevfdeard looking’ closure property based

on a proper part relation and one ‘upward lookiclgsure property based on a sum relation.

When applied to directional PP denotations, asafgiaths, these definitions run as follows:

(17) a. A set of pathX is divisive (or homogeneoysff for all p, g O X, if g <p, then
qdX.
b. A set of pathX is cumulativeiff
(i) there are, g O X such thap+q exist and
(i) forallp, qOX, if p+q exists, thep+q O X.

The definition of cumulativity for paths is slightimore complex than for other domains,

because concatenation of paths is a partial opera@lumulative sets must contain paths that
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connect head-to-tail and it requires the concatemsaof these paths to be found in the same
set!
Piflon (1993) and Nam (2000) propose that whatacherizes an atelic PP liktewards
the stationis divisive reference. At first sight this seemguitively right: whenp is a path
towards the station, then every subpatip a$ also a path towards the station. It works like
that in picture (18a)To the stationon the other hand, is not divisive, because h pathe

station may have proper subpaths that do not résgchtation.

(18) Three paths that can be labeladards the station

However, picture (18b) and (18c) show that divigivioes not hold when paths curve in
particular ways. Every subpath of the path in (1i8aglso towards the station, but not all of
the subpaths in (18b) and (18c). Some subpaths ifikial parts of the path in the second
picture) are actually pointing away from the stati®otowards the statiordoes not have
divisive reference even though it is clearly ari@at@P. There are other atelic PPs that do not

have divisive reference either:

(19) a. Alex drove around the city centre (for/ammay)
b.  Alex walked round and round the block (for/&émay)

c.  Alex drove along the river (for/*in a day)

When Alex is driving round the city centre in assgross fashion (which is the reading of
(19) intended here), then there are subpaths gfatie of movement that we would no longer
describe aaround the city centrée.g. when he is driving down one particular jré&'e can

only use this PP for paths that ‘fill up’ the iritarof a reference object in a certain sense and

| am thankful to Carola Eschenbach and an anongmexiewer for making me realize that without cka G,
sets without any connecting paths (like the dermiatf into the housén 4.1.1) would be vacuously cumulative,

which is not the intention, of course.
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have a certain level of convolutedness. If a paih the denotation of the atelic Rkund and
round the blockthen it has subpaths that are not in this sehgpthat go around the block
once, around a corner, etc.). The non-divisivityatdng the rivercan be illustrated in the

following way:

(20) A pathalong the river

Even though a path can be along the river at aicescale, at a smaller scale this may no
longer hold. It is not clear, for example, whetbemnot the subpath leading from A to B still
counts as along the river.

The conclusion must be that divisivity is not thigebraic property that characterizes
unbounded PPs. This does not mean that there awnimounded PPs that have divisive
reference. Takehrough the tunnein its unbounded sensevdlk through the tunnel for
hourg: every subpath of a path through the tunnel al8b be through the tunnel. But even
here there is a limit to divisibility, as an anorous reviewer pointed out. There may be parts
of paths through the tunnel that move across rdttaar forward and that we would hesitate to
call through the tunnelln general, we can say that a PP is only divisivies definition
depends purely on location, igarough the tunneWwill only be divisive if it refers to paths
consisting of positionsn the tunnel without involving orientation or dirext. Being this
narrow, divisivity does not qualify as the definipgperty for unboundedness and it may not
even be a relevant property at all. This is natrprssing outcome, given what we know from
the way mass nouns refer in the nominal domainpaadess verbs in the verbal domain. That
mass nouns have divisive reference seems naturaiter (ignoring its molecular structure),
but not forfurniture (a part of a piece of furniture is no longer ftmn¢). The parts of a
process that we calalk will not always be callewvalk themselves (e.g. lifting the left foot a

few inches from the ground).
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The property that gives us an adequate charaatemnz of unboundedness for
prepositions (and for nouns and verbs as wellummudativity. If two paths aréowards the
station then so is their sunif, it exists This is an important proviso. Remember that séim o
paths is defined as concatenation, which is onlssite if the paths ‘connect’ head to tail.
Cumulative reference is also the right property foe PPs in (19). A crisscross path
concatenated with a crisscross path gives anotisscooss path, adding up repeated circles
around the block lead to repeated circles arouadbtock, concatenating one path along the
river with another path along the river just maidenger path along the river.

On the other hand, none of the bounded PPs haslative reference and there are two
general reasons for this. Some PPs lack cumulatiference because no two paths in their
denotation can be concatenated, which is the cabeavThe end point of & path is always
outside the reference object, the starting poinenés. A PP likearound the housen the
other hand, in its basic notion of one single daciath enclosing the reference object,
allows paths to be concatenated, but the restitadfconcatenation is not a path enclosing the

house once, but a path that encloses it twice.cbhelusion is:

(21) a. A PP is unbounded if and only if it has alative reference.
b. A PP is bounded if and only if it does not hauenulative reference.

Do we have to say more than this? Boundednesshier a@tomains is identified with the
properties of being quantized and being telic (k&ifl998). When applied to paths these

definitions are as follows:

(22) a. A setof path¥ is quantizedff for all p, g O X, notp <q.
b. A set of pathX istelic iff for all p,q O X, if p < q, thenp(0)=g(0) andp(1)=q(1).

Is quantization the right property for characterigibounded PPs? Phrased differently, do
paths in a bounded PP denotation never have subjpathe same denotation? It seems they

doin fact have subpaths. Consider the following epiast
(23) a. Alexran to the house (in/*for a minute)

b.  Alex walked over the bridge (in/*for two ming)e

c.  Alex crawled out of the room (in/*for three rates)
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Intuitively, we can draw paths from the PP denotegiof these sentences as follows:

(24) a. tothe house b.  over the bridge c. othefroom
___é‘__>|:| ’:A/___Q\ "‘~A\\
- BN ~->

If the path in picture (24a) is in the denotatidrt@the housethen so is the proper subpath
that starts at A and ends at the house. The pg®4l) also has a subpath, from A to B, that
goes over the bridge. In (24c) the indicated pathodthe room has a subpath from inside the
house to point A that is also in the denotation.f®unded PPs are not quantized.

Bounded PPs could have been quantized if we woale set up our semantics in a
different way, if the paths db the houseover the bridgeandout of the roonwould be the
smallest paths satisfying the constraints of treppsition (the ‘atoms’ in a sens€)ver the
bridge, for example, would denote in this view any pathvbich p(0) andp(1) are not on the
bridge while every in the open interval (0,1) is on the bridge. Nbmaths of such paths are
in the denotation obver the bridgeForto the housave would have to assume thHD) is
not at the housgy(1) is at the house and every point in betweemdefined, because we are
dealing with an instantaneous transition here. Ingb think that paths can have such a
‘minimal’ structure for reasons that | mentionedsection 1.2. Combinations of PPs can be
used to denote paths, efgom the barn to the housaevhich we want to compositionally
interpret as the intersection of the two PPs. Thanly possible if paths aret minimal, i.e.
if the denotation oto the housencludes a path for every possible starting p¢&mg. the
barn) and not just for those starting points jugsimle the house.

The property of telicity, under Krifka’s definitioin (22b), does not help us either in
defining bounded PPs, because telicity does n@& gszmuch more than quantization. Being
guantized implies being telic and the only way inicth a PP denotation can be telic without
being quantized is when the paths are circulain g46b), because only then can a proper
subpath have the same starting point and end psitite containing path, egs< p +p.2 The

problem is, however, that we have a PP that cldzgtyaves in an unbounded way, namely

& Thanks to an anonymous reviewer for pointing thisto me.
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round and round the blo¢kvith the telic reference property defined in (2Zbhis shows that
Krifka’s telicity is not the right property for chacterizing bounded PPs (although I will

continue using the term telic a-theoretically, &y@onym of bounded).

3.2 How totransfer prepositional aspect

We have set up the outlines of a system in whiehatspect of directional PPs is represented
in terms of closure under concatenations (cumutglivAtelic PPs are closed under
concatenation, telic PPs are not closed under ¢tenaton. The next step is to show how
these closure properties are transferred to tHealeystem.

We can essentially follow the line of Verkuyl (IB9Pifion (1993), Jackendoff (1996),
Krifka (1998) in assuming that aspectual propersiestransferred from the PP denotation to
the verbal denotation by a thematic role with horogshism properties. The basic link
between verbs and directional PPs is performed thematic function that maps events to
their spatial trace (similar to the spatial tragedtion in Link 1998 and the movement relation
in Krifka 1998). | will call this functiormRACE. If e is a motion event, theTRACE(e) is the
path followed by the theme ef The theme is usually an explicit argument ofwaeb, but it
can also be an implicit participant, like the ursleod projectile in a sentence likdex shot
the pianist through the windofsee Nam 1995 and Kracht 2002 for further discumgsi
TRACE is a function over the set of motion events, beeagvery motion event has a unigue
path. This doesn’'t mean thAtex ran around the parlknd Alex ran along the fenceannot
both be true for the same event. As we saw eadieg, path can be described in different
ways. TRACE is not a one-to-one function, because differemnéss might in principle be
mapped to the same path. Timace function allows us to formulate a simple compaositil

rule for combinations of a verb and a PP:

(25) [VPP]={eO[V]: TRace(e) O[PP]}

The PP restricts the denotation of the verb (atevents) to those events that have paths in

the PP denotation as their trace. Here is how whigks for the tenseless \Wralk to the

station
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(26) [ walk to the station ] = g0 [ walk J: TRACE(e) O [ to the station ] } =
{eO [walk ]: TRACE(e) [ { p: p(1) is at the station } }=

{eO [ walk ]: TRACE(e)(1) is at the station }

The subject comes in through another thematic ritle,THEME role, and results in the

addition of an additional restriction on the seewénts denoted by the tenseless senténce:

(27) [ Alex walk to the station ] =

{ eDO [ walk]: TRACE(e)(1) is at the station artHEME(e)=alex }

Something similar happens when the theme is thecoblof a sentence (e.g. the pranpush
the pram to the statignDiscussing the linking of arguments to paths Mdead us too far
from our topic. See Nam (1995) and Jackendoff (1986accounts in relation to theories of
paths and aspect.

This gives us the rough core of the compositigmatess, leaving out many interesting
phenomena, including those where objects insteadvehts are mapped to paths (Talmy

1996, Fong 2000, Gawron 2004 among many others):

(28) a. the road to the station
b.  the bus to the station

C. The road leads to the station

I will assume that in addition to th®ACE function for events we need another function that
maps out objects along paths in a particular wag @warts 2003a for a formulation in the
spirit of this article).

In the algebraic event semantics of Bach (1986)tk& (1998) and others, a sum
operation is assumed for events, analogous to tmeept of sums in the lattice-based
semantics of plurals and mass terms (Link 1998)efsiwo eventg ande’ of running, there
is also the mereological sum efand€. This kind of summation of events is a much less
restricted operation than the concatenation omerati paths defined in this article. While the

concatenation of two paths can only be formed wthenpaths connect head-to-tail, the sum

°® When tense applies to this tenseless sentenudtiiices an existential quantifier over eventsatemporal

location for the events relative to contextuallyegi temporal parameters, a fairly standard assompti
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of two events also exists when the events are aegghn time or when they overlap. This is
because the mereological s@ggregatesevents into a kind of plural object but it does no
integratethem into one single unitary event. This makdess straightforward to relate our
algebra of paths in a transparent way (namely byraomorphism) to the usual type of event
structure. Two events of runnirgand€e with their corresponding trac@sandq will always
have an event sum, but if the two events are diyasieparated, then theRACE of this event
sum is not defined. | will therefore follow Rothstg2004) in assuming a more restricted
operation on events, closer to the algebra of pathsvo events are spatiotemporally
adjacent, then this operation fuses them into amdgingular’ event. So, if John swam from
lam to 2am from A to B and from 2am to 3am fromoBCt then we can concatenate these
events into one swimming event (from lam to 3armamfrA to C). | will represent this
particular operation on events with the same symied concatenation of paths, because this
brings out the analogy and it will always be cldesm the context whether we are
concatenating paths or events. In addition, | alssume a subevent relatisnwhich can be
defined in terms of the concatenation operation +.

Given the two structures of events and pattsaCE can be characterized as a
homomorphism from events to paths. It is a homoimsm because it preserves structure:
e< € implies TRACE(e) < TRACE(€’) and TRACE(et+€) = TRACE(e)+TRACE(€'), if ete is
defined. If a walking eveng is a subevent of a walking evegit then the path oé is a
subpath of the path & and the trace of two events is the concatenatidheotraces of the
individual events.

Verbs likewalk, drive, swim andpushare always cumulative in reference. The VP that
results from combining such a verb with a non-cuativé PP liketo the houses non-
cumulative in reference. This is becausece requires every event in the VP denotation to
be mapped to a path in the PP denotatioe.alfide’ are in [ walk ], so is their concatenation
eté, if it exists. If their pathSRACE(e) andTRACE(€) are in [ to the house ], themande' are
in [ walk to the house ], but their concatenatsii never be, becauseRAcE(e+€'), which is
identical to TRACE(€)+TRACE(€), is not in the non-cumulative [ to the houseThis is
different with a cumulative PP likalong the river [ walk along the river ] is cumulative
because the cumulativity of [ along the riverrjsares that if two walking events have a trace
along the river, then their concatenation, if definhas a trace along a river.

From the point of view of compositionality it important to treat PP denotations as

members of an independent spatial algebra thaetated to the event algebra by one general
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thematic role. In Krifka (1998) directional prepmsins are treated as three-place relations

between paths, objects and events, as shown in (29)

(29) a. Alex walk to the capitol

b. {e there is a patp such thatvaLk (alexp,e) andGoAL(p,capitolg) }

The tenseless sentence in (29a) is interpreted st af events. What the preposititm
contributes is the thematic relatipAL between the patlp, the capitol, and everg
However, there is no straightforward denotationtfer directional PRo the capital because
both the verbal and the prepositional contribuiiorolve pathsand events® In this article

we want to keep both events and paths where thiemdpeevents in the verbal domain and
paths in the prepositional domain, each with tbein algebra (although structured along very
similar lines) and related by general thematic gdike TRACE. ‘Source’ and ‘goal’ are not
thematic roles, but extremities of patipgQ) andp(1), respectively) that only play a role PP-
internally. In our approach, the sentence in (3Ejotes a set of events that is defined as in
(30b), which allows the Pt the capitolto be defined as the set of paths in (30c):

(30) a. Alexwalk to the capitol
b. {e waLk(e) andTHEME(e)=alex andrrRACE(€)(1) is at the capitol }

c. {p:p(2)is atthe capitol }

4  Thealgebraof pathsand prepositional semantics

Up to this point we have been discussing prepasti@emantics in an informal and global
way, assuming that we have a rough understandihgwfindividual prepositions are defined
and what kind of paths are in their PP denotati@s: focus has been on the aspectual
properties of prepositions. We must now turn todtteer half of our mission and investigate
the implications that aspect has for the lexicahaetics of prepositions. What does the
atelicity of towardsteach us about the definition of this prepositibt®v are the atelic and
telic versions othroughdefined and related? We will first use aspeatdostraindefinitions

of prepositions and then consider ways in whiclppséional semantics can bariched

12 One way to providéo the capitowith its own denotation is to make it a relati@tkeen paths and events.
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4.1 How aspectual considerations constrain prepositional semantics

A widespread assumption is that many directionappsitions can be defined by locating the
starting point of the patp(0), the end poinp(1), or an intermediary poif(i) in a particular
region relative to the reference object. This isnswarized in the following table (see
Jackendoff 1983,1991, Asher and Sablayrolles 1998rts and Winter 2000, and Kracht
2002 for different versions of this idea and PiAt@03 for a related typology of path
expressions):

(31) How directional prepositions relate paths to locations

‘at’ ‘in’ ‘on’ ‘above’
source prepositions p(0) from out of off
goal prepositions p(1) to into onto

route prepositions p(i) via, past through across, over over

What definesnto, for example, is that the end poip€l) of its paths are ‘in’ the reference
object. This does not mean thato is defined in terms of the preposition(even though in
this casento happens to consist @fi+to), but thatinto andin both involve location in the

interior of an object. This explains the followiegtailment:

(32) Alex will gointo the vault— Alex will be in the vault

Some of these prepositions have additional, sonestinon-spatial, semantic properties that |
will have to ignore here. The semantic structure @me polysemy of a preposition likeer
has been the topic of a host of literature (seeotfak987 and many others) that | cannot
possibly address. However, the basic analysisrettional prepositions laid down in (31) is
beyond dispute.

The route prepositions often describe paths thdtam one side of the reference object
to the opposite side, i.e. the reference objelddated betweep(0) andp(1), as Nam (1995)
suggests or they assume that the reference olgsca Iparticular shape or orientation with
respect to the path (see Talmy 1983 and LandauJanklendoff 1993 omcrosg. Other
prepositions do not even fit this description, likganddown away fromandtowards and

aroundandalong and | will come back to these later.
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4.1.1 Source and goal prepositions
We will take a closer look now at what seems ait faight to be a natural way to define a

directional preposition likento:**

(33) [ into the house ] = f: p(1) is inside the house }

The PPRinto the hous@enotes the set of paths that have their endgpwisitde the house. This
is a very weak definition, as shown by some examplk paths that are included in the

denotation ofnto the houseschematically represented:

(34) a. +++++++H+++t+

0 1
b.  ---+++---+++
0 1
C. +++------ +++
0 1
d ------- +++++
0 1

The line of plusses and minuses represents forhybaints of the interval [0,1] the path is
inside the house (+) or not)( According to the definition a path that has dllits points
inside the house (34a) would countia® the houseas well as a path that goes into the
house, leaves the house and goes back again (Balpaih that starts inside and stops inside
but has an outside middle part (34c). The definiatlows anything to happen befqr€l) as
long as the path ends inside the house. Howevecowenonly understanidito the houseas
referringonly to paths that have the two-stage structure in)(3#@degative and a positive
‘phase’ (Kaufmann 1989, Fong 1997 and Kracht 2088¥ in fact, this intuition is supported
by the aspectual behaviour @fto. The weak definition leads to a set of paths flat
cumulative, for the simple reason that, if two ggithandq are in the denotation a@fito the
house then so is their concatenatipfq because it has the same end poirg.aSlearly, this

is not what we want, becaus#o is telic in aspect. This clearly shows tivetb and the other

" What it means for a point to be inside the hoss®t something | will try to define here. The samgue for
other locative relations that figure in the defimits of directional prepositions in this articleesZwarts (1997)

and Zwarts and Winter (2000) for a vector-based@qugh to such relations.
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prepositions in (31) need a stricter definitiorggt the right aspect, a definition that is based
on a single transition from one phase to anotheshThere are different ways to define this,

but here is a relatively transparent one:

(35) [ into the house ] = p: there is an intervdl [ [0,1] that includes 1 and that consists of

all the indices O [0,1] for whichp(i) is inside the house }

Under this definition [ into the house ] is natraulative, because it contains no paths that
can be concatenated(0) andp(1) are always in different areas. O is always @detl from
the ‘positive’ intervall (and hencep(0) outside the house), while 1 is always included
(andp(1) inside the house).

In this way, aspectual data help us to constianléxical semantics of prepositions:
they give us a reason to choose a particular asallse source and goal prepositions in (31)
all have exactly one positive phase that overlajph ®ither the starting point or end point.

Their definitions are given in a branching forma(36):

(36) {p:there is an intervdl [0,1] including ...
... 0 and consisting of all the1 [0,1] for whichp(i) isat x } = [ from x ]
.. 0 and consisting of all the] [0,1] for whichp(i) is on x } = [ off x ]
.. 0 and consisting of all the] [0,1] for whichp(i) is in x } = [ out of x ]
.. 1 and consisting of all the [0,1] for whichp(i) isatx } = [ to x ]
.. 1 and consisting of all the] [0,1] for whichp(i) is on x } = [ onto x ]
.. 1 and consisting of all thel [0,1] for whichp(i) isin x } = [ into x ]

It might not be necessary to assume that thesaestrilefinitions are the lexical semantic
representations of the prepositions. A more intargsavenue to explore is that the strict
interpretation is the result of the interactionviedn a weak definition and pragmatic
principles that strengthen it, analogous to whaipleas with the scalar implicatures fmme
(implying not all). If that is true, then pragmatics feeds aspeeaninnteresting way. But this

is the topic for another article.
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4.1.2 Route prepositions
With a route preposition likever the fenceve see something similar. Suppose we define the

denotation of this PP in the following way:

(37) [ over the fence ] = p: there is an O [0,1] such thap(i) is on/above the fence }

Again, this denotation is so weak that it inclugashs that are on the fence all the time or that
go back and forth, or that start (and/or end) @nfémce, in addition to the kind of paths that

we want, with just one single positive part in thieldle:

(38) a. +t+++t+t++++

0 1
b. B T o
0 1
C. ++++++---- - -
0 1
d. s 1
0 1

The definition ofover the fencgives a cumulative reading, because if two patith dnave a
point on the fence, then their concatenation haairst on the fence too. What makmger the
fencedifferent frominto the housés that it is aspectually ambiguous. It does haveounded
readings that correspond to situations in (38jalt refer to paths that are on the fence all the
time (like (38a)) or to paths that go back andHater the fence (like (38b)). But it also has a
more prominent bounded reading that correspond88d), a ‘singular’ version obver the
fence It is this last reading that we will define hexad | will come back to the other two
readings in section 4.2. In order to get the namdative ‘singular’ denotation, the basic

definition ofovershould be more constrained, in the same wagtas

(39) [ over the fence ] = f: there is an intervdl O [0,1] that does neither include 0 nor 1

and that consists of all thél [0,1] for whichp(i) is on/above the fence }

12 See Lakoff (1987) for a discussion on the diffémeays in which the path can relate to the refesestgject,

making contact with the surface (‘on’) or beinggaked with it in the vertical direction (‘above’).
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This definition accounts for our intuitions aboowver and it leads to a non-cumulative
denotation. There are paths in the denotationdhatbe concatenated (this is different from
the source and goal definitions), but these coneditens are paths that have more than one
interval of [0,1] on the fence and therefore dofaditin the strict, singular denotation over
the fence

The same type of definition (but with a differdotative basis) holds fahroughand
acrossand maybe fovia andpast

(40) { p: there is an intervdl[] [0,1] that does neither include 0 nor 1 and tloaiscsts of all
thei O [0,1] for whichp(i) is ...
.. on/above x } = [ over x ]
.. inx}=[through x ]
..onx}=Jacross x]
atx}=Jviax]

..nhearx}=[pastx]

Even though the semantic definition of some of ¢hpsepositions might involve more than
this, these definitions capture the most imporfaart of their meaning and they are in line

with earlier analyses in the literature.

4.1.3 Towards and away from

The prepositionsowardsandaway fromprovide another example of the important interacti
between aspectual and spatial semantics. It has figggested in Jackendoff (1991), Pifion
(1993), and Krifka (1998) thatdwardsis a kind of progressive or partitive twf denoting the
initial subpaths of the paths tf.

(41) [ towards the gate ] =
{ p: there is & O [ to the gate ] such that< q andp(0) =q(0) }

This works well when we are dealing with straighths, but not with curved paths, as (42)
illustrates:
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(42) Three path® the gate

There are initial subpaths in (42b) and (42c) thaald never qualify apowards(but rather as
away fron). What are alternative ways for definitayvard® One possibility is to treat it as a

genuine goal preposition with ‘near’ as the undagytocation:

(43) [ towards the gate ] = §: there is arl O [0,1] that includes 1 and that consists of all
thei O [0,1] for whichp(i) is near the gate }

This is a path that goes into a contextually deiteech ‘outer halo’ of the reference object, to

use the terminology of Asher and Sablayrolles (J9#% propose an analysis like this.

(44) Towardsas into an outer halo

However, defined in this waypwardsis not cumulative, which it should be, of courSkere
is another definition, that does give us the rigisults, and which is based on the comparative
location ‘nearer’ (and an underlying distance fiorctover locations) instead of the absolute

location ‘near’ (Nam 1995):

(45) [ towards the gate ] =g: p(1) is nearer to the gate thp(D) }
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This set is cumulative in reference, as it showdd Ib is again a very weak definition. It
includes the denotations of the goal prepositmmand it overlaps with the denotation of a
route preposition likéhrough

(46) Three unusual paths in the denotatiotownfards

a b. c
f’~“~\ \\

\ ‘\ \\

\\ A d

—————— >0 - .

__"2 ,/’,

I
-

There are two solutions to this problem. A semastilution is to add the constraint that for
everyi [ [0,1] p(i) is outsidethe gate. The pragmatic solution is tt@atardsdoes not apply
to these cases because there are informationadiggetr prepositions availablt, into and
through respectively? | think this pragmatic solution is more interegtibut again, | leave
this for future research.

There is a strong intuition that with prototypi@adtances ofowardsthe distance to the
reference object decreases monotonically, i.eeveryi, j [ [0,1], if j > i, thenp(j) is nearer
to the reference object thai). | am not sure whether this should be treated peagmatic
strengtheningof the weak meaning given above or whether wenaleanings areelaxations
of a monotonically decreasing prototype meaninguagested by a reviewer.

If towardsis not the partitive ofo, then what is the relation between the two? In a
sense, they stand to each other as a comparataestperlative. Itowardsrefers to paths
that get ‘nearer’, theto refers to paths that get ‘nearest’, which is whttis. When you are
at a place, you can't get any nearer. Another smiubr making the relation betweémand
towards explicit, suggested by a reviewer, is to combime partitive with the comparative

analysis:

(47) [ towards the gate ] = §: there is ag O [ to the gate ] such that < g andp(1) is
nearer to the gate tha(0) }

13 evinson (2000) suggests thmar has the scalar implicature ‘not in’, not becauss is part of its meaning,

but because the stronger preposiiioexists. There is a clear parallel widwardsandinto here.
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For some speakers of Engliatvay fromseems to be the reversetoivards

(48) [ away from the gate ] =§: p(1) is further from the gate thau¢0O) }
={p: p(0) is nearer to the gate thp(l) }

This is cumulative. For other speakavsay fromis a bounded preposition and its definition is

the opposite of the definition that we rejectedtéavards

(49) [ away from the gate ] =§: there is anh U [0,1] that includes 1 and that consists of all
thei O [0,1] for whichp(i) is not near the gate }

A path isaway from the gatéf it leaves its outer halo. Such an asymmetryreferse
prepositions seems unlikely, but as Zwarts (199d) Zawarts and Winter (2000) show, there
is an important asymmetry between the notions okiprity and distance in the locative

domain that might be related to what we see hetleaidirectional domain.

4.1.4 Up and down

The prepositionsip anddownare both ambiguous between bounded and unboueddihgs.

In its bounded readingp the hillseems similar to a goal PP wtth(the top of the hill being
the goal) but in its unbounded reading the hillseems more likeowards(getting nearer to
the top). What we concluded abaatvardsis important here too: we can'’t take the bounded
reading ofup as basic and derive the unbounded reading adiaivyeaor imperfective. A path
that goes up the hill might start with a path tgats actually down the hill for a while
(because of a steep cliff that needs to be avoidednstance). On the other hand, we do not
want to treat the two meaningsug anddownas unrelated either, so there is no option but to
take the unbounded meaning as basic. | suggestthieae prepositions are a kind of
directional comparatives (likeowardg, they compare the initial and final point of tpath,

but this time it is not the relative nearness riference object, but the relative height:
(50) [ up the hill ] = {p: for everyi O [0,1], p(i) is on the hill angb(1) is higher thap(0) }

[ down the hill ] = { p: for everyi OO0 [0,1], p(i) is on the hill andy(1) is lower than
p(0) }
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The reference object plays a different role dpranddownthan it does fotowards all the
points of the path are on the surface of the Tl hill is not a source or goal of the path in
any way. The sets of paths defined in (50) are d¢atwe. Notice that there is no mention in
the definitions of the top or foot of the hill. Theame is true for related adverbs like
upstreandownstreamuphill/downhill, upwinddownwind althoughupstairgdownstairsseem
a bit different.

Following the suggestion of the previous sectibawto andtowards| propose to treat
the bounded versions of these prepositions apdhitivesor superlativesof the prepositions
in (50)

(51) [ up the hill J) = {p: for everyi O [0,1], p(i) is on the hill ang(1) is the highest point
of the hill }
[ down the hill J) = { p: for everyi O [0,1], p(i) is on the hill and(1) is the lowest
point of the hill }

These definitions are non-cumulative.

The prepositionsip anddown show an interesting similarity to directed motioerbs
like ascendandfall and degree achievements likengthenand cool (Kennedy and Levin
2002, Rothstein 2004). These verbs are ambiguotvgeba telic and atelic readings. The
atelic readings are ‘comparative’ (eascend‘go higher’), the telic reading are ‘absolute’
(e.g.lengthen‘make long’). This suggests important similaritiestween paths in a spatial
dimension and changes in a scalar dimension. Kgnawed Levin (2002) analyze the verbs as
involving a degree of change on some spatial olitqtige scale. The approach that suggests
itself here is to take degrees of change as paths scale. This would provide interesting

possibilities for a unified treatment of change dirdction.

4.1.4 Along and past

Along and past are route prepositions based on the locativeioelaif ‘proximity’ to the
reference object. What distinguishes them from diker route prepositions is their
unambiguous aspectlong is always atelic,past always telic. Route prepositions like

through over, andacrossare ambiguous between the telic reading definevatand an

% The highest point and lowest point of a hill act iiterally points, of course, but vaguely defimegjions.
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atelic reading in which the relevant location agplio the whole path. (I ignore the iterative
readings here.) A simple explanation is thastandalong lexicalize a distinction that other

prepositions leave ambiguoymastfor telic andalongfor atelic paths:

(52) [ past the house ] = §: there is an O [0,1] that includes neither O nor 1 and that
consists of all the O [0,1] for whichp(i) is near the house }

[ along the river ] = {p: for alli O [0,1] p(i) is near the river }

A path along the river is a path that has all fbints near the river. The universal definition
accounts for the cumulativity of this PP, but is@lpredicts that the PP is divisive in
reference, in contrast to what | claimed in secoh. What is missing in the definition of
alongis a part that aligns the path with the axis &f tiver. Clearly, more work is needed on
the role that axes and dimensions of objects pigyrépositions likealong (and alscacross

and maybehrough as we saw in the example with the tunnel in 3.1).

4.1.5 Around
Aroundis rather a polysemous preposition which has warlmunded and unbounded senses,

some of which we already discussed above.

(53) a. around the block b.  around the barrier caround the corner
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d. around the room e. around the sun f. arobnedity centre
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Zwarts (2003b) gives a particular account of hoesthsenses are derived from the meaning

of one complete circle. What is important in thentext of this article is what aspectual
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considerations can tell us about the semantieg@mind more specifically, how we can rule
out certain analyses because they lead to the walgeadpraic structure. | will put the iterative
reading in (53e) and the crisscross reading in) (&Sitle for the time being and focus only on
the remaining four meanings, that are all telicotder to derive this telicity we again need to
ensure that there is only one subinterval of thh gaat has a particular property. Here is one

way to do this for the central reading of (53a):

(54) a. [ around the block ] =§: p encloses the block }

What it means for a path to enclose the referebggcboand how this relates to the idea of a
circle is something | will not further work out leefsee again Zwarts 2003b). The reading in
(53d) differs only from this definition in locatindpe path inside the reference object instead
of locating the reference object inside the pathe Two paths in (53b) and (53c) can be

treated as subpaths of the complete path withiadditconditions:

(55) b. [ around the barrier ] =§: there is a patly enclosing the barrier such thak q
andp(i) andp(j) are on roughly opposite sides of the barrier }
c. [ around the corner ] =§: there is a path enclosing the corner such tha& q

andp(i) andp(j) are on roughly orthogonal sides of the corner }

All of these denotations are non-cumulative becanghe basic definition in (54) the path

encloses the reference object exactly once.

4.2 How the algebra of paths enriches prepositional semantics

We have discussed the role that concatenationssabhdaths can play in distinguishing
bounded from unbounded prepositions in algebraimgeThe topic of this section is to show
how concatenations and subpaths can play a motiiexple in the lexical semantics of

prepositions. This brings out more parallels betwprepositions and nouns and verbs.

4.2.1 Non-Boolean and conjoining PPs

There is evidence that the conjunctiamd with PPs can be interpreted as concatenation of
paths. The conjoined Rip the stairs and down the staissnot the set of paths that are both
up the stairs and down the stairs (56a) (becausevtiuld always be an empty intersection),
but the set of paths that are concatenations d&f gaths (56b).
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(56) (Alex ran) fpup the stairs and down the stairs ]
a. [ upthe stairs h [ down the stairs ] (£1)
b. [ up the stairs ] + [ down the stairs ] =

{ p+q: p O [ up the stairs [1q O [ down the stairs ] }

It is not impossible to treat the PP in (56) asoalBan conjunction of predicate modifiers (see
Keenan and Faltz 1985), but this does not accaurthé strong spatial connection that exists
between the conjuncts.

The concatenation operation is also part of thdc# semantics of directional
prepositions and adverbs likgp and downin and out back and forthandto and frq that
concatenate paths of opposite directions in amratimg fashion. There is a non-iterative
reading of these conjunctions (a single cycle ctimgj of only two opposite movements), that
is defined in (57a) foup and down The iterative reading in (57b) involves repeated

concatenation of opposite paths.

(57) a. [Jupanddown]=[up]+[down]
b. [upanddown] = X+ Xo+ ... + Xi-1 + X;
withn>1, X O{[up], [ down ] }and X, X;:; opposite

Notice that the iterativeap and dowrpath may very well start with a downward part, evhi
motivates the use of variables over denotations follows from these definitions that the

iterativeup and downs unbounded and the single concatenatipiand dowrbounded.
4.2.2 Singular and plural PPs
We can also apply the concatenation operator tet afspaths, forming the closure under

concatenations, notated by the star operator:

(58) *(X) =the closure oK under concatenations

15| am grateful that an anonymous reviewer pointait® me that my original definition of iterative and
down based on the concatenative closure of the urfipopp]and [down ], was too weak, becausdid not

require a minimal cycle of at least two oppositeveroents.
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This set *K) is cumulative. As in the nominal domain, the *eogtor can be used to represent
plurality in the prepositional domain. In sectiorl.$ we defined the primary meaning of the
PP around the housas the set of paths that enclose the house onuen-aumulative set.

When the plural operator * applies we get a PPrgfat's to paths that consist of one or more
cycles around the house, as illustrated in pic{B@e). The operator can remain invisible

(59b), or it can be made visible by reduplicatibfdq).

(59) a. around the house ‘one circle’ (singula
b.  around the house ‘more than one circle’ réd)u

c. round and round the house ‘more than one ¢ircle (plural)

Pluralization ofaround the house possible because the starting points and emdspof its
paths can be identical. Hence, there are pataisdqg such thap(1)=q(0). The same is true
for route prepositions likever, through andacross Oneover path can always start where
anotherover path ends. Crucially, this is different with theusce and goal prepositions. The
end point of one patto the house&an never be the starting point of another patine house
As a result we do not get the kind of iterated negsl with to the housdhat we get with
around the house

In an important sense, route prepositions kBkeund over, through andacrossare
similar to semelfactive verbs likpump kick and flash The status of semelfactives in
aspectual classification has always been a biteanclOn the one hand they behave like
events, on the other hand they easily allow agtrgadings. What makes them special is that
they describe events that return to their origstate after passing through an intermediate
state. If you jump, you start with your feet on tfreund, go through a state in which they are
off the ground, and return to your initial statehisI cyclic three stage structure makes
semelfactives crucially different from achievememtsd accomplishments, that always
describe a two stage transition from one statentiheer. Because their initial and final states
overlap, the individual events of a semelfactivebvean be concatenated and lead to iterative
activity readings, but this is not possible witthigvements and accomplishments (Rothstein
2004).

4.2.3 Count and mass PPs
In the nominal domain the ‘universal grinder’ itbperation that turns count nouns into

mass nouns:
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(60) a. There is an apple in the salad

b.  There is apple in the salad

Intuitively, the mass denotation afpple consists of the bits and pieces of the individual
apples in the count denotation. In the prepositi@wenain grinding has been proposed to
derivetowardsfrom to in Jackendoff (1991) and Pifion (1993), but | havgued in section
4.1 that this analysis is not correct. Does theansial grinder apply in other cases?

We already discussed two meanings of the routeggigonsthrough over, acrossand
around the bounded meaning and the iterative meaningweatreated as a plural of this

bounded meaning. The third meaning occurs in thewing examples:

(61) a. Alex walked through the tunnel  for hours
b.  Alex crawled across the table for hours
c. Alex flew over the yard for hours

d. Alex drove around the city centre for hours

The paths denoted by these PPs stay in the tusméhe table, above the yard and in the city
centre all the time. The framework of this artisleggests that the prepositions here are used
as mass prepositions derived by taking singulantcprepositions through the grinder. Let us
focus onthrough the tunneto see how this could world typical path in the singular count

denotation of this PP is given in (62a):

(62) a. A paththrough the tunnel b. A pathround the city centre
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Applying the grinder means extracting subpaths ftbis path, but not from the whole path.
We want only subpaths from tiv@ernal section, not from the parts that are sticking diis
requires us to first extract the set of minimalhgafrom a PP denotation, i.e. the pathXin

that have no proper subpathXn

(63) min(X) ={ p O X: there is nay 0 X such thag <p }

The definition of prepositional grinding then invek taking parts of these minimal paths:

(64) gr(X) ={ p: there is ay O min(X) such thap < q }

The segr([ through the tunnel ) is cumulative. Noticeatithe definition othroughin 4.1.2
allows any shape of path as long as one middleip@rside the reference object. In the same
way, we get the definitions facross over, andaround

Foraround the city centreomething more sophisticated might be neededrivedthe
crisscross meaning. If the primary bounded meaafrigis PP consists of single closed paths
like the one in (62), then the grindgrwill never give complicated crisscross patternd tine
resulting PP denotation will not be cumulative. Bwédution is to allow combinations of the

plural operator and the grinder operator:

(65) gr(*([ around the city centre ])) or 8¢([ around the city centre ]))

Either by grinding concatenations of single pathbyconcatenating bits of pieces of single
paths we get the rich pattern of path shapes andumulativity that we need for the ‘mass’

use ofaround

5  Conclusions

The domain of prepositions is parallel in many wayshe nominal and verbal domain. This
article has explored some of these parallels aeid tble in understanding both the aspectual
properties of prepositions and their spatial prigeras well as the relation between the two.
We have seen that an adequate account of prepaditaspect requires an account of
prepositional ‘number’. Most prepositions have anarry singular meaning that leads to telic

aspect and under certain conditions plural and masanings can be derived with atelic
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effects. Many verbal aspectual classes also haaie phepositional counterparts, like stative
verbs (locative prepositions), semelfactivese(, through across andaround, and degree
achievementsup anddown). Beavers (2002) and Denis, Kuhn and Wechsler3ppoint out
interesting contrasts betweémandinto that suggest a finer aspectual classificatiomand
into are both possible with a verb likealk, but we can note a clear difference when we
replacewalk with stepor when we imagine a context where Alex was stamglist outside

the room:

(66) a. Alex walked to/into the room
b.  Alex stepped *to/into the room

c. Alex walked *to/into the room (when she wasdiag just outside the room)

This might suggest thato is an ‘accomplishment’ preposition (durative) aimo an
‘achievement preposition’ (punctual). The suggestaf Beavers and Denis, Kuhn, and
Wechsler is thato-paths have internal structure thiato-paths lacklInto-paths have only a
starting point and an end-point, with no intermégljoints, i.e. they are ‘minimal’ pathBo-
paths have more internal structure, they are ‘longextended’. Obviously, my approach
does not allow paths to be distinguished in the@grmal structure along these lines, so | leave
the incorporation of such contrasts to future work.

Many other relevant phenomena have to remain o here, like the role of the
reference object in determining prepositional asgeasmpareover the fencevith over the
bridge), of measure phrasese miles towards the bordeand other modifiersh@lfway
along the rive), as well as the interaction between PPs and fipégies of nouns and verbs
(like walk andstepin the examples above or verbs of perceptionlbké). On the theoretical
side there are still many questions about the aat&und role of paths (continuous versus
discrete, one-dimensional versus more-dimensidivate versus infinite, atemporal versus
temporal, directed versus non-directed). Anothepdrtant area is the balance between
semantics and pragmatics and the way denotatienshaped by the competition between
different prepositions (see Zwarts 2003c). The ratbed algebraic model developed in this
article seems a good starting point for approachirgh issues and deepen our understanding

of the role of aspect and space in natural language
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Appendix: A path algebra and an event algebra
The path algebra used in this article is a pRijr), whereP is the set of paths and + the
concatenation operation on patRds defined as the set of continuous functions fthenreal
unit interval [0,1] to |R that have constant speed, i.e. such that thedesvative ofp is
constant. | am assuming the standard definitionoottinuity and derivation for functions in
terms of limits. The restriction to constant speececessary to abstract away from the
velocity with which the function traverses the patBuch paths are then said by
mathematicians to bearametrized by arc lengtfMarsden and Tromba 1981). In this way,
every path is represented by one unique functidh in

The concatenation of paths is defined in the ¥alhgy way:

(67) The definition of concatenations of paths
Forp,q,r OP, p +q =r iff there is an HJ [0,1] and there is a monotone increasing
bijection A from [0,h] to [0,1] such that for all O [0,h] r(i) = p(A(i)) and there is a
monotone increasing bijectiop from [h,1] to [0,1] such that for all O [h,1]

r(i) = a(e())-

The domain of is divided up into two parts, that are made taespond to the concatenants
p andq by the mappinga andp, respectively. These functions only exist for gnyenp and

g whenp(1) =q(0) (i.e. wherp(A(h)) =qg(p(h))), otherwise + q is undefined. This makes +
a partial operation and the path algeffta) a partial algebra.

The subpath relation can be defined in terms of +:

(68) The definition of the subpath relation on paths

p < q iff there arer andr’ such that +p +r' =q.

This relation is reflexive, antisymmetric, and s#ive. The relation is propex) whenp and
g are not identicalp < q iff p < g andp # g. Constant paths (that assign the same point to
every index) have no proper subpaths. They aréetst elements of this partial ordering and
the identity elements for the concatenation opemati

The path domain is restricted to the closed umérval [0,1] for reasons that go beyond
the scope of this article. If paths are definedusstions from [0,1] into vector spaces (as

proposed in Zwarts and Winter 2000), then the dmeraof vector addition can be defined

37



over paths by pointwise addition of their componesttors. This allows for the definition of
another algebra of paths, orthogonal to the onenasd here, and important for extending the
spatial monotonicity constraints of Zwarts (199@ni locative prepositions to directional

prepositions.
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