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A number of years ago, Stevens stated that there was a relationship hetween
psychological measurement scales and statistical procedures such that paramet-
ric techniques {e.g., r, F, ¢ procedures) required the presence of af least interval
scale data. This idea was used by Siegel and by Senders as a {ramework for
their statistics books. This conception was attacked by a number of statisticians
and was shown to be a fallacy. Recently, four hooks have appeared (by Blalock,
by Schmidt, by Sharp, and by Twaite and Monroe), again using the Stevens-
Siegel-Senders misconception. This problem is reviewed, and messurement scales
and stalistical aspects are considered. The misconception was previously and is
presently based on a confusion between measurement thecry and statistical
theory. For statistical tests of null hypothesis, as Lord stated, “the numbers do

not know where they came from.” -

Some recent elementary statistics books
show a resurgence of an old misconception,
namely, that specific measurement scales
(nominal, ordinal, interval, ratio) are included
as requirements in the use of statistical pro-
cedures. This notion was first suggested by
Stevens (1946, 1951) and was later used by
texthook writers such as Siegel (1956) and
Senders (1958). Many elementary statistics
books discuss the four types of scales ; however,
_ some siatisticians apparently do not realize

"that there is no relationship between type of
scale and statistical techniques used. Recently,
some bocks have again proposed this miscon-
ception, "Twaite and Monroe (1979), with a
classification matrix, Blalock (1979), and
Schmidt (1979) remind one of the Siegel and
Senders textbooks. This misconception reaches
the height of absurdity in the book by Sharp
(1979}, wha proposes a “street map” schema
* that uses terms such as “level of measurement
boulevard,” “nominal avenue,” “ordinal ave-
nue,” and “interval avenue.”

These writers apparently do not read the
statistical journal literature, inasmuch as a
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number of articles on this topic showed clearly
that measurement scales are not related to
statistical techniques. Furthermore, they show
little understanding of the mathematical statis-
tics underlving the various statistical proced-
ures. Scale properties do not enter into any of
the mathematical requirements for the various
statistical procedures. I have not known of any
mathematical statistician who agreed with the
Stevens misconception. A number have indi-
cated in print that this suggestion is erroneous,

Measurement-Statistics
Relationship

Proponents

Stevens (1946) introduced the idea of a mea-
surement scale-statistics relationship., His
classification of psychological scales into nom-
inal, ordinal, interval, and ratio categories was
a significant contribution to psychophysical
and measurement theory. The classification was
widely accepted and applied by psychologists
in conversation, in teaching, and in publication.
Stevens specified the appropriate statistical
measures for use with each scale. Thus, non-
parametric procedu{res weculd be appropriate
with nominal and ordinal scales, whereas para-
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metric procedures would be required for inter-
val and ratio scales.

This classification led to some misunder-
standing with regard to the use of various sta-
tistical techniques and to an overemphasis on

the utility of nonparametric techniques in psy-

chological research. The book by Siegei {1936)
on nonparametric techniques and that by Send-
ers (1958) used Stevens’s notion as a framework
for a discussion of the various statistical pro-
cedures. :

The recent hooks by Blalock (1979), Schmidt
{1979), Sharp (1979), and Twaite and Monroe
{1979) follow the Siegel-Senders approach in
their own unique styles. .

‘Aniagonisis

One early criticism of Stevens’s idea was the
excellent article by Lord (1953}. In an enter-
taining fashion, Lord made the essential point
that “the numbers do not know where they
came from” (p. 751).

Burke (1953) compared measurement scales

. and statistical operations; he stated that al-

though the psychological interpretation given
to experimental results does take into account
the origin of the numbers, this aspect is irrele-
vant for statistical purposes. Thus, he -con-
cluded that “the properties of a set of numbers
as a measurement scale should have no effect
upon the choice of statistical techniques for
representing and interpreting the numbers”
P. 74)..

Gaito (1959) pointed to possible inconsist-
encies in the approach. For example, Siegel
(1956) listed the Binomial Test as a nominal
scale -and: the Sign Test .as an example for
ordinal scale data. However, both rely on the
binomial distribution. Thus, why should there
be the need for two different scales in the case
of one underlying distribution? Sharp (1979) is
guilty of this same inconsistency.

Gaito (1960) indicated that interval scale
aspects were not important for use of analysis
of variance (ANova) procedures and that the
assumptions follow from the mathematical
model. The only assumption that resembles
the interval scale aspect is the normality one.
If the data follow a normal distribution, then
the data would be of interval scale nature be-
cause the intervals between any data points

are known (in terms of probabilities, i.e., areas
under the curve}.

Kaiser (1960) reviewed Senders’s (1958)
hook and criticized her attempt to consider
both measurement and statistics because “it is
clearly a matter of fact that assumption about
scales of measurement are irrelevant to slafis-
tical hypotheses” (italics in original) and be-
cause “the book’s consideration of scales of.
measurement seems to muddy the treatment of
statistical problems” (p. 413). Furthermore,
the book is“ confounded by a naive devotion to
Stevens’ scales of measurement, and apparently
written in relatively thoroughgoing ignorance
of modern statistical theory” (p. 413).

Bonean’s (1961) treatment of the subject
was similar to that of Burke (1953); he main-
tajned that the numbers assigned by the mea-
surement operation is a measurement problem
and not a statistical one; that is, ““ the numbers
do not known where they came from.”

Anderson (1961) addressed Stevens’s (1951)
statement that a statistic is appropriate for a
specific scale if it remajns invariant under
transformations that leave that scale invariant.
He showed that although use of ““permissible”
statistics for a given scale may guarantee in-
variance over the class of permissible trans-
formations of that scale, it does not guarantee
invariance over the class of transformations
that might be used by the investigator. Fur-
thermore, the invariance obtained by permis-
sible transformations of a scale was of relatively
minor importance in comparison with other
types of invariance, and thus invariance of a
statistic under permissible transformations was
not a suitable criterion for choosing between
statistical procedures. His basic conclusion was
that psychological meaning was not a statistical
matter, and thus the type of measuring scale
used had little relevance to the question of
whether to use parametric or nonparametric
procedures. : ‘

Baker, Hardyck, and Petrinovich (1966)
tested Stevens's permissible transformations
notion. They constructed three types of dis-
tributions {(normal, rectangular, exponential)
that were of interval scale nature. Then they
performed a number of nonpermissible trans-
formations that produced subinterval-type
data. Pairs of random samples were selected
from the original and transformed distribu-
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tions, and 1 values were obtained for each pair.
In most cases the resulting sampling ¢ distribu-
tions were similar to the theoretical ¢ distribu-
tions. They concluded that “probabilities
estimated from the ¢ distribution are little
affected by the kind of measurement scale
used” { p. 308).

These articles essentially indicated that ‘ the
numbers do not know where they came from.”
Thus, the scale requirements for statistical
techniques appeared to be a figment of the ima-
gination of a number of psychologists.

Measurement Seales and
Statistics

The ides of a relationship between measure-
ment scales and statistical procedures seems to
be based on a confusion hetween measurement
theory and statistical theory (Anderson, 1961;
Boneau, 19061; Burke, 1953; Gaito, 1960).

Measurement Theory

In the development of measuring instruments
(e.g., tests of intelligence, personality, interests,
etc.), one is concerned with their reliability
and validity. The validity or authenticity as-
pect brings into focus the meaning underlying
the numbers that are used to indicate amounts
of the characteristics of concern. Thus, the
numbers used must be meaningful relative to

the characteristics of concern.
|, Stevens, as a psychophysitist, would natu-
rally pay attention to the meaning of numbers.

‘Heé did a service for measurement theory in his
discussions on the four types of scales. Also, it
is easy to understand how Stevens might be

misled into relating these measurement scales .

to statistical procedures because the two areas
are superficially similar. ~

Statisitcal Theory

In the statistical procedures and especially
in the tests of null hypotheses, differences and
relatedness of numbers are of concern. Thus,
meaning of numbers does not enter the picture
because, as Lord (1953) stated, ‘“the numbers
do not know where they came from.” For ex-
ample, an interval scale assumption was sug-
gested for awova procedures. However, this
assumption cannot be found if one looks to the
mathematical bases of assumptions (Eisenhart,

1947). Savage (1957), a mathematical statisti-

cian, wrote, ““I know of no reason to limit statis-
tical procedures to those involving authentic
operations consistent with the scale of observed
quantities” (p. 340). Another noted statistician,
Kempthorne (1955), after showing mathe-
matically that the normal theory anova test
can approximate the randomization test, stated
that

this serves as some theoretical basis for the fact which
hag been noticed by most statisticians, that the level of
significance of the analysis of variance test for
diferences between treatments is Htlle affected by the
choice of & seale of measure for analysis. (p. 965, italics
added for emphasis)

It should be clear that scale properties do not
enter into ANOVA assumptions. The mathemat-
ical or structural model for each design shows
a statement of NID (0, ¢.2), which explicitly
indicates that errors are normally, indepen-
dently distributed with a mean of zero and one
variance, o2, showing the assumptions of
normality, independence, and homogeneity of
errors; an assumption of interval scale is no-
where to be found. The only requirements for
the use of ANOvA or of any statistical procedure
are thai, the mathematical assumptions under-
lying the proceduze.be mel or approximated.

Iniroducing scale aspects as a requirement
can be awkward. For example, Siegel (1956)
and Sharp (1979} indicated that the Binomial
Test was an example for nominal data and that
the Sign Test was an example for ordinal data.
However, both of these procedures use the bi-
nomial distribution. Twaite and Monroe
(1979} describe a similarly awkward situation.
They classify the normal approximation to the
binomial distribution as a procedure for use
with nominal or ordered scale data. However,
if one takeés the scale aspects seriously, then the
normal approximation to the binomial distribu-
tion should be classified as of interval scale
pature. When the normal distribution is ap-
plied, the intervals between any two points are
well defined in terms of area under the curve, or
probabilities.

Conclusions

In mathematical statistics literature one will

nof find scale.properties as 2 Yequirement for
Cthe use of the yarious statistical procedures.
This requirement was merely a figment of the

imagination of a number of psychologists be-
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cause of a confusion of measurement theory
and statistical theory. Statistical procedures do
not require specific scale properties. The as-
sumptions for the use of statistical procedures
can be clearly stated and are based on the
mathematical aspects underlying the proced-
ures. For example, with ANova problems, the
statistical requirements are succinetly stated in
the mathematical or statistical model. In a
simple randomized design, the model states
that 957 = g < & + €45, where the e;;s are NID
(0, ¢2). (34 is the observed scores; p is the
population mean, estimated by the general
mean; «; is the treatment effect, whose pres-
ence or absence is indicated by the difference
between groups; ey is the random or error
source, which is represented by the differences
within each group; and the es are normally, in-
dependently distributed with a mean of 0 and
one variance [¢.].) This model indicates the
assumptions of normality, independence, and
homogeneity of variance. As long as these three
assumptions are met, the presence or absence of
@ can be ascertained by the use of the central
F distribution ; this distribution is the one that
is present when o = 0 and when the three as-
sumptions hold. Similar ideas apply for other
procedures also.

Thus, although Stevens did a service for mea-
surement theory in developing scale ideas, his
notion led to a misconception that has been
difficult to elirninate.
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