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Preface to the Second Edition

This book is intended as an introduction to basic statistical principles and techniques
for the archaeologist. It grows primarily from my experience in teaching courses in
quantitative analysis for undergraduate and graduate students in archaeology over
a number of years. The book is set specifically in the context of archaeology, not
because the issues dealt with are uniquely archaeological in nature, but because
many people find it much easier to understand quantitative analysis in a familiar con-
text — one in which they can readily understand the nature of the data and the utility
of the techniques. The principles and techniques, however, are all of much broader
applicability. Physical anthropologists, cultural anthropologists, sociologists, psy-
chologists, political scientists, and specialists in other fields make use of these same
principles and techniques. The particular mix of topics, the relative emphasis given
them, and the exact approach taken here, however, do reflect my own view of what
is most useful in the analysis of specifically archaeological data.

It is impossible to fail to notice that many aspects of archaeological informa-
tion are numerical, and that archaeological analysis has an unavoidably quantitative
component. Standard statistical approaches are commonly applied in straightfor-
ward as well as unusual and ingenious ways to archaeological problems, and new
approaches have been invented to cope with the special quirks of archaeological
analysis. The literature on quantitative analysis in archaeology has grown to prodi-
gious size. Some of this literature is extremely good, while some of it reveals only
that publishing on statistics in archaeology is an activity open even to those whose
comprehension of the most fundamental statistical principles is primitive at best.
The article attempting to point out which published work fits into which of these
categories has itself become a recognizable genre. This book does not attempt to
evaluate or criticize in such a mode, but it is motivated in part by the perception
that, as a group, those of us responsible for training archaeologists in quantitative
analysis can claim only mixed success to date. Consequently, this book is in part
a discussion of how quantitative data analysis is done in archaeology but in larger
part a discussion of how quantitative data analysis could be done in archaeology.
Its focus is resolutely on some fundamental principles and how they can be applied
most usefully in archaeology. It is tempting to discuss the numerous variations in
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these applications that might be made in analyzing archaeological data and to pro-
vide examples of ways in which these principles have actually been put to work by
archaeologists. I have, however, attempted to resist these temptations in an effort to
keep the focus firmly on basic principles and to provide brief and clear explanations
of them. It is to maintain simplicity and clarity that both the examples used in the
text and the practice problems at the ends of the chapters are made up rather than
selected from real archaeological data. I assume that the readers of this book know
enough about archaeology not to need descriptions and pictures of post holes, house
floors, scrapers, or sherds — that we all know what it means to say that we have
conducted a regional survey and measured the areas of 53 sites.

Most of the techniques in this book are fairly standard, either in the “classical”
statistics developed between 1920 and 1950 or in the more recent “exploratory data
analysis” school. The approach or, perhaps more important, the general attitude of
this book derives ultimately from the work of John W. Tukey and his colleagues and
students, progenitors of exploratory data analysis, or EDA for short. As is usual in
general books on statistics, [ have not included bibliographic citations in the text, but
Suggested Reading appears at the end. This book leans toward the terminology of
EDA, although the equivalent more traditional terms are usually mentioned. Where
it makes the explanations easier to understand in the context of archaeology, the
terminology used here is simply nonstandard.

Archaeologists (and others) sometimes are as wary of statistics as school children
are of the classroom holding the most imposing disciplinarian among the teachers.
Statistics seems a place filled with rules the rationale of which is opaque, but the
slightest infraction of which may bring a painful slap across the knuckles with a
ruler. This attitude has certainly been reinforced by critiques that take published
work in archaeology to task for breaking sacred statistical rules. It may come as a
surprise to many to learn that a number of conflicting versions exist of many statis-
tical rules. Statisticians, like the practitioners of any other discipline, often disagree
about what are productive approaches and legitimate applications. Use of statistical
tools often involves making subjective judgments. In an effort to provide a sound
basis for such judgments, introductory texts often attempt to reduce them to clear-
cut rules, thereby creating considerable confusion about what are really fundamental
principles and what are merely guidelines for difficult subjective decisions.

In short, the rules of statistics were not on the stone tablets Moses brought down
from the mountain. This book openly advocates the overthrow of rules found in
some texts (by reason and common sense rather than force and violence). Since
it is intended as an introduction to statistical principles, long arguments against
alternative approaches are not appropriate. One issue, however, is of such central
importance that it must be mentioned. The approach taken to significance testing
here does not involve rigid insistence on either rejecting or failing to reject a “null
hypothesis.” In archaeology it is much more informative in most instances simply to
indicate how likely it is that the null hypothesis is correct. The rigorous formulation
of the null hypothesis, then, does not get the all-consuming attention here that is
sometimes devoted to it elsewhere. In this approach to significance testing and to
several issues related to sampling, I have followed the lead of George Cowgill (see
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Suggested Reading at the end of the book), although I have not carried into practice
all of the thoroughly sensible suggestions he has made. (One obstacle to following
some of his suggestions continues to be, as he noted, that few of the available statis-
tics computer programs provide the necessary information in their output.) To those
who were taught that significance testing was built upon the rock of rejecting or
failing to reject the null hypothesis, I recommend thoughtful attention to the points
Cowgill makes.

The approach taken to significance testing makes clear thinking about popu-
lations, samples, and sampling procedures especially important. Indeed, in many
contexts, it makes simply using samples to make statements about the populations
they came from a more appealing approach than significance testing. It is for this
reason that samples and sampling are given much lengthier treatment here than is
common in introductory books on statistics. Part I of this book is about exploring
batches of numbers in ways that are interesting and useful in and of themselves, but
that are especially chosen for their relevance when batches are considered sam-
ples from larger populations. Part II develops this notion of batches as samples
and makes a frontal assault on some of the central principles that relate samples
to populations. Part III presents a fairly standard suite of basic tests of the strength
and significance of relationships between two variables, together with alternative
approaches derived directly from sampling estimation. Part IV returns to take up
a series of separate issues related to sampling — issues of special importance in
archaeology. These chapters relate most directly to those in Part II, but they have
been placed later on to avoid interrupting the steady progression of ideas that links
Parts II and III. Finally, Part V attempts a rapid introduction to exploring multivari-
ate datasets for patterning. It brings us back to the exploratory data analysis attitude
most strongly reflected in Part 1.

In archaeology, as in most fields, quantitative concepts come easily and naturally
to some, and only at considerable cost to others. The absence of a natural inclina-
tion toward numerical reasoning is often reinforced by the social acceptability of
professing ignorance of mathematics — a social acceptability nurtured by the notion
that mathematics is an arcane and specialized subject of no use to very many people.
An otherwise well-educated person can profess a complete inability to comprehend
anything about numbers beyond addition and subtraction without incurring the dis-
dain to be expected if he or she admitted to verbal skills so limited as to make
everything in the daily newspaper but the comics unintelligible.

Varying degrees of natural talent should be no more surprising for mathemat-
ics than for writing, playing football, or other activities. The view that mathematics
is only a necessary evil of elementary school, however, aggravates the problem by
encouraging those who have found quantitative reasoning difficult to minimize its
importance and to avoid developing quantitative skills that would be useful to them.
Consequently, a good many students seem to embark on graduate study of archae-
ology equipped only with high school algebra — victims, perhaps, of the same kind
of bad advice I myself received as a first-semester freshman in college, when my
academic advisor scornfully dismissed the math course I intended to enroll in as
irrelevant to my interests.
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This book is written in the hope of providing useful tools for quantitative analysis
in archaeology to those naturally adept at quantitative reasoning as well as to those
who find mathematics not only difficult but even intimidating. It is no challenge to
present statistics to those already comfortable with and adept at mathematical think-
ing; it requires only a nudge in the right direction. The perennial challenge of books
such as this, however, is to present quantitative analysis effectively to those to whom
it does not come naturally. It is with particular concern for this latter group that the
approach taken here was chosen. Part of that approach is to plunge right ahead to the
tools this book is about without a series of preliminary chapters laying basic ground-
work, the importance of which only becomes apparent later on. These “basics” are,
instead, discussed as briefly as possible at the points where they become relevant.

Fortunately, it is possible to approach basic statistical tools with common sense
and in common language so as to convey not only the mechanics of using the tools
of statistics but also a genuine understanding of the way the tools work. Productive
use of statistical tools in archaeology springs not so much from abstract mathe-
matical knowledge as from solid intuitive understanding of principles, applied with
common sense and unwavering attention to the final product desired — that is, the
ultimate research objective. It is worth pausing to emphasize that this book, fun-
damentally, is about tools — tools for identifying patterns in numbers and tools for
assessing how precisely and how reliably the patterns we identify in our data rep-
resent real patterns in the broader world our conclusions really are about. As with
carpenters’ tools, for example, skillful use of statistical tools does not require com-
plete knowledge of how the tools are made. Consequently, I have not attempted to
show how statistical equations are derived from certain assumptions through mathe-
matical logic (the approach followed by some books on statistics). As powerful and
elegant as the language of abstract mathematics may be, it remains utterly impen-
etrable to many archaeologists. I have always found it helpful to avoid an abstract
mathematical approach. This seems especially important to those already frightened
at the thought of mathematics.

Although learning to use a table saw does not require developing the ability to
make one, skillful use of a table saw does require some understanding of the princi-
ples according to which it does its work. Failure to understand these basic principles
will lead to erroneous and uneven cutting and even the occasional severed finger or
worse. In just the same way, skillful use of statistical tools requires true understand-
ing of underlying principles. Without such understanding, even very keen statistical
tools produce only crude results, and they can cause injury (although generally not
the kind that requires medical attention).

For this reason, I have also tried to avoid the cookbook approach common to
books on applied statistics. Easy recipes for statistical analysis appeal strongly, espe-
cially to those afraid of mathematics. No real mental labor seems to be required;
no difficult concepts need be mastered; just carefully follow the instructions. This
approach may actually work in disciplines where certain kinds of data are regularly
produced in certain formats. Only the most routine data analysis tasks can be suc-
cessfully handled in this manner, however, and archaeological data are never routine.
The nature of the archaeological record and the manner in which we must extract
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data from it inevitably produce idiosyncrasies that practitioners in other disciplines
are taught to avoid through appropriate research design. Coping with such messy
data requires that the archaeologist have a better grasp of underlying principles than
a cookbook approach can provide.

This book, then, seeks a middle ground. It attempts more than simply providing
instructions for the use of statistical tools; yet it makes no pretense of providing a
complete mathematical justification for them. Its aim is to help the reader understand
the principles underlying statistical tools well enough to use them skillfully in the
context of archaeological data analysis. The reader I had in mind while writing is
primarily the graduate or undergraduate student of archaeology taking a first course
in archaeological data analysis. Like most textbooks, this is the book the author
always wanted but never found for his own course. I hope it may also be useful
to archaeologists who wish to develop or consolidate skills in statistical tool use
whether they are enrolled in courses or not.

The statistical tools discussed in this book by no means make up the complete set
ever needed by the archaeologist. They are basic general-purpose tools, but many
other specialized tools exist. Some of the tools presented here are quite simple and
easy to apply, requiring nothing more than pencil and paper or perhaps an ordinary
calculator. Others are more complicated or involve very cumbersome calculations. I
take it for granted that any serious archaeological data analysis effort will be under-
taken with the aid of a computer. Learning to use statistical software packages is best
incorporated directly into the process of learning about the statistical tools. I have
thus omitted the often time-consuming and complex explanations of how to com-
pute certain complicated statistics by hand. While calculating some things out by
hand can facilitate understanding, one soon reaches the point where preoccupation
with the mechanics of calculations interferes with attention that should be devoted
directly to underlying principles.

Many of the results and examples in this book were produced with SYSTAT®;
other packages that could be used are too numerous even to list. Since the possibili-
ties are so varied (and change so continually), it is useless to attempt to incorporate
instructions for using statistical software into this book. I assume, however, that the
book will be used in conjunction with some package of statistical programs and the
corresponding manuals, and some general comments about using such “statpacks”
are included.

Almost any software package will provide options and choices not discussed in
this book. Some software manuals provide good explanations of what these options
are and bibliographic citations for those interested in learning more about them;
other manuals do not. (This is one feature worth weighing in choosing statistical
software.) Serendipitous encounters with options in statistical software can provide
a useful means of expanding one’s expertise in quantitative analysis. On the other
hand, they can distract the analyst’s attention from the task at hand to the many
other tasks that could be performed but that there is really no need to perform.
The professional carpenter does not first choose a pretty tool and then go looking
for something to use it on. Just so, the skilled data analyst first determines what
analysis to perform and then turns to pencil, paper, calculator, or computer (as may
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be appropriate) to put into use the appropriate tool to accomplish the task at hand.
The mechanics of complicated calculations and complicated computer software can
both divert attention away from central matters of principle concerning the work to
be done. In statistics, as in the several sports from which the cliché is derived, it is
impossible to remind yourself too often to keep your eye on the ball.
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A batch is a set of numbers that are related to each other because they are different
instances of the same thing. The simplest example of a batch of numbers is a set
of measurements of different examples of the same kind of thing. For example, the
lengths of a group of scrapers, the diameters of a group of post holes, and the areas
of a group of sites are three batches of numbers. In these instances, length, diameter,
and area are variables and each scraper, post hole, and site is a case.

The length of one scraper, the diameter of one post hole, and the area of one site
do not, together, make a batch of numbers because they are completely unrelated.
The length, width, thickness, and weight of one scraper do not, together, make a
batch because they are not different instances of the same thing; that is, they are
different variables measured for a single case. The length, width, thickness, and
weight of each of 20 scrapers make, not one batch of numbers, but four. These four
batches can be related to each other because they are four variables measured for
the same 20 cases. The diameters of a set of 18 post holes from one site and the
diameters of a set of 23 post holes from another site can be considered a single
batch of numbers (the variable diameter measured for 41 cases, ignoring entirely
which site each post hole appeared in). They can also be considered two related
batches of numbers (the variable diameter measured for 18 cases at one site and 23
cases at another site). Finally they can be considered two related batches of numbers
in a different way (the variable diameter measured for 41 cases and the variable site
classified for the same 41 cases). This last, however, carries us to a different kind
of batch or variable, and it is easier to stick to batches of measurements for the
moment.

R.D. Drennan, Statistics for Archaeologists, Interdisciplinary Contributions 3
to Archaeology, DOI 10.1007/978-1-4419-0413-3 1,
© Springer Science+Business Media, LLC 2004, 2009



4 CHAPTER 1

STEM-AND-LEAF PLOTS

A list of measurements does not lend itself very well to making interesting obser-
vations, so the first step in exploration of a batch of numbers is to organize them. If
the batch is a set of measurements, the stem-and-leaf plot is the fundamental organ-
izational tool. Consider the batch of numbers in Table 1.1. Ordering them along a
scale can often help us to see patterns. Figure 1.1 shows how to produce a stem-
and-leaf plot that does exactly this for the numbers in Table 1.1. First, the numbers
are divided into a stem section and a leaf section. In the first case, for instance, 9.7
becomes a stem of 9 and a leaf of 7. The leaf for each number is placed on the stem
plot beside the stem for that number. The lines in Fig. 1.1 connect some of the num-
bers to the corresponding leaves in their final positions on the stem-and-leaf plot.
(Not all the connections are drawn in to avoid a hopeless confusion of lines.)

Several characteristics of this batch of numbers are immediately apparent in the
stem-and-leaf plot. First, the numbers tend to bunch together at about 9 to 12 cm.
Most fall in this range. Two more (14.2 and 7.6 cm) fall a little outside this range,
and one (44.6 cm) falls far away from the rest. It is a fairly common occurrence for
batches of numbers to bunch together like this. It is also relatively common for one
or a few numbers in a batch to fall far away from the bunch where the majority of
the numbers lie. Such numbers that fall far from the bunch are often called outliers,
and we will discuss them in more detail later. For now it is sufficient to note that we
often examine such outliers with a skeptical eye. A post hole 44.6 cm in diameter
is certainly a very unusual post hole in this batch, and we might be suspicious that
someone has simply written the measurement down wrong. A quick check of field
drawings or photographs should be sufficient to determine whether such an error
has been made and, if so, to correct it. If, indeed, this measurement seems correct,
then one of the conspicuous features of this batch is that one post hole simply does
not seem to fit with the rest of the group.

Stem-and-leaf plots can be made at different scales (that is, using different inter-
vals on the stem), and the selection of an appropriate scale is essential to producing a
helpful stem-and-leaf plot. Table 1.2 shows another batch of numbers in a stem-and-
leaf plot at the same scale as in the previous example. The numbers here, however,
are spread out over such a large distance that the characteristics of the batch are not

Table 1.1. Diameters of 13

Post holes at the Black
Site (cm)
9.7 11.7
9.2 11.1
12.9 7.6
11.4 11.8
9.1 14.2
44.6 10.8

10.5
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44 | 6
STEMS  LEAVES 4
9.7 9
9.2 9
12.9 12
11.4 11
9.1 9
44.6 44
105 10
1.7 11
1.1 11
76 7
11.8 11
14.2 14
10.8 10
-2
249
\\gﬂs
‘127
6

Figure 1.1. A stem-and-leaf plot of the numbers in Table 1.1.

clearly displayed. In Table 1.3 the same numbers yield a denser stem-and-leaf plot
when the stem is structured differently. In the first place, the numbers are broken
differently into stem and leaf sections — not at the decimal point but between the
units and tens. Since there are two digits for each leaf, commas are used to indi-
cate the separation between leaves. To avoid greatly increasing the density, two
positions are allowed on the stem for each stem section, the lower position cor-
responding to the lower half of the numbers that might fit that stem section and
the upper corresponding to the upper half (as indicated by the notations to the right
of the stem-and-leaf plot). The characteristics of the batch are much clearer in this
plot. The numbers bunch together from about 130 to 160. And one unusually light



Table 1.2. Too Sparse Stem-and-Leaf Plot of Weights
of 17 Scrapers from the Black Site

Weight (g)

148.7

154.5

169.5

145.1

157.9

137.8

151.9

146.2

164.7

149.3

1413

161.2

146.9

152.0

143.0

132.6

1153

Stems

148

154

169

145

157

137

151

146

164

149

141

161

146

152

132

115

Leaves

169
168
167
166
165
164
163
162
161
160
159
158
157
156
155
154
153
152
151
150
149
148
147
146
145
144
143
142
141
140
139
138
137
136
135
134
133
132
131
130
129
128
127
126
125
124
123
122
121
120
119
118
117
116
115

CHAPTER 1
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Table 1.3. Stem-and-Leaf Plot at an Appropriate Scale of Weights of 17
Scrapers from the Black Site

Weight (g) Stems Leaves

148.7 14 87

154.5 15 45

169.5 16 95 17 (175.0-179.9)
145.1 14 51 17 (170.0-174.9)
157.9 15 79 16 95 (165.0-169.9)
137.8 13 78 16 12,47 (160.0-164.9)
151.9 15 19 15 79 (155.0-159.9)
146.2 14 62 15 19,20,45 (150.0-154.9)
164.7 16 47 14 51,62,69,87,93 (145.0-149.9)
149.3 14 93 14 13,30 (140.0-144.9)
141.3 14 13 13 78 (135.0-139.9)
161.2 16 12 13 26 (130.0-134.9)
146.9 14 69 12 (125.0-129.9)
152.0 15 20 12 (120.0-124.9)
143.0 14 30 11 53 (115.0-119.9)
132.6 13 26

115.3 11 53

scraper seems to be an outlier. This pattern can certainly be detected (especially in
hindsight) in Table 1.2, but it is much clearer in Table 1.3.

Table 1.4 shows a still denser stem-and-leaf plot of the same numbers. Stem and
leaf sections are separated as in Table 1.4, but only one position is allowed on the
stem for each stem section. At this scale, the bunching of numbers is still evident, but
what seemed an outlier in Table 1.4 has come so close to the bunch that it no longer
seems very different. The characteristics of the batch are less clearly displayed in
this stem-and-leaf plot because it crowds the numbers too closely together.

Table 1.5 is yet another stem-and-leaf plot of the same numbers. This one is much
too dense. There is simply not enough room on the stem for the leaves to spread out
far enough to show the patterning. The outlier from Table 1.3 is no longer apparent
(although it is still there — it is just obscured by the inappropriate scale). It is difficult
even to evaluate the extent of the bunching of numbers. You can create the next step
in the direction of denser stem-and-leaf plots for these numbers yourself. It has a
stem consisting only of 1, with all the leaves in one line next to it.

An appropriate scale for a stem-and-leaf plot avoids the two extremes seen in
Tables 1.2 and 1.5. The leaves should make one or more branches or bunches of
leaves that protrude from the stem. This cannot happen if they are spread out along
a stem that is simply too long as in Table 1.2. At the same time, the leaves should
be allowed to spread out enough so that outliers can be noticed and two or more
bunches, if they occur, can be distinguished from one another. This latter cannot
happen if the leaves are crowded together as in Table 1.5. Tables 1.3 and 1.4 show
stem-and-leaf plots at scales that are clearer, although Table 1.3 definitely shows the
patterns more clearly than Table 1.4 does.
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Table 1.4. Too Dense a Stem-and-Leaf Plot of Weights of 17 Scrapers

from the Black Site
Weight (g) Stems Leaves
148.7 14 87
154.5 15 45
169.5 16 95
145.1 14 51 17
157.9 15 79 16 12,47,95
137.8 13 78 15 19,20,45,79
151.9 15 19 14 13,30,51,62,69,87,93
146.2 14 62 13 26,78
164.7 16 47 12
149.3 14 93 11 53
141.3 14 13
161.2 16 12
146.9 14 69
152.0 15 20
143.0 14 30
132.6 13 26
115.3 11 53

Different statisticians make stem-and-leaf plots in slightly different ways. There
are several approaches to spreading out or compressing the scale. The exact format
followed is less important than to show as clearly as possible the patterns to be
observed in the batch of numbers. Two essential principles are involved. First, the
distances between the numbers are represented visually as spatial distances along
the vertical number scale in the graph. And second, the number of numbers in each
of a series of equal intervals is represented visually as a spatial distance along each
horizontal row of numbers. However the stem sections are divided, it is important
that each stem section correspond to a range of numbers equal to that of every other
stem section. It would be a bad idea to structure a stem with positions corresponding
to, say, 3.0-3.3, 3.4-3.6, and 3.7-3.9 because the intervals are unequal. That is, a
larger range is included between 3.0 and 3.3 than in the other two intervals. There
will tend to be longer rows of leaves for that larger interval, simply because it is a
larger interval, and that interferes with the horizontal spacing principle that enables
the stem-and-leaf plot to do its work.

The stem-and-leaf plots in this book have lower numbers at the bottom and higher
numbers at the top. This makes it easier to talk about numbers and stem-and-leaf
plots in the same terms since lower numbers are lower on the plot and higher num-
bers are higher on the plot. It is more common for stem-and-leaf plots to be drawn
with lower numbers at the top and higher numbers at the bottom. This is unfor-
tunate because it adds a small and entirely unnecessary element of confusion, but
either way, the stem-and-leaf plot shows the same patterns.

Finally, the stem-and-leaf plots in the tables in this chapter have the leaves on
each line in numerical order. This makes no difference in observing the kinds of
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Table 1.5. Much Too Dense a Stem-and-Leaf Plot of Weights of 17 Scrapers
from the Black Site

Weight (g) Stems Leaves

148.7 1 487

154.5 1 545

169.5 1 695

145.1 1 451

157.9 1 579

137.8 1 378

151.9 1 519

146.2 1 462 1| 519,520,545,579,612,647,695
164.7 1 647 1 153,326,378,413,430,451,462,469,487,493
149.3 1 493

141.3 1 413

161.2 1 612

146.9 1 469

152.0 1 520

143.0 1 430

132.6 1 326

115.3 1 153

Table 1.6. Diameters of 15

Post holes at the Smith

Site (cm)
20.5 19.4
17.2 16.4
15.3 18.8
15.9 15.7
18.3 18.9
17.9 16.8
18.6 8.4
14.3

patterns we have been noting here, but it does make it easier to do some of the
things we will do with stem-and-leaf plots in Chapters 2 and 3. It makes drawing a
stem-and-leaf plot a little more time consuming, but it is well worth the effort, as
we shall see.

BACK-TO-BACK STEM-AND-LEAF PLOTS

The stem-and-leaf plot is a fundamental tool not just for exploring a single batch
but also for comparing batches. The batch of numbers in Table 1.6 consists of post
hole diameters from the Smith Site, which we may want to compare to the batch
of post hole diameters from the Black Site (Table 1.1). These batches can be related
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Table 1.7. Back-to-Back Stem-and-Leaf
Plot of Post hole Diameters from the Black
and Smith Sites (Tables 1.1 and 1.6)

Black Site Smith site

18 3689
17 29
16 48
15 379

8741 11
85 10
721

since they are measurements of the same variable (diameter of post holes), although
two different sets of post holes are involved. Table 1.7 shows a back-to-back stem-
and-leaf plot in which the leaves representing both batches of numbers are placed
on opposite sides of the same stem.



BATCHES OF NUMBERS 11

We see the bunch of post holes at diameters of 9-12cm that we saw for the
Black Site in Fig. 1.1, as well as the outlier, or unusually large post hole 44.6 cm in
diameter. For the Smith Site we see a bunch of numbers as well, but this bunch of
numbers falls somewhat higher on the stem than the bunch for the Black Site. We
quickly observe, then, that the post holes at the Smith Site are in general of larger
diameter than those at the Black Site. This general pattern is unmistakable in the
stem-and-leaf plot even though the 44.6-cm post hole at the Black Site is by far the
largest post hole in either site. There is also an outlier among post holes at the Smith
Site — in this instance a low outlier much smaller than the general run of post holes
at the site. If this post hole were at the Black site instead of the Smith Site, it would
not be nearly so unusual, but at the Smith Site it is clearly a misfit.

HISTOGRAMS

The stem-and-leaf plot is an innovation of exploratory data analysis. Although it
has certainly appeared in the archaeological literature, there is a traditional way
of drawing plots with similar information that is probably more familiar to more
archaeologists. It is the histogram, and it corresponds precisely to the stem-and-
leaf plot. The histogram is familiar enough that no detailed explanation of it is
needed here. Table 1.8 provides a stem-and-leaf plot of the areas of 29 sites in the
Kiskiminetas River Valley. Figure 1.2 shows that a histogram of this same batch of
numbers is simply a boxed-in stem-and-leaf plot turned on its side with the numbers
themselves eliminated as leaves. Most of the same patterns we have noted up to now
in stem-and-leaf plots can be observed in histograms as well. In making a histogram,
one faces the same choice of scale or interval that we have already discussed for the
stem-and-leaf plot, and precisely the same considerations apply. Histograms have
the advantage of being somewhat more elegant and esthetically pleasing as well as
of being more familiar to archaeologists. Stem-and-leaf plots, on the other hand,
have the advantage that the full detail of the actual numbers is all present, and this
makes it possible to use them in ways that histograms cannot be used, as we shall
see in Chapters2 and 3. In general terms, however, the stem-and-leaf plot and the
histogram serve fundamentally the same purpose.

MULTIPLE BUNCHES OR PEAKS

The batch of numbers in Table 1.8 also demonstrates another characteristic of
batches that sometimes becomes obvious in either a stem-and-leaf plot or a his-
togram. We see the usual bunching of numbers in the stem-and-leaf plot. In this
case, however, there are two distinct and separate bunches, one between about 1
and 5 ha and another between about 7 and 16 ha. The same bunches are obvious
in the histogram (Fig. 1.2), where the two separate bunches appear as two hills or
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Table 1.8. Areas of 29 Sites in the
Kiskiminetas River Valley

Site area (ha) Stem-and-leaf plot
12.8 15 3
11.5 14 0
14.0 13 49

1.3 12 388
10.3 11 0257
9.8 10 367
2.3 9 089
15.3 8 27
11.2 7 4
34 6
12.8 5
13.9 4 5
9.0 3 48
10.6 2 0239
9.9 1 37
134
8.7
3.8
11.7
1.7
12.3
11.0
2.9
10.7
7.4
8.2
2.0
2.2
4.5

peaks. Such a pattern of multiple bunches or peaks is a clear indication of distinct
kinds of cases — in this instance two distinct kinds of sites. We might likely call
them large sites and small sites, and the pattern seen in the stem-and-leaf plot or the
histogram indicates that the two are clearly separate. That is, in discussing these as
large and small sites, we would not be arbitrarily dividing sites up into large and
small but rather responding to an innate characteristic of this batch of numbers. We
see quickly that the large sites are more numerous, but there are enough small sites
to form a clear and separate peak. This is not a case of outliers but instead, of two
sets of sites, each numerous enough to form its own peak in the histogram.

The presence of multiple peaks in a batch is always an indication that two or more
fundamentally different kinds of things have been thrown together and measured.
To take a ridiculous example, I might measure the diameters of a series of dinner
plates and manhole covers. If I presented these as a single list of measurements of
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Figure 1.2. A histogram of areas of 29 sites in the Kiskiminetas River Valley.

round objects, you would see immediately in a stem-and-leaf plot that there were
two separate peaks. Knowing nothing about the objects except their diameters, you
would guess that two fundamentally different kinds of things had been measured.
You would be correct to subdivide the batch into two batches with no further jus-
tification than the pattern you saw in the stem-and-leaf plot. One of the first things
you might do, however, would be to seek further information about the nature of the
objects that might clarify their differences. Your reaction, on finding out that both
dinner plates and manhole covers were included among the objects measured, might
well be “No wonder; now I understand!” This is a perfectly appropriate reaction and
would put substance behind a division made on purely formal grounds (that is, on
the basis of the pattern observed in a stem-and-leaf plot).

To repeat, batches with multiple peaks cannot be analyzed further. The only cor-
rection for this problem is to subdivide the batch into separate batches for separate
analysis. In the best of all possible worlds, we can identify other characteristics of
the objects in question to aid us in making the division. If not, we must do it sim-
ply on the basis of the stem-and-leaf plot or histogram, drawing a dividing line on
the number scale at the lowest point of the valley that separates the peaks. This is
especially easy for the numbers illustrated in Fig. 1.2. The lowest point of the valley
here is around 6 ha. There are no sites at all of this size, so the small sites are clearly
those ranging from 1 to 5 ha, and the large sites are those ranging from 7 to 16 ha.
If there is not an actual gap at the bottom of the valley, as there is in this instance,
just where to draw the dividing line may not be so obvious, but it must be done
nevertheless before proceeding to any further analysis.
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Statpacks

The stem-and-leaf plot is such a simple way to display the numbers in a batch
that it can be produced quickly and easily with pencil and paper. When work-
ing with pencil and paper, it is necessary only to be careful to line the numbers
up vertically so that the patterns are represented accurately. It is also easy to
use a word processor to produce a stem-and-leaf plot. As when working with
pencil and paper, it is important to line the numbers up vertically. This hap-
pens automatically as long as the font chosen shows all characters (or at least
all numbers) as the same width. Fonts in which 1, for example, is narrower
than 2 don’t work for stem-and-leaf plots because the numbers will get out
of alignment. The easiest way to make stem-and-leaf plots, of course, is with
a statistics computer package, or statpack for short. A statpack will perform
the entire operation automatically, including choosing an appropriate scale
or interval for the stem. Some statpacks still do not include exploratory data
analysis (EDA) tools like stem-and-leaf plots, but many do.

Histograms are more time consuming to draw nicely than stem-and-leaf
plots, but many statpacks do a very good job of it. True statistical packages
are best for this task, since their programmers had in mind exactly the goals
discussed in this chapter when they wrote the programs. Numerous programs
that draw bar graphs might at first glance seem another option, but bar graphs,
while superficially similar to histograms, are actually a different tool—one that
we will explore more fully in Chapter 6.

PRACTICE

In Tables 1.9 and 1.10 are two batches of numbers — measurements of the lengths
of scrapers recovered from two sites. The scrapers are made from either flint or
chert. These numbers could be considered a single batch of numbers (lengths of
scrapers, disregarding what raw material they were made from and what site they

Table 1.9. Scrapers from Pine Ridge Cave

Raw material Length (mm) Raw material Length (mm)
Chert 25.8 Chert 259
Chert 6.3 Chert 23.8
Flint 44.6 Chert 22.0
Chert 21.3 Chert 10.6
Flint 25.7 Flint 33.2
Chert 20.6 Chert 16.8
Chert 22.2 Chert 21.8
Chert 10.5 Flint 48.3

Chert 18.9
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Table 1.10. Scrapers from the Willow Flats Site

Raw material Length (mm) Raw material Length (mm)
Chert 15.8 Flint 49.1
Flint 39.4 Flint 41.7
Flint 43.5 Chert 15.2
Flint 39.8 Chert 21.2
Chert 16.3 Flint 30.2
Flint 40.5 Flint 40.0
Flint 91.7 Chert 20.2
Chert 21.7 Flint 31.9
Chert 17.9 Flint 423
Flint 29.3 Flint 47.2
Flint 39.1 Flint 50.5
Flint 42.5 Chert 10.6
Flint 49.6 Chert 23.1
Chert 13.7 Flint 44.1
Chert 19.1 Flint 45.8
Flint 40.6

came from). They also form two related batches in two different ways. We could
divide the single batch into two batches according to which site the scrapers were
recovered at. (This is the way the numbers are presented in the tables.) Or we could
divide the single batch into two batches according to which raw material they were
made of (disregarding which site they came from).

1. Make a stem-and-leaf plot of scraper lengths, treating the entire set of scrapers as
a single batch. Experiment with different intervals for the stem to consider which
interval produces the most useful plot. What patterns do you see in the plot?

2. Make a back-to-back stem-and-leaf plot of scraper lengths, treating the scrap-
ers from the Willow Flats site as one batch and those from Pine Ridge Cave as
another batch. (That is, ignore the raw material of which the scrapers were made
for the moment.) How do the two batches compare to each other? Do you see any
patterns that help you interpret the stem-and-leaf plot of all scrapers as a single
batch?

3. Make a back-to-back stem-and-leaf plot of scraper lengths, treating the flint
scrapers as one batch and the chert scrapers as another batch. (That is, this
time ignore which site the scrapers came from.) How do these two batches com-
pare to each other? Do you see any patterns this time that help you interpret the
stem-and-leaf plot of all scrapers as a single batch?
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As we saw in Chapter 1, the numbers in a batch often bunch together. If we compare
two related batches of numbers, the principal bunch in one batch may well have
higher numbers in general than the principal bunch in the other batch. We say that
such batches have different levels or centers. It is convenient to use a numerical
index of the level for such comparisons. The several such indexes in common use
are traditionally referred to as measures of central tendency.

THE MEAN

The most familiar index of the center of a batch is the mean, outside statistics
more commonly referred to as the average. Calculation of the mean is just as
we all learned in elementary school: the sum of all the numbers in the batch is
divided by the number of numbers in the batch. Since this is such a familiar cal-
culation, it provides a good opportunity to introduce some mathematical notation
that is particularly useful in statistics. The equation expressing the calculation of the
mean is
>x

X =
n

where x represents each number in a batch, individually, » is the number of x’s, and
X is the mean or average of x (pronounced “x bar”).

R.D. Drennan, Statistics for Archaeologists, Interdisciplinary Contributions 17
to Archaeology, DOI 10.1007/978-1-4419-0413-3 2,
© Springer Science+Business Media, LLC 2004, 2009
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Table 2.1. Weights of Flakes Recovered from Two Bell-Shaped Pits

Flake weights (g) Back-to-back stem-and-leaf plot
Pit1 Pit2 Pit 1 Pit2

9.2 11.3 6 28
12.9 9.8 27
11.4 14.1 26
9.1 13.5 25
28.6 9.7 24
10.5 12.0 23
11.7 7.8 22
10.1 10.6 21
7.6 11.5 20
11.8 14.3 19
14.2 13.6 18
10.8 9.3 17
10.9 16
15

X 12.33 11.42 2 14 13

Md 11.10 11.30 13 56

9 12 0 / X
X—" 814 |11]| 35 Md
Ma — 851 |10 e
21 9 378
8
6 7 8

The Greek letter Y, (capital sigma) stands for “the sum of” and is a symbol
used frequently in statistics. Y. x simply means “the sum of all the x’s.” Formulas
with £ may seem formidable, but, as we have just seen, X is simply shorthand for
a relatively simple and familiar calculation. X is virtually the only mathematical
symbol used in this book that is not common in basic algebra.

Table 2.1 presents some data on weights of flakes recovered from two bell-shaped
storage pits in the same site. The back-to-back stem-and-leaf plot reveals that the
flakes from Pit 1 bunch together between about 9 and 12 g, with one outlier at 28.6 g
(to which we probably do not want to pay too much attention). The flakes from Pit
2 also bunch together, although the peak is more spread out and may even have a
slight tendency to split into two. The center of the batch of flakes from Pit 2 would
appear to be a little higher on the whole than for those from Pit 1. For the flakes from
Pit 1, the mean (calculated by summing up all 12 weights and dividing the total by
12) is 12.33 g. For Pit 2, the mean (calculated by summing up all 13 weights and
dividing the total by 13) is 11.42 g. Both means are indicated in their approximate
positions along the stem in the stem-and-leaf plot.
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We can be fairly happy with the mean as an index of the center for Pit 2; it does
point to something like the center of the main bunch in the batch, as seen in the stem-
and-leaf plot. When we look at Pit 1, however, we have cause for concern. The mean
seems to be well above the center of the main bunch in the batch. It is “pulled up”
quite strongly by the high outlier at 28.6 g, which has a major impact on the sum of
the weights. Since we just observed that the Pit 1 batch has a somewhat lower level
than the Pit 2 batch, it is alarming that the mean for Pit 1 is actually higher than
the mean for Pit 2. A comparison of means for these two batches would suggest
that flakes from Pit 1 tended to weigh more than those from Pit 2 — a conclusion
exactly opposite to the one we arrived at by examining the stem-and-leaf plot. In this
instance, the mean is not behaving very nicely. That is, it is not providing a useful
index of the center of the Pit 1 batch for the purpose of comparing that batch to the
Pit 2 batch. There are ho hard-and-fast rules for judging when the mean is behaving
nicely enough to use as an index of center. It is finally a question of subjective
judgment that requires careful exploration of batches with stem-and-leaf plots, real
understanding of what we want an index of center to do, and practice.

THE MEDIAN

If the mean does not behave nicely because of the shape of a batch, the median may
be a more useful index of center. The median is simply the middle number in the
batch (if the batch contains an odd number of numbers) or halfway between the two
middle numbers (if it contains an even number of numbers). The stem-and-leaf plot
is useful for finding the median, because it makes it easy to count in from either
the top or the bottom to the middle number. It is especially easy to do this if the
leaves have been placed in numerical order on each line of the stem-and-leaf plot.
The alternative to the stem-and-leaf plot, the histogram, cannot be used for finding
the median because, while the histogram represents the overall shape of the batch,
it does not contain the actual numbers.

To find the median weight of flakes from Pit 1, we first count the number of
flakes. Since there are 12 (an even number), the median will be halfway between the
middle two numbers. The middle two numbers will be the sixth and seventh, count-
ing in from either the highest or lowest number. For example, counting leaves in the
stem-and-leaf plot for Pit 1 from the bottom or lowest number, we have the first five
numbers: 7.6, 9.1, 9.2, 10.1, and 10.5; then the sixth and seventh numbers: 10.8 and
11.4. Alternatively, counting leaves from the top or highest number, we have the
first five numbers: 28.6, 14.2, 12.9, 11.8, and 11.7; then the sixth and seventh: 11.4
and 10.8, the same as before. Halfway between 10.8 and 11.4is 11.1. So the median
weight of flakes from Pit 1is 11.10g (Md = 11.10g).

For Pit 2, there are 13 flakes, so the median will be the middle number, or the
seventh in from either the highest or lowest. Counting leaves from the top gives us
the first six numbers: 14.3, 14.1, 13.6, 13.5, 12.0, and 11.5; then the seventh: 11.3.
Counting leaves from the bottom gives us the first six numbers: 7.8, 9.3, 9.7, 9.8,
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10.6, 10.9; then the seventh: 11.3, exactly as before. Thus the median weight of
flakes from Pit 2 is 11.30 g (Md = 11.30g).

Medians for both batches are indicated on the stem-and-leaf plot in Table 2.1, and
both indicate points that are visually more satisfying indications of the centers of
the two batches. Comparing the levels of the two batches according to their medians
also seems more reasonable than our attempt to use their means for this purpose.
The median weight of flakes in Pit 2 is slightly higher than that for Pit 1, which is
indeed the conclusion we came to based on observation of the general pattern of the
stem-and-leaf plot.

OUTLIERS AND RESISTANCE

It might seem surprising that the mean and the median behave so differently in this
example. After all, both are fairly widely used indexes of the level of a batch. And
yet, comparing the two batches in this example by means and by medians gave
opposite conclusions about which batch had a higher center. Clearly, it is the mean
of the flakes from Pit 1 that seems strange. Its peculiarly high position is attributable
entirely to the effect that the one high outlier (the flake that weighs 28.6 g) has on
the calculations. While it pulls the mean up substantially, this outlier, in contrast,
has no effect whatever on the median. If instead of weighing 28.6 g, this flake had
weighed 12.5 g, the median flake weight for Pit 1 would not have changed at all.
The heaviest flake is simply the first number that we count past to reach the middle
of the batch, which remains in exactly the same place, irrespective of how high the
highest value is. In fact, the median does not depend at all on the actual values of the
numbers in either the upper half or the lower half of the batch. As long as there is
no change that moves a number from the upper half to the lower half or vice versa,
the median remains exactly the same.

This is one example of a general principle. The mean of a batch is strongly
affected by any outliers that may be present. The median is entirely unaffected
by them. In statistical jargon, the median is very resistant. The mean is not at all
resistant.

ELIMINATING OUTLIERS

The mean has special properties that make it a particularly useful index of the
center of a batch, but outliers can present a serious problem by making the mean
a very inaccurate index. It would be nice to eliminate outliers if we could, and,
as it turns out, often we can. In the first place, we should always examine out-
liers carefully. Sometimes they indicate errors in data collection or recording. This
possibility was already broached in Chapter 1, where it was suggested that the
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extraordinarily large post hole in the example in Fig. 1.1 might have been the result
of an error in measurement or in data recording. Such an error could be corrected
by reference to photographs and drawings of the excavation, thus eliminating the
outlier.

Even if it turns out that an outlier is, indeed, a correct value, it still may be
desirable to eliminate it. As a classic example of such a situation, consider the mail
order clothing firm of L.L. Pea, Inc., specializing (of course) in the famous Pea coat.
L.L. Pea employs ten shipping clerks, nine of whom are each paid $8.00 per hour
while the tenth earns $52.00 per hour. The median wage in the L.L. Pea shipping
room, then, is $8.00 per hour, while the mean wage is $12.40 per hour. Once again,
the mean has been raised substantially by an outlier, while the median has been
entirely unaffected. A careful check of payroll records reveals that it is, indeed, true
that nine shipping clerks are paid $8.00 per hour while one earns $52.00 per hour. It
also reveals, however, that the highly paid clerk is Edelbert Pea, nephew of L.L., the
founder of the company, who spends most of his “working” hours in the company
cafeteria anyway. If our interest is in the wages of shipping clerks, there is clearly
no reason to include young Edelbert among our data. We are much better off simply
to eliminate him as not truly a case of what we want to study and use the data for
the other nine shipping clerks.

It is often sensible to eliminate outliers in just such a manner. If a good reason
can be found aside from just the aberrant number in the data (as in the instance
of Edelbert Pea), we can feel quite comfortable about eliminating outliers. In the
example batch in Table 2.1 for Pit 1, perhaps we would note that the unusually heavy
flake was of a very different form from all the rest or of a very different raw material.
In this last case, we might reduce our batch to obsidian flakes, say, rather than all
flakes, in order to eliminate a single very heavy chert flake. Even if such external
reasons cannot be found to justify it, a distant outlier can be eliminated simply on
the basis of its measurement. There are, howev