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Abstract The CSIRO Mark 2 coupled global climatic
model has been used to generate a 10,000-year simula-
tion for ‘present’ climatic conditions. The model output
has been analysed to identify sustained climatic fluctu-
ations, such as those attributed to the Medieval Warm
Period (MWP) and the Little Ice Age (LIA). Since no
external forcing was permitted during the model run all
such fluctuations are attributed to naturally occurring
climatic variability associated with the nonlinear pro-
cesses inherent in the climatic system. Comparison of
simulated climatic time series for different geographical
locations highlighted the lack of synchronicity between
these series. The model was found to be able to simulate
climatic extremes for selected observations for century
timescales, as well as identifying the associated spatial
characteristics. Other examples of time series simulated
by the model for the USA and eastern Russia had sim-
ilar characteristics to those attributed to the MWP and
the LIA, but smaller amplitudes, and clearly defined
spatial patterns. A search for the frequency of occur-
rence of specified surface temperature anomalies, defined
via duration and mean value, revealed that these were
primarily confined to polar regions and northern lati-
tudes of Europe, Asia and North America. Over the
majority of the oceans and southern hemisphere such
climatic fluctuations could not be sustained, for reasons
explained in the paper. Similarly, sustained sea–ice
anomalies were mainly confined to the northern hemi-
sphere. An examination of mechanisms associated with
the sustained climatic fluctuations failed to identify a
role for the North Atlantic Oscillation, the El Niño-
Southern Oscillation or the Pacific Decadal Oscillation.
It was therefore concluded that these fluctuations were
generated by stochastic processes intrinsic to the non-
linear climatic system. While a number of characteristics
of the MWP and the LIA could have been partially

caused by natural processes within the climatic system,
the inability of the model to reproduce the observed
hemispheric mean temperature anomalies associated
with these events indicates that external forcing must
have been involved. Essentially the unforced climatic
system is unable to sustain the generation of long-term
climatic anomalies.

1 Introduction

The Medieval Warm Period (MWP) is generally con-
sidered to be an episode of above average temperatures
for the years 950–1200 AD, while the Little Ice Age (LIA)
was an episode of below average temperatures from
1550 to 1850 AD (Brazdil et al. 2005). However, there is
no universal agreement as regards the precise dates of
these events, and they were not episodes of continuous
above or below average temperatures. In fact, contro-
versy continues to exist over the reality of both the
MWP and LIA. For example, Hughes and Diaz (1994)
question whether the MWP ever really occurred, while,
on the other hand, Grove (1998) has documented the
LIA in considerable detail. Bradley et al. (2003) have
also discussed this issue. Recently, Jones and Mann
(2004) seriously question the basis for the existence of
both the MWP and the LIA.

In IPCC (2001, Chapter 2) there is a lengthy discus-
sion of the climatic characteristics associated with the
MWP and LIA, which again queries the basis for these
events. The principal concerns listed are the lack of
temporal correspondence between climatic variability in
different regions, regional variability itself, the modest
amplitude of the hemispheric mean temperature anom-
alies, and the sparseness and derivative nature of the
observations. Jones and Mann (2004) are even more
critical, and question the relevance of much of the col-
loquial evidence for these events, such as the existence in
England of vineyards during the MWP and frost fairs
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during the LIA. These issues primarily arise because of
uncertainties in the climatic reconstructions.

On the other hand, there are many observational
studies documenting climatic perturbations, primarily
temperature, that advocate the occurrence of these
events (see, for example, Petersen 1994; Villalba 1994;
Keigwin 1996; Broecker 2001; Cronin et al. 2003 and
Cook et al. 2004). A particularly comprehensive review
of historical climatic fluctuations over Europe has been
presented recently by Brazdil et al. (2005).

This issue is not just an academic disagreement, as it
has entered into the discussion of the credibility of the
attribution of the current warming to the greenhouse
effect. Mann et al. (1999), based largely on proxy data,
have derived a northern hemispheric temperature time
series from 1000 AD to the present. This time series has a
‘hockey stick’ shape with the curve of the stick repre-
senting the global warming over the past few decades,
while the shaft of the stick represents the fairly station-
ary time series of hemispheric temperature anomalies
back to 1000 AD. The crucial issue is that no MWP is
identified by the time series, thus justifying the proba-
bility that 1998 was the warmest year, and the 1990s the
warmest decade, of the past millennium in the northern
hemisphere (Mann et al. 1999). The significance of this
statement is that this implies natural climatic variability
cannot account for the present observed global warm-
ing, as concluded, for example, by Davies and Hunt
(1994), from model simulations.

Natural, or internal, climatic variability is defined
here to be that which occurs solely due to internal
interactions of the climatic system, without any external
forcing whatsoever. This internal forcing is a conse-
quence of the complex physical processes which occur,
together with nonlinear interactions, that can generate
stochastic outcomes.

A major, currently unresolved, issue regarding past
climatic fluctuations is the individual role played by the
various possible forcing agents: natural variability, vol-
canic eruptions, solar perturbations and varying green-
house gas concentrations.

In the case of greenhouse gases, specifically CO2, its
concentration has increased from about 280 ppm prior
to about 1850 to over 370 ppm currently (IPCC 2001).
The present global warming is widely accepted as being
attributable to this recent increase in CO2, implying that
the lower CO2 concentrations over the previous millen-
nium were associated with a generally cooler climate
(see, for example, Rind et al. (2004)). There is also
general agreement that large volcanic eruptions have a
transient impact on climate for 2–3 years following an
eruption. Differing estimates of the radiative impact of
eruptions and their occurrences currently exist (see
Crowley and Kim 1999; Zorita et al. 2005).

The role of solar perturbations is, however, much
more controversial. There have been many attempts to
estimate the impact of solar perturbations on climate
over the past millennium. For example, Beer et al. (2000)
used a regression analysis and estimated that possibly

40% of climatic variation was attributable to solar
influences, with 50% to greenhouse gases and 10–20%
to internal variability. Using an energy balance model
Crowley and Kim (1999) concluded that about 1/3 of
low frequency climatic variability was attributable to
solar influences, with the remainder due to greenhouse
gases and internal variability. Numerous climatic model
simulations have been made, see below, that include
solar perturbations over past centuries, and these typi-
cally indicate a major contribution of such perturbations
to climatic variability.

However, substantial questions have been raised
concerning the reality of the impact of solar fluctuations
on climate. For example, Foukal et al. (2004) have
queried the observational evidence used to claim that
solar forcing has varied over the past few centuries.
While not dismissing such a possibility they demonstrate
that supporting evidence to date is inadequate because
of the derivative basis of past estimates of solar vari-
ability. More importantly, based on an analysis of the
physical processes occurring in the sun, Lean et al.
(2002) have questioned whether the proxies used to
estimate radiative forcing actually imply fluctuations in
solar forcing. In addition, Damon and Laut (2004) have
strongly challenged some specific claims that solar
forcing is the cause of the present observed global
warming.

Perhaps most critically, is the recent observational
analysis of Turney et al. (2005). They used trees in Ulster
to obtain a common-dated radiocarbon calibration
curve (to derive solar activity) and reconstruct temper-
ature values for the past 9,000 years. Such common-
dating has not been available previously. They con-
cluded that at centennial to millennial timescales North
Atlantic climatic variability was not forced by solar
fluctuations. This outcome raises major questions con-
cerning the numerous claims that have been made con-
cerning the substantial role of solar forcing of climate.

The final contributor to past climatic perturbations,
namely internal climatic variability, is generally consid-
ered to have an influence, albeit of a subsidiary nature
(Rind and Overpeck 1993; Collins et al. 2002) A more
substantive role has been advocated by Hunt (1998), in
disagreement with the conclusions of Bell et al. (2003).

Given the spatial and temporal limitations of obser-
vations, and the problems of deriving quantitative cli-
matic values from proxy data, a natural recourse is to
use global climatic models to investigate past climatic
fluctuations. Jones and Mann (2004) provide a brief
discussion of this issue.

Jones et al. (1998), in a study primarily concerned
with the quality of proxy data, compared such data with
two model outputs. They used principal component and
cross spectra analyses and noted substantial differences
between the ability of the two models to represent spatial
structures. Collins et al. (2002) compared two estimates
of proxy observations with a 1,200-year simulation with
a coupled model. They examined time series for specific
regions and estimated the variance and power spectra of
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the proxy and simulated datasets. Some underestimation
of variance by the model was noted, particularly with
the second analysis of the proxy measurements. Shindell
et al. (2003) in a simulation involving forcing by volcanic
eruptions and solar variability concluded that long-term
regional climatic changes seem to have been dominated
by solar influences. The impact of volcanic eruptions on
surface temperature has been assessed in a comprehen-
sive empirical and modelling study by Shindell et al.
(2004). They were able to simulate many observed fea-
tures. The primary climatic response for winter condi-
tions was for a warming over Eurasia and eastern USA
and cooling over northern Africa and the Middle East.
The volcanic impact lasted about 2 years, with the
generated temperature anomalies ranging up to a max-
imum of ± 1.5 K. Because of cancellation between
opposite signed temperature anomalies the hemispheric
or global mean change would have been quite small.
Zorita et al. (2004, 2005) have also produced a simula-
tion for the last 500 years using a coupled model forced
by fluctuations of solar variability, volcanic activity and
varying greenhouse gas concentrations. They obtained
time series of temperature anomalies that substantially
exceeded most reconstructions and remarkably uniform
spatial distributions of temperature anomalies over most
of the globe.

A simulation by von Storch et al. (2004) resulted in
large hemispheric mean negative temperature anomalies
(> � 0.4 K) between 1400 and 1900 AD, with peak
values above 1.0 K in 1780. These outcomes indicate the
difficulty in specifying the role and magnitude of exter-
nal forcing, as well as limitations associated with cli-
matic models.

Other simulations using solar and volcanic external
forcings have reproduced the reconstructed climatic
variability over the past millennium to varying degrees,
and are thus strong advocates for the necessity of such
forcings in order to explain the observations. For
example, Goosse et al. (2005) using a 25-member
ensemble mean obtained general agreement with obser-
vations, but for the more representative case of indi-
vidual simulations considerable differences were
apparent between these simulations, implying differences
also with the observations. Of particular interest to the
present paper was their identification of the important
role of internal climatic variability in the evolution of
their climatic time series. Other simulations (Waple et al.
2002; Shindell et al. 2004) exhibited regional scale po-
sitive and negative surface temperature anomalies, as did
Goosse et al. (2005) for individual members of their
ensemble. In contrast, Zorita et al. (2004) show a ubiq-
uitous cooling over the northern hemisphere for a mean
over 1680–1710 AD presumably indicative of excessive
external forcing as suggested by their Fig. 2. In a very
comprehensive simulation, involving a range of external
forcings, Rind et al. (2004) reported on the extensive,
induced climatic fluctuations they obtained. In their
ensemble mean results they also reported almost total
global cooling for their experiments for the period 1651–

1700 AD, again indicative of excessive external forcing.
Perhaps their most interesting finding was that historical
greenhouse gas concentrations may have contributed to
cooling during the Maunder Minimum (1645–1715 AD).
In this regard the recent book by Ruddiman (2005) is of
relevance as it offers an interesting speculation to ac-
count for (small) greenhouse gas fluctuations over the
historical past that could have contributed to climatic
anomalies. Bertrand et al. (2002), using a rather simple
model, conducted a range of sensitivity experiments
involving solar, volcanic and anthropogenic external
forcings. Again, their experiments highlight the prob-
lems of specifying external forcings, but serve to
emphasise the potential importance of such forcing as
an explanation of climatic variability over the last
millennium.

The current paper is largely motivated by the critique
of Jones and Mann (2004) concerning the reality of the
MWP and LIA. It should be noted, however, that the
present simulation was made to examine a large range of
climatic issues, and was not specifically concerned with
the MWP and LIA. The 10,000-year simulation does not
represent a progression of climate over the Holocene,
but an extended simulation of ‘present’ climatic vari-
ability. This permits a large range of climatic events to
be sampled in the individual millennia of the simulation,
particularly extreme events where, for example, 1 in
10,000 year events have been identified.

With the availability of this multi-millennial simula-
tion it seems worthwhile to revisit the issues considered
in Hunt (1998), as a much more comprehensive analysis
is now possible. Specifically, insight will be sought into
the temporal and spatial extent of regional climatic
anomalies, and their magnitudes, attributable to natu-
rally occurring climatic variability. Thus, the aim of the
paper is to determine the extent to which internally
generated climatic anomalies may have contributed to
the concept of the MWP and LIA. In particular, can
plausible outcomes be achieved without resorting to
external forcing.

The definition of naturally occurring climatic vari-
ability used here needs to be contrasted with that of
Jones and Mann (2004) who state ‘‘that solar and vol-
canic forcing have likely played the dominant roles
among the potential natural causes of climate variabil-
ity’’. Given the difficulty of separating out the individual
contributions of the various possible external forcing
agents from natural variability in observations, there
seems to be a tendency amongst observationalists to
attribute any observed climatic perturbation to external
influences [see for example Hodell et al. (2001) versus the
outcome of Hunt and Elliott (2005)]. Also, in a recent
discussion of climatic changes, Esper et al. (2005) cate-
gorise natural forcing mechanisms as those associated
with solar variability, volcanic eruptions and greenhouse
gases, but not internal variability of the climatic system.
This reluctance amongst observationalists to acknowl-
edge a contribution from internal climatic variability has
resulted in an undue emphasis on the role of external
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forcings. It is hoped that the present paper may partially
rectify this bias.

Importantly, this paper does not mandate the exis-
tence or absence of the MWP and the LIA in the his-
torical record. What it attempts to show is that a
number of the climatic fluctuations usually associated
with these events can be found in the present simulation.
Whether these results strengthen the case for the MWP
and LIA is left to the reader to decide.

The degree to which the present model can simulate
observed climatic features has been documented in a
range of papers, see for example Gordon and O’Farrell
(1997); Hunt (2001, 2004); Hunt and Elliott (2002),
2003, 2005). Independent analyses of the present model’s
performance have been made as part of extensive model
intercomparisons by AchutaRao and Sperber (2000) and
Covey et al. (2000). The model performed very capably
in these assessments.

2 Model description and experimental details

The CSIRO Mark 2 coupled global climatic model was
used to generate the data sets used in this paper. The
model consists of atmospheric, oceanic, biospheric and
sea–ice components, as described by Gordon and
O’Farrell (1997). The horizontal resolution of the model
is based on the R21 spectral formulation, implying
gridboxes spaced at 5.625� longitudinally and 3.25� lat-
itudinally, giving a total of 3,584 gridboxes per vertical
level distributed over the global surface.

The atmospheric and oceanic components interact
via radiative and heat fluxes and dynamical processes at
the oceanic surface for each model timestep of 20 min.
The widely used flux correction technique (Sausen et al.
1988) was applied to couple these two components.
These corrections vary monthly, but being invariant
from year-to-year do not influence interannual vari-
ability and thus the simulated climate.

The atmospheric model has nine vertical levels,
diurnal and seasonal variability, a mass flux convection
scheme, semi-Lagrangian water vapour transport,
gravity wave drag and a cloud parameterization based
on relative humidity. The oceanic model is based on the
Geophysical Fluid Dynamics Laboratory code, with
temperature and salinity grid points corresponding to
those used in the atmospheric model. The oceanic model
has twenty-one vertical levels and realistic bottom
topography. An eddy-induced advection scheme was
implemented thus enabling the background diffusivity to
be set to zero. Wind forcing of the upper three oceanic
levels is crudely represented by setting a minimum lower
limit to the vertical diffusivity, see Hirst et al. (2000) for
further details.

The biospheric scheme has a number of different soil
and plant types, with the latter’s properties varying on a
monthly timescale. A rather simple two-layer soil
moisture formulation is used.

Thermal processes determine the growth and decay of
sea–ice, while dynamical processes can cause thinning or
compaction of the ice. The sea–ice can also be trans-
ported by oceanic currents or wind forcing.

The present simulation was initiated from a previous
1,000-year simulation of the model; hence all climatic
variables were fully developed. The model was run out
for 10,000 years for present climatic conditions, using an
atmospheric CO2 concentration of 330 ppm. No exter-
nal forcings such as solar perturbations, volcanic forcing
or changes in greenhouse gas concentrations were per-
mitted during the model run. Thus, all climatic pertur-
bations obtained are attributable to naturally occurring
climatic variability generated solely by processes internal
to the simulated climatic system.

All results presented here have been restricted to a
single millennium of the simulation, years 9,001–10,000.
This is an arbitrary choice; results for other millennia are
very similar except for outlier events specific to a given
millennium. The choice of a single millennium for
analysis is appropriate given that the MWP and LIA
were effectively limited to the last millennium.

3 Temporal and spatial relationships

In Fig. 1 100-year simulated time series of annual mean
surface temperatures are compared for six different
model gridboxes. All results are for the northern hemi-
sphere for reasons that will become apparent later.
These time series are essentially unremarkable and re-
veal anomalies of, at most, ± 2 K. Similar variabilities
are obtained in millennial length reconstructed time
series documented by Serre-Bachet (1994) and Diaz and
Pulwarty (1994). In effect, the model is simulating an-
nual mean surface temperature variability comparable
to these particular observations, which do not exhibit
any indication of the existence of the MWP and the LIA.
Temporal correlations between the various time series in
Fig. 1 for the years 9,100–10,000 were all less than 0.2,
with the majority below 0.1. This lack of synchronicity
has also been noted in observations by Graumlich
(1993); Hughes and Diaz (1994); Jones et al. (1998) and
Jones and Mann (2004), and discussed in relation to
model simulations by Goosse et al. (2005). Nevertheless,
there are numerous other reconstructed time series, see
the several examples presented by Jones and Mann
(2004), that exhibit a range of variability, some of which
support the occurrence of the MWP and LIA. The
complexity of the situation is well illustrated by recon-
structed time series presented by Jones et al. (1998) that
exhibit markedly different variability across Europe. For
example, some of these time series indicated extended
cold episodes in the 1500 and 1600 s, whilst others are
almost time-invariant, see also Collins et al. (2002).
Briffa et al. (2004) have produced spatial plots of warm
season temperature anomalies for the northern hemi-
sphere for selected years with the largest positive and
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negative anomalies. These results are rather restricted in
their spatial coverage, being largely confined to high
latitude land regions. Distinct differences are apparent in
the overall sign of the anomaly patterns for the warm
and cold years, but, importantly, both positive and
negative temperature anomalies occur in all years. A
similar outcome is also shown in Mann et al. (1998).

Examination of individual, exceptionally warm and
cold years in the simulation, not shown, revealed com-
parable situations for annual mean conditions to those
of Briffa et al. (2004). Less consistency and more spatial
variability were found when individual months were
examined. Briffa et al. (2004) also show a number of
anomalously warm years in the period usually associated
with the LIA, reinforcing the point that this was not an
epoch with conditions continuously colder than normal.

Jones and Mann (2004) present time series of recon-
structed temperature anomalies from 200 to 2000 AD

that have both the northern and southern hemispheres
with negative values for almost the whole of this period.
Such consistent negative anomalies, which have a mag-
nitude of only about �0.4 K, would require some
external forcing agent. They cannot be explained by
natural climatic variability, see Hunt (2004). A possible,
credible agent, is simply lower CO2 atmospheric con-
centrations, as Rind et al. (2004) found lower CO2 val-
ues quite effective in producing an overall cooling.

The present model used a CO2 concentration of
330 ppm. If the simulation had been run with a value of
280 ppm for a notional period from 1000 to 1880 AD and
then increased steadily to 330 ppm, a systematic cooling
would have been obtained for these earlier years. The
negative temperature anomalies would also have been
enhanced if they were calculated with respect to a 1960–
1990 mean rather that the 1,000-year mean. Inclusion of
large volcanic eruptions would also have generated
multi-year cooling impacts and so help to explain some
of the particularly anomalous outcomes, see for example
Wagner and Zorita (2005).

Time series (not shown) for annual rainfall for the
same points as used in Fig. 1, revealed considerably
more interannual variability but even lower correlations.

Historical time series of sustained regional tempera-
ture anomalies have been given by Grove (1998); Biondi
et al. (1999) and Luterbacher et al. (2004) amongst
others. For example, Luterbacher et al. (2004) provide
European mean temperature anomalies for 1500–2003,
while Biondi et al. (1999) give July temperature anom-
alies for a small region in Idaho, USA for the last mil-
lennium. A specific test was therefore undertaken to see
whether the simulation could replicate the basic char-
acteristics of these observations.

Figure 2a illustrates July surface temperature anom-
alies normalised (by the 9,001–10,000 year standard
deviation) for a model gridbox in Idaho, while Fig. 2b
illustrates annual mean simulated surface temperature
anomalies for Europe. Both time series have a 10-point
running mean curve superimposed to emphasise longer-
term variability. The different formats of the time series

in Fig. 2 correspond to the formats used by Biondi et al.
(1999) for Idaho and Luterbacher et al. (2004) for
Europe.

The normalised temperature anomalies for Idaho
range over ± 3 SD, somewhat larger than those re-
ported by Biondi et al. (1999). Hence the simulated
natural climatic variability for this location can attain,
and exceed, the reconstructed values. The timesmoothed
values in Fig. 2a show a higher frequency variability
than the reconstructions, but this appears to be attrib-
utable to the heavier timesmoothing used by Biondi
et al. For example, timesmoothed results from corals
presented by Felis and Patzold (2004) reveal higher
frequency variability in better agreement with Fig. 2.
The simulation has more extremes exceeding ± 2 SD,
but where such extremes occur in the reconstructions
they persist for a number of years. The reconstructions
reveal three extreme cold episodes centred on about
1300, 1450 and 1610 AD, with the latter attributed by
Biondi et al. (1999) to a volcanic eruption. These ex-
tremes sustained values of � 2 SD over decadal periods.
The simulation appears to be unable to sustain such
extremes. This is probably the most important distinc-
tion between the simulation and reconstructions.

In the case of Europe, Fig. 2b, the simulation has
fewer extreme negative anomalies than reconstructions,
but noticeably more positive anomalies. Sustained cold
events are a feature of the reconstructions, while, again,
the simulation has rather more decadal variability. The
timesmoothed curve of the reconstructions is below
average from 1500 to 1900, while the simulation,
Fig. 2b, clearly shows alternating warm and cold, multi-
decadal periods. Certainly, the positive anomalies be-
tween 9,500 and 9,600 years, and overall cold anomalies
between 9,100 and 9,500 years in Fig. 2b could be con-
sidered supportive of the MWP and LIA respectively,
but do not have sufficiently long durations with clearly
defined positive and negative anomalies.

265

270

275

280

285

290

295

300

9020 9040 9060 9080 9100

A
nn

ua
l m

ea
n 

su
rf

ac
e 

te
m

pe
ra

tu
re

,K

Years

’Russia’
’USA’

’Poland’
’China’

’Honolulu’
’N.Atlantic’

Fig. 1 Time series of annual mean surface temperature for years
9,001–9,100 of the 10,000-year simulation. All results are for
individual model gridboxes. Russia (60�N, 60�E); USA (30�N,
100�W); Poland (50�N, 20�E); China (30�N, 100�E); Honolulu
(20�N, 160�W) and North Atlantic (45�N, 30�W)

B.G. Hunt: The Medieval Warm Period, the Little Ice Age and simulated climatic variability 681



Luterbacher et al. (2004) also present a composite of
the surface temperature anomalies over Europe for the
ten coldest winters in the last 500 years. This showed
negative temperature anomalies over all of continental
Europe, with the largest anomalies (�7 K) over north-
west Russia. Positive anomalies were found over Iceland
and most of Turkey. A similar composite of the ten
coldest winters (defined here as January, February and
March) derived from the time series in Fig. 2b was made
for the simulation. The resulting global distribution is
shown in Fig. 3b. The outcome over continental Europe
was remarkably similar to that of Luterbacher et al.
(2004). Noticeable positive temperature anomalies also
occur over North America and the Bering Strait, but
with reduced amplitudes. No temperature anomalies
outside the range ± 1 K were found over the oceans.
Interestingly, while Fig. 3b is for northern hemisphere
winter conditions, and thus southern hemisphere sum-
mer, the latter hemisphere is basically devoid of any
noticeable temperature anomalies.

When the analysis for Fig. 3b was repeated for an-
other millennium a very similar outcome was obtained.
This suggests that this European temperature anomaly
pattern is a consistent climatological feature (although
only 10 years of the millennium were used to produce
the figure), see below for further discussion of this
European feature.

A similar analysis was undertaken for the ten
warmest Julys for the Idaho time series of Fig. 2a. The
resulting global composite surface temperature anoma-
lies are shown in Fig. 3a. A large regional response with
temperature anomalies above 1 K can be seen within the
USA, but these positive anomalies are considerably
smaller than the negative anomalies over Europe in
Fig. 3b. Again the response over the oceans and south-
ern hemisphere land areas was minimal, apart from the
Antarctic region.

The asymmetric hemispheric response in Fig. 3 is
discussed below.

The important outcome from these results is that
simulated naturally occurring climatic variability can
produce substantial regional temperature anomalies
similar to historical observations. In particular, the re-
sults in Fig. 3b agree with observations over Europe for
the past 500 years when the LIA supposedly occurred,
but they do not suggest a hemispheric mean response
such as reported by Jones and Mann (2004) and simu-
lated by Goosse et al. (2005).

While the time series in Fig. 1 mainly exhibit, at
most, decadal variability, longer-term variability did
occur in the simulation. Such variability appears to be
characteristic of observations associated with the MWP
and LIA and some examples from the 10,000-year sim-
ulation are shown in Fig. 4. These examples are for
individual gridboxes located within Russia and the
USA, as these countries appear to have the most
noticeable responses, see Fig. 3.

In Fig 4a, b simulated annual mean surface temper-
ature anomalies are illustrated, while in Fig. 4c, d sim-
ulated monthly mean anomalies are displayed for
somewhat shorter periods for clarity. The results for the
USA, Fig. 4a, show an approximately 20-year period of
above average temperatures, with individual years
attaining anomalies above 1.5 K. A similar period of
below average temperatures for Russia is shown in
Fig. 4b, with anomalies reaching �2 K. The corre-
sponding monthly surface temperature anomalies in
Fig. 4c, d reveal much larger anomalies, ranging up
to ± 8 K, and that the respective warm and cold con-
ditions prevailed for much of the year. The duration of
these episodes is similar to some reconstructed time
series (D’Arrigo et al. 2001; Biondi et al. 1999; Briffa
et al. 2004), but there are also many examples where
much longer duration episodes prevailed (Briffa et al.
2004; Biondi et al. 1999; Jones and Mann 2004).

Although the time series in Fig. 4 are far too short to
represent either the MWP or the LIA, they serve to
indicate that sustained periods of above or below aver-
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Fig. 2 Time series of surface temperature anomalies for a gridbox
in Idaho, USA (43�N, 114�W) and the European region (35–70�N,
25–40�E) are shown in panels a and b, respectively for years 9,001–

10,000 of the simulation. The Idaho time series are normalised July
values. The European time series are annual mean values. In each
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(a) IDAHO (b) EUROPE

Fig. 3 Global distributions of surface temperature anomalies for the ten most extreme years in the period 9,001–10,000 years of the
simulation, as depicted in Fig. 2. Panel a is for the ten warmest Julys for the Idaho gridbox, panel b for the ten coldest winters in the
European region. The colour bars are in K
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(b) RUSSIA - annual
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(d) RUSSIA - monthly
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(a) USA - annual
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(c) USA - monthly

Fig. 4 Time series of annual mean and monthly mean surface
temperature anomalies are given in the upper and lower panels,
respectively. The left hand panels illustrate an extended period of

positive anomalies for a gridbox in the USA (30�N, 100�W), and
the right hand panels negative anomalies for the gridbox in Russia
(60�N, 60�E).
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age temperatures of considerable magnitude can be
generated by naturally occurring climatic variability
alone. Presumably, it is the occurrence of a number of
such periods, not necessarily all with such large anom-
alies as shown in Fig. 4, coupled with years having
normal interannual variability, that might have given
credence to the concepts of the MWP and the LIA. It is
the occurrence of sequences of years with extreme cli-
matic anomalies that tends to categorise the character-
istics for longer periods embracing such extremes. That
the simulation can sustain longer periods with more
modest temperature anomalies of a given sign is illus-
trated below.

Time averages of global distributions of simulated
annual mean surface temperatures, appropriate to the
time series shown in Fig. 4, are illustrated in Fig. 5. A
modest warming over the period is shown for the USA
in Fig. 5a, concentrated on the southeast of the con-
tinent, and similar in magnitude to the observations of
Briffa et al. (2004). A concurrent warming of similar
magnitude occurred over Scandinavia, while some be-
low average temperatures can be seen over Asia and
Canada. Thus a hemispheric-wide cooling was clearly
not established for this period. Much larger negative
anomalies can be seen in conjunction with the loca-
tions of sea–ice in both hemispheres. Again, as noted
in relation to Fig. 3, only minor temperature anoma-
lies are to be found over southern hemispheric land
and most of the oceans. A substantial region, with
negative temperature anomalies, extending from wes-
tern Russia and covering most of northern Asia,
Alaska and Canada, can be seen in Fig. 5b, similar to
results for the 1600s in Briffa et al. (2004). Mean
temperature anomalies of about �1 K were attained.
The regionality of the warming region in Fig. 5a is
especially marked, and supports the comments made
by Jones and Mann (2004) concerning the apparent
lack of global or hemispheric synchronicity in past

climatic variations. Rather less spatial variability was
obtained in a similar time-averaged anomaly plot for
the MWP in the forced simulation of Goosse et al.
(2005). This presumably explains their hemispheric
mean anomalies.

Interestingly, Zorita et al. (2004) reproduced a similar
outcome over western Europe to that in Fig. 5b with a
forced simulation. Importantly, they also give an
observational estimate of temperature anomalies over
western Europe, averaged for the 35-year period 1675–
1710 AD, which was again remarkably similar to Fig. 5b,
having positive anomalies over Scandinavia and nega-
tive anomalies over much of western Europe. The
principal discrepancy with Fig. 5b was that the maxi-
mum negative anomalies were simulated too far east-
wards. This particular outcome indicates that external
forcing is not always necessary to reproduce sustained,
observed regional temperature anomalies.

While Fig. 5 provides two specific examples of long
duration events, it is also useful to obtain a global per-
spective of the frequency of occurrence of such events.
This typically cannot be derived from observations. A
search of all ten millennia of the simulation was made
for events of a specified duration, which also had a
specified mean surface temperature anomaly over that
duration for individual gridboxes. Figure 6 provides an
example of the outcomes. This figure shows the fre-
quency of occurrence, at individual model gridboxes, of
100-year duration events for which the mean tempera-
ture anomalies were ± 0.2 K, and 30-year duration
events where the mean anomalies were ± 0.5 K. The
search routine was designed to prevent multiple counts
within a given sequence of years. For example, if a
40-year sequence of years existed all with 0.5 K anom-
alies eleven 30-year sequences would result. To prevent
this, once a given sequence was identified the search
routine skipped the next 30 or 100 years from the end of
the identified sequence.

(a) Mean of years 9321 to 9345 for USA (b) Mean of years 9901 to 9925 for Russia

Fig. 5 Global distributions of annual mean surface temperature
anomalies averaged over separate 25-year periods associated with
the time series shown in Fig. 4. Panel a is for the positive anomalies

in Fig. 4 a, and highlights a warm interval over the USA. Panel b is
for the negative anomalies in Fig. 4 b, and highlights a cold interval
over western Russia and much of Asia. The colour bars are in K
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While the results in Fig. 6 are all for the millennium
9,001–10,000 years of the simulation, the patterns ob-
tained were very similar for other millennia, essentially
only details varied. It needs to be appreciated that where
single occurrences are associated with the individual
gridboxes, this does not imply simultaneity of occur-
rence of the specified event. Only adjacent gridboxes
tended to record simultaneous events, while the events
for other gridboxes could be widely separated in time.

The remarkable outcome in Fig. 6 is the restriction of
events to primarily northern hemispheric land, and sea–
ice in both hemispheres. For all four cases in Fig. 6, over
the majority of the globe, especially the oceans, no se-
quences could be found that met the specified criteria.
Tightening the search criteria significantly changed the
outcomes. For example, very few gridboxes were iden-
tified for 30-year duration trends with a mean anomaly
of ± 1 K, compared with the 30-year, ± 0.5 K crite-
rion used in Fig. 6. The criteria used in Fig. 6 were
considered to constitute reasonable ranges given the
variability of observed time series. Excluding Antarctica,

sequences in the southern hemisphere were essentially
only found over Australia. This again emphasises the
hemispheric asymmetry of naturally occurring climatic
variability, and, presumably the different climatic
mechanisms operating in the two hemispheres.

This may reflect model deficiencies, as observations
indicate temperature anomalies in the southern hemi-
sphere, which, if they had occurred in the model, would
have been captured in the analysis used to generate
Fig. 6. Thus, Cook et al. (2000) present a 3,600-year
dendroclimatological time series of temperature for
Tasmania that indicates a MWP-type warming, but no
LIA-type cooling. While Fig. 6 reveals multi-decadal
duration warming and cooling episodes over Australia,
the failure to obtain a corresponding signal over Tas-
mania is probably because the coarse horizontal reso-
lution of the model cannot reproduce the required
regional climatology. Cook et al. (2000) also show a
1,400-year time series of warm season sea-surface tem-
perature anomalies (primarily in the range ± 0.2 K) for
the southern Indian Ocean from a simulation with the

Fig. 6 The frequency of occurrence per millennium for annual mean
temperature anomalies with defined characteristics. The 30-year
duration periods had mean anomalies greater than 0:5Kj j while
the 100-year duration periods had mean anomalies greater than

0:2Kj j. Results are given for individual gridboxes for the period
9,001–10,000 years of the simulation. The colour bars give the
counts per millennium
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UK HADCM2 coupled model. They state that the
model’s decadal and century timescales were remarkably
similar to their Tasmanian observations, while also
noting that this was an unforced model simulation.

Also, presumably because of the highly smoothed
orography in the present R21 model, Fig. 6 fails to
reproduce the observed cooling coincident with the LIA
reported by Villalba et al. (2002) for South America.

No signal is shown is Fig. 6 for the tropical Pacific
Ocean even though temperature time series derived by
Cobb et al. (2003) and Lough and Barnes (1997) from
corals indicate some support for the LIA. However,
Cobb et al. whose results cover part of the MWP do not
show any warming for this period. Interestingly, they
also state that over the last 1,000 years the majority of
ENSO variability may be attributable to internal ENSO
dynamics.

Only one sequence was found for either the 30- or
100-year duration events for most locations in a given
millennium. This rarity reflects the difficulty that the
unforced climatic system has in sustaining long-term
anomalies. The biggest exception to this outcome was
over the Arctic cap, where sequences of negative
anomalies were quite prevalent. Apart from Europe and
Alaska there were only a few isolated gridboxes where
more than one event was identified. This outcome is
consistent with the results in Fig. 3 and 5 for Russia.
The net result from Fig. 6 is that only one event of the
specified outcome is likely to occur per millennium at
most locations, with large regions of the globe failing to
record even a single event.

Time series of surface temperature anomalies for all
10,000 years of the simulation were made for gridboxes
in Africa, Australia, South America and the oceans to
determine why these regions, with the exception of
Australia, recorded zero signals in Fig. 6. Over Africa,
South America and the oceans the principal reason was
that most temperature anomalies were too small, below
0.5 K, hence the search criteria could not be met. Over
Australia, where small response regions can be seen in
Fig. 6, anomalies above 1.0 K were quite frequent, but
the variability was dominated by fluctuating interannual
events, presumably attributable to ENSO events. Thus
few sustained runs of anomalies of a given sign prevailed.

In Fig. 7 examples are given of simulated time series
of surface temperature anomalies for a gridbox in the
USA, and a gridbox in Russia which met the criteria of
having a 100 years sequence of mean temperatures
above 0.2 K and below �0.2 K, respectively. Global
temperature anomalies averaged over two (different)
100-year periods are illustrated in the lower part of
Fig. 7. As expected (Hunt 2004), both of the time series
have both positive and negative anomalies for the
identified 100-year periods. The cold period over Russia
is somewhat more clearly defined than the warm period
over the USA in Fig. 7.

In accordance with the search criterion of 100-year
mean temperature anomalies of ± 0.2 K, the tempera-
ture anomalies shown in the lower panels of Fig. 7 are

modest. For the warm USA case, Fig. 7c, an extended
swathe of positive temperature anomalies occurs from
the west coast of the USA eastwards across the Atlantic,
Europe, Asia and into the northwest Pacific, implying
substantial synchronicity in this period. However, syn-
chronicity did not always exist between the responses in
Russia and the USA in other 100-year periods. A par-
ticularly marked warming anomaly occurred over
Scandinavia and northwest Russia in this example. No
outstanding anomalies were located in the southern
hemisphere except over the sea–ice.

In the cold Russian case, Fig. 7d, a somewhat larger
negative temperature anomaly, compared to the warm
USA case, can be seen over a large part of that country.
While a synchronous negative temperature anomaly was
located over Canada, positive anomalies occurred over
part of Siberia and the Alaskan region, hence there was
less synchronicity overall than in Fig. 7c. Again, little
response can be seen in the southern hemisphere.

An examination of time-averaged spatial plots for
30-year periods with mean temperature anomalies
greater than ± 0.5 K (not shown), revealed similar re-
gional outcomes to those in Fig. 7, but, of course, with
larger temperature anomalies.

In summary, sustained periods of above or below
average temperatures with large spatial scales can be
produced in unforced climatic simulations. Such periods
have both positive and negative temperature anomalies,
but with one anomaly type dominating, and provide
climatic conditions that could give rise to such concepts
as the MWP or the LIA.

4 Regional climatic issues

An attempt was made to identify cold episodes over
Europe that could be related to recorded advances of
glaciers in the LIA (Grove 1998). Given that the
occurrence of these glaciers is associated with moun-
tainous valleys, the coarse horizontal resolution of the
model precluded any useful outcome. Nevertheless, it
would be valuable to use the output from a global model
to drive an appropriate fine-scale regional model to
investigate this aspect in more detail.

An examination was also made of precipitation/sur-
face temperature relationships at individual model
gridboxes. Grove (1998) reported that in some decades
during the LIA in Europe cool, wet summers and cold,
dry winters prevailed. For a model gridbox in Russia
(60�N, 60�E) this situation was investigated in some
detail. Over all 10,000 years of the simulation the cor-
relation coefficient between precipitation and surface
temperature for annual conditions was 0.14, while for
July it was only 0.015. Comparison of these time vari-
ables for short time sections, typically revealed multi-
decadal intervals where cool/dry, warm/dry and cool/
wet sequences could be identified. No compelling evi-
dence of specific MWP or LIA relationships was
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apparent, in agreement with the low-valued correlation
coefficients.

Again, Cook et al. (2004), based on tree-ring records,
have identified severe drought conditions over western
North America with the MWP, defined by them as 900–
1300 AD. They did not, however, present corresponding
temperature values. An analysis for this region using the
model output was marginally supportive of a relation-
ship between reduced rainfall and above average tem-
peratures. For example, using annual mean values the
correlation coefficient between surface temperature and
precipitation for this region was only �0.199 based on
all 10,000 years of the simulation. Only one or two
century long periods were found with reasonably per-
sistent drought and warm conditions, in agreement with
the null result for western North America in Fig. 6.

The analysis of Cook et al. (2004) was based on
60-year band pass filtering. When the model output was
similarly filtered the correlation coefficient between
surface temperature and precipitation increased to
�0.210, as compared with a reduced value of �0.108 for

60-year running means. This processing produced some
century or longer ‘drought episodes’ on a few occasions
but this aridity was not consistently related to warmer
surface temperatures. Cook et al. (2004) also present a
number of millennial length smoothed time series rep-
resentative of aridity in western North America, but
these revealed some temporal inconsistencies, again
indicating lack of spatial homogeneity in the occurrence
of aridity for the period 900–1300 AD.

A further aspect of regional climatic variability
examined was that of sea–ice variability. Following
Koslowski and Glaser (1999), who produced a rather
coarse index of winter ice extent for the Baltic Sea, a
time series of sea–ice thickness is presented in Fig. 8 for
the Baltic Sea from the simulation. This shows very large
interannual fluctuations upon which are superimposed
decadal and longer-term variations. Of particular note in
Fig. 8 are individual decades of high sea–ice thickness
(implying extended areal extent), together with multi-
decadal periods of very reduced thickness, all generated
by natural variability. Rather similar fluctuations are
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Fig. 7 The upper panels show time series of annual mean surface
temperature anomalies. Panel a has results for a USA gridbox
(50�N, 90�W) where a 100-year period occurred with a mean
anomaly greater than 0.2�K. Panel b has corresponding results for
a Russian gridbox (50�N, 30�E) with a mean anomaly below
�0.2�K. The lower panels illustrate global distributions of annual

mean surface temperature anomalies averaged over 100-year
periods, where the mean anomalies were above 0.2�K or below
�0.2�K, respectively for the gridboxes identified in the upper
panels. The years over which the averages were taken are identified
on the lower panels. Note the different periods for the two
locations. The colour bars are in K
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apparent in the smoothed time series of Koslowski and
Glaser (1999), suggesting that the model has captured
this feature surprisingly well.

In order to test for more persistent sea–ice anomalies
results were averaged for the periods 9,876–9,975 and
9,122–9,221, the same timeframes as used in Fig. 7.
These timeframes were associated with generally warm
and cold conditions respectively over North America
and northwest Russia.

Figure 9 compares the global sea–ice anomalies
averaged over these centennial periods and for January,
February and March. For the warm episode, years
9,876–9,975, sustained negative anomalies in sea–ice
occurred in the Baltic, along most of the Arctic coastline
of Russia and northwest Greenland, while positive
anomalies elsewhere in the Arctic were very low. In
contrast, for the cold episode, years 9,122–9,221 in
Fig. 9 there were positive anomalies across the whole of

the Arctic Ocean, except for a very small region north of
Norway. Elsewhere over the globe rather small-scale
sea–ice changes occurred around Antarctica, off the
coast of Siberia and in the Labrador–Greenland region.
Zorita et al. (2004) obtained very large increases in ice
extent over the North Atlantic, south of Greenland, in a
simulation of the Late Maunder Minimum.

The important outcome as far as the simulation is
concerned is that long duration sea–ice anomaly changes
can be identified that are attributable to natural vari-
ability.

Observational studies of the secular variability of
sea–ice in the European region suggest a range of out-
comes. For example, around Iceland sea–ice variations
appear to be dominated by annual to possibly decadal
timescales (Ogilvie 1984). The model was unable to
generate sea–ice in the vicinity of Iceland as its resolu-
tion is too coarse to reproduce the necessary oceanic
current systems.

5 Mechanistic analysis

While the extended periods of positive and negative
temperature anomalies identified in Fig. 4 and 7 are
attributable to simulated naturally occurring climatic
variability it is important to identify whether such var-
iability can be related to specific climatic phenomena.
Given the spatial patterns of temperature anomalies in
the northern hemisphere a relationship to the North
Altantic Oscillation (NAO) might be expected (Hurrell
1995).

In Fig. 10 the simulated NAO index for winter con-
ditions (mean of December, January, February and
March) has been correlated with the corresponding
global winter surface temperature for three different
periods. The NAO index used here was defined as the
surface pressure at a gridbox near the Azores (37.8�N,
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Fig. 8 Time series of annual mean sea–ice thickness for a model
gridbox in the Baltic Sea (60�N, 25�E) is illustrated for the period
9,001–10,000 years of the simulation by the red lines. The green line
shows a 10-point running mean

Fig. 9 The January, February and March mean sea–ice anomalies averaged over the years 9,876–9,975 and 9,122–9,221 are shown in the
left and right hand panels, respectively. These periods correspond to the warm and cold episodes shown in the lower part of Fig. 7. The
colour bars are in metres
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334.3�E) minus the surface pressure at a gridbox near
Iceland (65.1�N, 337.3�E). The upper panel in Fig. 10
illustrates the correlation for the 1,000-year period

9,001–10,000 years, of the simulation. The basic pattern
is quite similar to the observed correlation (Marshall
et al. 2001) for 1864–1994. The principal difference is

Fig. 10 Correlation of the
NAO index with the global
surface temperature for three
periods of the 10,000-year
simulation. The upper panel is
for the millennium 9,001–
10,000, the middle panel for a
cold period over Russia and the
lower panel for a warm period
over the USA and Russia (see
Fig. 7). Results are for winter
conditions (December, January,
February and March). The
colour bars give the value of the
correlation coefficient. Regions
left white have values below the
90% significance level
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that the simulated correlation values were smaller than
the observed values. However, the simulated pattern was
not particularly stable, and substantial differences were
apparent in the corresponding correlations for the mil-
lennium 8,001–9,000 years (not shown) for the North
Pacific, North America, western Eurasia and Australia.

The variability of the correlation pattern is high-
lighted in the second and third panels in Fig. 10, where
results are shown for two different century long periods
associated with warm and cold episodes in northwest
Europe, see Fig. 7. While the two upper panels in
Fig. 10 are fairly similar, the lower panel, for the warmer
century, was noticeably different over North America,
the tropical Atlantic and Pacific Oceans, Australia and
the Mediterranean. It would be interesting to know
whether such variability exists in longer-term observa-
tions than are currently available.

The role of the NAO was examined by comparing
time series of the NAO with time series of surface tem-
perature for a point in eastern Russia, for the sustained
warming and cooling episodes over Russia in Fig. 7c, d.
No compelling agreement was found. This may be
attributable to the instability of the NAO index, as
Stephenson et al. (2000), amongst others, have con-
cluded that the observed winter NAO index has the
characteristics of white noise. Fitting an auto-regressive
function to individual millennial length time series of the
simulated NAO index produced an AR series of order
zero, indicating white noise. Collins et al. (2001) also
found limited agreement between their simulated NAO
and observations, as did Zorita et al. (2004).

Given the white noise nature of the NAO, the ques-
tion arises whether the NAO has a forcing role in cli-
matic perturbations (Hurrell 1995; Thompson and
Wallace 1998), or whether it is just part of the overall
mutual reaction of the climatic system. Certainty, it
seems difficult to ascribe a major causative role to the
NAO as regards the climatic variations associated with
the MWP or LIA, but this could be indicative of model
deficiencies.

Given the occurrence of extended temperature
anomalies over North America, Fig. 4 and 7, a search
for a causative mechanism was also conducted for this
region. Two important phenomena in the Pacific Ocean,
the El Niño/Southern Oscillation (ENSO), and the
Pacific Decadal Oscillation (PDO), were examined.

Figure 11 illustrates the correlation, over years
9,001–10,000 of the simulation, between the NINO3.4
region (5�S–5�N, 170–120�W) sea surface temperature
and surface temperature over the whole globe. The
correlation pattern for the Pacific Ocean is typically that
associated with ENSO events. Interestingly, there is a
local (negative) maximum correlation over much of
North America, suggesting that temperature variability
over this region is forced by ENSO activity. A similar
feature is obtained in the observational regression pat-
tern produced by Collins et al. (2001), but not in their
simulation. The correlation pattern in Fig. 11 substan-
tially agrees with the above observational pattern. Any

ENSO influence is much weaker over Europe in Fig. 11,
indicating that it is not responsible for the simulated,
long-term temperature anomalies in this region shown in
Fig. 7. A more detailed analysis of the ENSO climatol-
ogy of the present model is given in Hunt and Elliott
(2003).

The possible forcing of the sustained warming epi-
sode over North America (years 9,876–9,975 shown in
Fig. 7) by the NINO3.4 sea surface temperature varia-
tions was investigated. Figure 12a compares the
NINO3.4 time series with a surface temperature time
series for a gridbox (45�N, 80�W) near the centre of the
negative correlation over North America shown in
Fig. 11. While over the 10,000 years of the simulation
the correlation between these time series was �0.289, the
implied relationship shown in Fig. 12a is not particu-
larly compelling given the amplitude of the NINO3.4
anomalies. The relationship between this gridbox sur-
face temperature and the PDO shown in Fig. 12b
(10,000-year correlation of �0.233) is even less con-
vincing. This outcome, however, could be attributable to
the modest amplitude of ENSO surface temperature
anomalies in the simulation, typically one-half to two-
thirds of observed values. Interestingly, both ENSO and
the PDO were found to be associated with a megad-
rought over the USA simulated in the present model
(Hunt 2005), in agreement with the observations of Cole
et al. (2002). In both cases stochastic processes were
deemed to be important for the megadrought.

Examination of other century long periods, where the
US temperature variability was dominated by multi-an-
nual fluctuations, revealed somewhat clearer anti-corre-
lations between the two time series. The NINO3.4
temperature anomalies were larger for these situations.
Thus the extended periods of positive and negative
temperature anomalies over North America arise when
the NINO3.4 ‘forcing’ is weaker. This implies that local
influences predominate at such times.

As expected, the surface temperature changes were
negatively correlated with the total cloud amount, typ-
ically at the � 0.3 to � 0.4 levels. Assuming that the
cloud changes are the precursors to the surface tem-
perature changes, examination of the global plots,
composites and time means, and time series of surface
pressure, atmospheric temperatures and circulation did
not identify any specific features that could explain why
warming or cooling episodes, such as shown in Fig. 7,
were generated.

Given that the wide range of climatic fluctuations in
the model simulation presented here and elsewhere
(Hunt and Elliott 2003, 2005) are a consequence of
naturally occurring climatic variability, then the simplest
and most plausible explanation for the MWP and LIA
related results documented here is that they are attrib-
utable to stochastic influences. While there are coupled
processes, such as ENSO, operative within the simula-
tion, the decade-to-decade, and century-to-century
variations of such processes are also attributable to
stochastic influences (see Blanke et al. 1997; Eckert and
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Latif 1997 and Delworth and Greatbatch 2000). The
extended duration warm and cold events displayed in
Fig. 7 are a consequence of the preponderance of
anomalies of one sign, rather than a monotonic sequence
of anomalies, thus the time series are still characteristic
of stochastic influences. The infrequency of these events,
as identified in Fig. 6, implies that they are, however,
near the extreme limit of stochastic forcing. This indi-
cates that external forcing appears to be necessary to
account for the sustained temperature anomalies asso-
ciated with the MWP and LIA.

6 Concluding remarks

It has been shown, in agreement with some earlier sim-
ulations, that the present coupled model can reproduce

many of the climatic perturbations associated with the
concepts of the MWP and the LIA. Whether these
phenomena actually occurred as distinct climatic events
is still a matter of debate (Jones and Mann 2004).
Nevertheless, observational studies clearly document
climatic anomalies over the last millennium that were of
considerable amplitude and spatial extent, even if they
were not contemporaneous. The present simulation has
been used to document such anomalies and to provide
both a global and lengthy temporal perspective.

Thus, for specific climatic events in both Europe and
the USA it was shown that the model was capable of
reproducing the observed characteristics, (Fig. 2). Fur-
thermore, examples were given (Fig. 4), of 25-year
duration positive and negative surface temperature
anomalies that could, if observed, have contributed to
the perceptions of the MWP and LIA. Extensive spatial
patterns were associated with the time average of these
anomalies (Fig. 5), but synchronicity was not obtained
on a global or even a hemispheric basis.

The simulation was not capable of producing some of
the observed centennial or longer time series of mono-
tonic surface temperature anomalies. However, the
simulation did generate 100-year time series of such
anomalies with rather modest time averaged values, and
distinctive spatial patterns (Fig. 7). Nevertheless, the
larger amplitude of the observed temperature anomalies
and their longer durations suggest that external forcing
is required to sustain them.

A global search of the simulation for either 30- or
100-year time averaged surface temperature anomalies
of specified magnitudes produced the surprising out-
come that such events were not generated over the
majority of the globe, expressly the oceans and most of
the southern hemispheric land areas, Fig. 6. These
events were restricted to the polar regions and the

Fig. 11 Correlation of the NINO3.4 sea surface temperature with
the global surface temperature distribution for years 9,001–10,000
of the simulation. Results are for annual mean conditions. The
colour bar gives the value of the correlation coefficient
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Fig. 12 Time series of surface temperature anomalies for a US
gridbox (45�N, 80�W), corresponding to the warm episode over the
USA for years 9,876–9,975 (see Fig. 7 a), is illustrated by the full,

vertical lines in the two panels. In panel a the dashed lines are the
sea surface temperature anomalies for the NINO3.4 region, while
in panel b the dashed lines correspond to the PDO index
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northern parts of Europe, Asia and North America. In
general, only one event per millennium was identified.
The spatial outcome resulted either from the surface
temperature anomalies being too small (over the oceans)
or dominated by multi-annual events (southern hemi-
spheric land).

Substantial, sustained sea–ice fluctuations, that
broadly agreed with observations, were also obtained in
the simulation.

In an examination of possible forcing mechanisms for
the simulation of long-term climatic fluctuations, no
compelling evidence was obtained to relate these fluc-
tuations to the North Atlantic Oscillation, ENSO or the
PDO. Hence, it is concluded that the various climatic
fluctuations documented in this paper are attributable to
stochastic forcings intrinsic to the nonlinear mechanisms
governing climatic evolution. Thus, they are all exam-
ples of naturally occurring climatic variability. Obser-
vationally, external forcing would be expected, however,
to project unto such large-scale modes.

In the actual climatic system, large volcanic eruptions
undoubtedly contributed to past climatic coolings. As
such, they would account for some of the observed
multi-annual extreme negative temperature anomalies, a
feature the model did not simulate. A colder overall
climate would have been simulated if greenhouse gas
concentrations prior to the industrial revolution had
been used (Rind et al. 2004), which might have improved
agreement with observations.

The question regarding the role (if any) for solar
perturbations inducing climatic fluctuations is a matter
of concern, especially following the observational anal-
ysis of Turney et al. (2005). If it eventuates, and this
remains to be confirmed, that solar perturbations have
little or no influence, then a substantial reassessment of
current explanations of climatic fluctuations over the
past millennium will be necessary. It may be possible to
account for the vagaries of the LIA by the combined
roles of greenhouse gas variations, large volcanic erup-
tions and internal climatic variability, but not the MWP.
Certainly, more numerous and improved reconstruc-
tions of MWP temperatures would help to establish
what temperature anomalies have to be explained. Fu-
ture improvements in climatic models may also provide
better simulations of past climate. This might arise, for
example, as a consequence of greater sensitivity to
external forcing generating larger climatic anomalies
than presently obtained.

A more intriguing possibility is that by developing
models that are not as tightly constrained to present
climatic conditions as current models, a wider range of
internal climatic variability could result.
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