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In this paper, we discuss methods for determining structures of protein-ligand complexes by NMR in
solution. Our discussion is based on small ligands (<2 kDa) as for example drugs, metabolites or oligo-
peptides, but most of the considerations also apply to more general cases. In NMR in solution, the kinetics
of association and dissociation of the complex – the exchange rate – determines the optimal sample
preparation and the NMR experimental approach. Additionally, depending on the part of the complex
that will be studied (only the bound ligand, the protein, the protein-ligand interface or the entire
protein-ligand complex structure), different types of NMR experiments are needed. Therefore, the choice
of a combination of the appropriate experiment and a suitable sample preparation in terms of ligand to
protein ratios are discussed in detail. Also, considerations for practically preparing samples of protein-
ligand complexes and carrying out experiments including trouble shooting are described. For structure
determination, the scope of this paper is limited to NOE-based methods and some of the most recent
approaches will be covered.

� 2018 Elsevier Inc. All rights reserved.
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1. Introduction: structure determination of protein-ligand
complexes then and now

NMR has been very successful in determining three-
dimensional structures of proteins in the last thirty years [1–
4]. An important part of this success is uniform isotope labelling
of the target protein with 13C and 15N [5,6], which enables
recording 3D NOESY spectra with little signal overlap. However,
for solving the structure of molecular complexes of proteins with
ligands, there is the complication that ligands in most cases can-
not be isotope labelled. Therefore, several methods had to be
devised, which allow recording separate sets of signals for the
unlabelled ligand and the isotope labelled protein. The methods
for solving 3D solution structures of such protein-ligand com-
plexes were developed in the early 1990s, and the general
approach is still followed nowadays. As an example to illustrate
the general approach, we will use here the work on the complex
of cyclosporine A (CsA) and cyclophillin A (Cyp), which was
described in detail in the publication of 1994 [7]. In the main
part of this text we will then turn to the details of contemporary
approaches.

1.1. Sample preparation

In order to study the Cyclophillin-Cyclosporin complex, Cyclo-
phillin was produced recombinantly in E. coli with uniform 13C,
15N isotope labelling and an equimolar complex with unlabelled
Cyclosporin A was prepared at 1.1 mM concentration.

The Cyclophillin-Cyclosporin complex represents one extreme
of possible complexes, it is a stable complex in slow exchange,
for which a equimolar (1:1) complex could be prepared, which
is an ideal situation. For weaker and more transient interactions
further considerations need to be taken into account, which will
be addressed in more detail in the section about sample
preparation.
cite this article in press as: J. Orts, A.D. Gossert, Methods (2018), https:
1.2. Collection of NMR data

After obtaining the complete resonance assignment, a set of dif-
ferent NOESY spectra was recorded in order to obtain three sets of
NOE-based distance restraints:

1. Intra-protein NOEs for determining the protein structure in the
complex

2. Intra-ligand NOEs for determining the ligand conformation in
the complex

3. Inter-molecular NOEs for determining the structure of the bind-
ing interface

For obtaining intra-protein NOEs (1), 3D 13C-resolved 1H,1H
NOESY and 3D 15N-resolved 1H,1H NOESY spectra were recorded
with mixing times of 80–100 ms. For intra-ligand NOEs (2), so-
called double half-filter experiments with isotope-filtering ele-
ments in both dimensions were recorded on samples containing
unlabelled CsA and labelled Cyp to just record NOEs within CsA.
In the special case of CsA, in previous work, 13C-labelled CsA was
prepared and the conformation of the bound state was determined
on a sample containing unlabelled Cyp and 13C-labelled CsA using
2D NOESY spectra with 13C-editing elements in both dimensions
[8,9]. Additionally, 3JHH couplings were used to restrain values of
dihedral angles. Inter-molecular NOEs (3) were recorded on sam-
ples of isotope labelled Cyp in complex with unlabelled CsA using
double half-filter experiments with isotope-filtering in one dimen-
sion and isotope-editing in the other dimension. Again, due to the
special circumstance that 13C-labelled CsA was available, the same
experiments were also recorded on a sample containing isotope
labelled CsA and unlabelled Cyp.

NOESY data are not collected much differently nowadays. There
are improvements such as purging elements and matched adia-
batic sweep pulses which are more efficient than half-filters. How-
ever, the approach of recording several spectra for individual types
//doi.org/10.1016/j.ymeth.2018.01.019
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Fig. 1. Solution model of cyclophilin A in complex with cyclosporine A. Ca trace
of the polypeptide backbone of the 22 selected conformers representing the NMR
solution structure of the Cyp-CsA complex (blue, Cyp; yellow, CsA; magenta: all-
heavy-atom molecular model of CsA in the conformer with the lowest residual
Lennard-Jones potential.) Reproduced from [7] with permission from Springer. (For
interpretation of the references to colour in this figure legend, the reader is referred
to the web version of this article.)
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of intra- and inter-molecular NOEs is still followed. New strategies
like 4D spectra and the All-inclusive NOESY may change the data
acquisition strategy but this still needs to be established.
1.3. Deriving distance restraints

For deriving distance restraints, the intensities of the recorded
NOE cross peaks were translated into distance restraints without
further correction factors, since this complex was stable and fully
populated in the sample.

Nowadays, inter-molecular NOEs are calibrated differently,
accounting for the generally longer distances between protons at
interfaces compared to intramolecular NOEs, where short distance
NOEs are also present, like for example those between geminal
protons. Additionally, for weaker complexes that are only partially
populated, correction factors accounting for the bound population
are used.
1.4. Structure calculation

Using these distance restraints, structure calculations were per-
formed in torsion angle space. This was crucial at that time,
because computers weren’t powerful enough to perform these cal-
culations in Cartesian space. In torsion angle space, however, only
one molecule can be represented. Thus, Cyp and CsA were linked to
yield a single molecular chain, by means of linker residues without
van der Waals potential (without attraction and repulsion), which
were thus able to penetrate other atoms. The linker length was set
to 2.6-fold the diameter of Cyp, in order to allow CsA to freely
access the entire surface of Cyp.

For preparing the structure calculation, a number of unnatural
amino acids that are present in CsA had to be added to the residue
library of the program DIANA [10].

The structure calculation was then run in a standard way. All
distance restraints were used from the beginning of the calcula-
tion. Alternative protocols, using first only intra-molecular
restraints and only later adding inter-molecular restraints lead to
the same results as including all restraints from the beginning.

Although computers are much more powerful today, calcula-
tions can be carried out in Cartesian space but probably still in
Please cite this article in press as: J. Orts, A.D. Gossert, Methods (2018), https:
most cases in torsion angle space [10–13]. While the original struc-
tures were calculated from a set of manually assigned and cali-
brated upper distance restraints, NOE cross peak assignment is
performed automatically by highly refined routines that are based
on multiple cycles of iterative structure determination [10,11,14].
Therefore, during a contemporary structure calculation many hun-
dreds of structures are calculated and the process thus still profits
highly form running it in torsion angle space. There are a few
minor inconveniences with this approach in torsion angle space:
Ligands need to be virtually connected to the protein chain and if
ligands are not made up of natural amino acids or nucleic acids,
the ligands need to be described in a library file. Fortunately, there
are automated routines that automatically determine such library
entries [15,16]. A second inconvenience is the handling of cyclic
molecules. In torsion angle space, only linear and branched struc-
tures can be represented, but not circular ones. Therefore, one
needs to choose between representing ring-structures as fixed ring
systems, or open chains with artificial ring-closure constraints that
reduce the speed of the calculation.

The resulting structure is shown in Fig. 1.
The NMR field has come a long way since these early results on

structure determination of protein-ligand complexes. There has
been progress on all aspects of structure determination of
complexes: protein isotope labelling and preparation of samples,
acquisition of the necessary isotope filtered experiments, alternative
sources of structural restraints, computational methods and struc-
ture determination, which have been covered in several high-
quality reviews [17–21]. (Interestingly, little progress has been
made in preparing uniformly isotope labelled ligands.) In spite of
the impressive progress of the NMR field, the hallmarks of the deter-
mination of the Cyp-CsA complex are still valid nowadays, and thus
serve as suitable introductory example to the topic of NOE-based
structure determination of protein-ligand complexes.
2. Fundamentals of protein-ligand interactions

Before addressing specific details of structure determination of
protein-ligand complexes by NMR, we want to set the scene with a
minimal description of the thermodynamic and kinetic properties
of protein-ligand interactions, and their consequences for NMR
experiments.

2.1. Thermodynamics: dissociation constant, KD, and the observable
fraction bound, pB

Proteins (P) and ligands (L) can interact to form a complex (PL)
(Eq. (1)). Thermodynamically complex formation is governed by a
multitude of atomic interactions and entropic factors that deter-
mine the free energies of the free (P and L) and bound (PL) states.
If the free energy of the bound state more favorable, complex for-
mation will occur. Proteins and ligands constantly associate and
dissociate with rate constants kon and koff, respectively, and estab-
lish equilibrium populations of free and bound states.

P þ L ¢
kon

koff
PL ð1Þ

NMR measurements of protein-ligand complexes are taken at
equilibrium conditions. The binding equilibrium is described accu-
rately by the thermodynamic equilibrium constant, the dissocia-
tion constant KD for protein-ligand interactions (Eq. (2)).

KD ¼ ½P�free½L�free
½PL� ð2Þ

where [L]free, [P]free and [PL] are the concentrations of the free
protein, the free ligand and the complex, respectively. KD values
//doi.org/10.1016/j.ymeth.2018.01.019
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typically range from 1 mM for weak binders to nM or pM for tight
binders.

The KD is not directly observable in NMR experiments. However,
depending on the sample, all three species L, P and PL can be
observed, but they may be difficult to quantify. For quantification,
typically the ratio of concentrations of complex [PL] to total ligand
[L]tot or protein [P]tot is used, that is, the fraction of bound ligand
(pBL) or protein (pBP), respectively.

pL
bound ¼ ½PL�

½L�tot
¼ 1� pP

free ð3aÞ

pP
bound ¼ ½PL�

½P�tot
¼ 1� pL

free ð3bÞ

The equation for the concentration of complex [PL] can be
derived easily form Eq. (2) by setting [L]free = [L]tot�PL and [P]free
= [P]tot�[PL], and solving the resulting quadratic equation.

½PL� ¼
½L�tot þ ½P�tot þ KD �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð½L�tot þ ½P�tot þ KDÞ2 � 4½L�tot � ½P�tot

q
2

ð4Þ

We use here the value of 10 s M as the maximal on-rate of small molecules,

which was originally determined for diffusion controlled enzymatic reactions [22].
For drugs, measured values, or values inferred from koff and KD measurements, range
up to 108 s�1 M�1, and may be higher for fragments [23]. Higher on-rates (1010 s�1

M�1) have been shown for enzyme-substrate pairs where electrostatic attraction
increases the probability of productive encounters. For protein-protein interactions
maximal on-rates are in the order of 106 s�1 M�1 [24].
2.2. Significance of KD for NMR experiments

For solving structures of a protein-ligand complex, the concen-
tration of complex [PL] should be maximized in the sample. As we
Please cite this article in press as: J. Orts, A.D. Gossert, Methods (2018), https:
will see in the section on sample preparation, the ratio of complex
over free protein is also very important. If there is too much free
protein in the sample, the NOEs recorded on the sample will be
contaminated with those from the free protein, and a structure
determination will be very difficult if not impossible. However,
by adjusting the concentration of protein and ligand in the sample,
the fraction of bound – or occupied – protein can be adjusted.
Typically, a value larger than 0.8 is aimed at. Fig. 2 gives an over-
view of multiple combinations of protein and ligand concentra-
tions typical for NMR experiments and the resulting population
of the bound state, depending on the affinity of the complex.
2.3. Kinetics: on- and off-rates, kon, koff, and the observable exchange
rate, kex

As mentioned previously, complex association and dissociation
occur at the rates termed kon and koff, respectively. On-rates can be
as high as 109 s�1 M�1, which describes the diffusion limit of
molecular collisions with the correct orientation for ligands hitting
the binding pocket1. On-rates can also be considerably slower, for
instance if slow conformational changes of the protein are a
//doi.org/10.1016/j.ymeth.2018.01.019
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kex = 1 s-1

kex = 10000 s-1

kex = 100 s-1
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kex = 1000 s-1

ω free ω bound

Fig. 3. Illustration of line broadening effect on ligand resonance induced by
protein binding with different exchange kinetics. Spectra are calculated with a
ligand concentration of 1500 lM, a protein concentration of 500 lM and a KD value
of 10 lM. The resonance frequencies of the free and the bound ligand protons
(single proton) are 0 Hz and 200 Hz with linewidths of 5 Hz and 20 Hz, respectively
(line-widths of free small molecules are typically below 1 Hz, but for this
illustration, this would have resulted in overly high ligand signals). The signal of
the free ligand is larger than the signal of the bound ligand, because of the excess of
ligand over protein and the smaller linewidth of free ligand. The resonances are
progressively broadened when the exchange rate kex increases, almost disappear for
intermediate exchange (kex underlined in grey) and are finally merged in a single
averaged sharp line in the fast exchange regime.

2 Note that we use Hz as the unit for the chemical shift and s�1 for rate constants, to
emphasize the distinction between a periodic modulation and stochastic events,
respectively.
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prerequisite for binding. The off-rates depend on the affinity of the
ligand in the following way:

KD ¼ koff
kon

; ð5Þ

which can be derived by using the equilibrium condition
koff[PL] = kon[P]free[L]free, and rearranging to koff/kon = [P]free[L]free/[PL]
and using the relation shown in Eq. (2).

The on- and off-rates are not directly observable in NMR exper-
iments. The observable quantity is the exchange rate kex, which
describes the sum of total exchange events for the ligand or the
protein, and can actually be different for the two.

kLex ¼ kon½P�free þ koff ð6aÞ

kPex ¼ kon½L�free þ koff ð6bÞ
Eq. (6) can alternatively be expressed in the form

kLex ¼ konð½P�free þ KDÞ using the relation shown in Eq. (5).

2.4. Significance of exchange kinetics for NMR spectroscopy

The binding kinetics play also a major role in the protein-ligand
NMR experiments. We define three types of kinetics regime or
Please cite this article in press as: J. Orts, A.D. Gossert, Methods (2018), https:
exchange regime: slow exchange, intermediate exchange and the
fast exchange (Fig. 3). These three exchange regimes are defined
with respect to the difference of an NMR parameter (A) between
the bound and free state (Fig. 4).

slow exchange regime : if jAbound � Afreej � kex ð7aÞ

intermediate exchange regime : if jAbound � Afreej � kex ð7bÞ

fast exchange regime : if jAbound � Afreej � kex ð7cÞ
where the parameter A can be for example a relaxation rate or the
chemical shift. On the chemical shift time scale, this therefore con-
cerns the change in chemical shift in Hz between the free and
bound states.2 If kex matches the chemical shift difference between
free and bound state, which often happens in the range of 100 s�1

(corresponding to DCS = 0.2 ppm on a 500 MHz spectrometer) this
defines the mid-point of this time scale, the intermediate exchange
regime. Two orders of magnitude above (10,000 s�1) and below
(1 s�1) is then well within the fast and slow exchange regime.

In the slow exchange regime, NMR spectra exhibit two sets of
signals with the individual properties of each state. The spectro-
scopic properties, chemical shifts and relaxation times, of these
species are practically independent from each other. Regarding
the linewidths, the protein peaks are broad (>10 Hz), the same is
true of signals of the complex, while the free ligand peaks are nar-
row (<2 Hz).

If the exchange kinetics are faster, as for a naturally weak binder
or by changes in the temperature or viscosity, the spectroscopic
properties of the different species start to average. Before reaching
complete averaging, the so-called intermediate exchange regime is
crossed. In the intermediate exchange regime, the spectroscopic
properties cannot be easily predicted and the resulting NMR sig-
nals are difficult to interpret (Fig. 3). We will therefore always
try to avoid this blinding exchange regime by modifying the exper-
imental conditions such as the temperature, the viscosity, the
protein-ligand ratio, the spectrometer field, etc. Increasing for
example the temperature will therefore shift the kinetics towards
the fast exchange regime, while increasing the viscosity of the
sample will shift the kinetics towards the slow exchange regime.

In the fast exchange regime, which is typical for weak binders,
the spectroscopic properties of the ligand and the protein are aver-
aged and depend on the population-weighted average of the bound
and the free properties of the ligand and the protein.

Aavg ¼ Afree � pfree þ Abound � pbound ð8Þ
where A can be the chemical shift, but also any type of relaxation
rate. For example, under fast exchange conditions, the chemical
shift (CS) of the ligand is population-averaged to CSavg. The auto-
relaxation and cross-relaxation rates of the protein-ligand, which
are typically in the range of 0.5–10 s�1 also follow a population
averaging. These rates are important for the structure determina-
tion of the complex since they define the NOEs, and R1.

It is therefore important to characterize a protein ligand inter-
action by determining its affinity, KD, and assessing the kinetic
exchange regime, which will be discussed in the following section.
3. Requirements for attempting a structure determination of
protein-ligand complexes

Before attempting a work-intense and expensive protein-ligand
structure determination, a number of parameters should be
//doi.org/10.1016/j.ymeth.2018.01.019
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3 As a comment: It would be desirable to determine concentrations of protein and
ligand with the same method. For NMR, PULCON would be the method of choice, it
however depends on having access to enough measurement time during all the
preparatory experiments [25].
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Fig. 4. Qualitative determination of exchange regime. [15N,1H]-HSQC titration spectra of a protein with a ligand, in fast exchange (left), intermediate exchange (middle)
and in slow exchange (right). Experimental details are written on the panels. Note that for different signals in the protein, different exchange regimes may apply, depending
on the chemical shift difference in Hertz between the bound in free signals in the 1H and 15N dimension.
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determined, which will allow preparation of an optimal sample,
and assessing the feasibility of the structure determination.

3.1. Parameters for characterizing a protein-ligand complex

The most important parameters characterizing a protein-ligand
complex are its affinity (KD), the exchange kinetics of the complex
(kex) and the concentration of protein [P]tot and ligand [L]tot in the
sample. For understanding the limitations for preparation of a
sample of a complex and for enabling or the potentially best prepa-
ration of such a complex, maximal achievable concentrations of
protein and ligand should be known, i.e. their solubility, and their
long-term stability in solution. Therefore, methods for accurate
concentration determination will now be summarized, and then
KD determination and kex assessment will be discussed.

Protein concentration determination is most precisely achieved
in practice with HPLC-UV215 (high-pressure liquid chromatography
with UV detection at 215 nm), where a protein preparation is sep-
arated on a reversed-phase column under denaturing conditions
(80 �C, water-acetonitrile mixtures, spiked with TFA) and then
quantified based on the UV light absorption of the peptide bonds
at 215 nm. This method has the advantage that small contaminants
in the protein preparation are separated and the signal which is
used for quantification is essentially only stemming from the pro-
tein of interest. The peptide bond has a constant extinction coeffi-
cient across all proteins, and therefore a HPLC-UV215 system can be
calibrated with a standard protein solution (typically serum albu-
min at 1 mg/mL). A less expensive alternative is measuring UV
light absorption at 276 nm in bulk samples. This will always result
in an overestimation of the concentration due to non-100% purity
of the sample and additional absorption of contaminating proteins.
Absorption at 276 nm is dominated by aromatic side-chains of the
protein and can be calculated. The calculated extinction coefficients
are however only valid for denatured proteins, a fact that needs to be
kept in mind if measuring non-fully denatured proteins.

For assessing the maximal solubility and stability of a protein,
the protein is concentrated until first signs of precipitation occur.
The solution is centrifuged and the supernatant concentration is
measured. The supernatant is then incubated at 25 �C (or another
temperature if NMR experiments for structure determination are
indented to be carried out at another temperature) for a week,
and its concentration is measured every two days to determine
long-term stability. Since the NOESY experiments typically take
several days to record, it must be ensured at this point that the pro-
tein is long-term stable under the chosen buffer conditions.

Ligand concentration is most conveniently measured by NMR,
because typically, just weighing in an accurate amount of ligand
is often not precise, due to limited solubility of the ligand or due
to contaminants in the powder. To determine the concentration
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of a ligand in solution by NMR, a reference substance – usually
DSS – at precisely known concentration is mixed with the ligand
and the 1H NMR signals are compared, taking the multiplicity of
the hydrogen signals into account (e.g. a 0.11 mM solution of DSS
will yield a 1 mM proton signal, due to the 9-fold multiplicity of
the signal at 0 ppm). For accurate concentration measurements,
it is important to use long relaxation delays (>5 s). For determining
the solubility, two solutions with nominal concentrations above
the expected solubility are prepared (e.g. 1 mM and 2 mM, the
range depends on the expected solubility) and the concentration
is determined by the method above. There are three possible out-
comes of this experiment, which are illustrated with example
numbers. (i) If the respective concentrations determined for both
samples are 1 and 2 mM, the compound is pure and solubility is
�2 mM. (ii) If the concentrations are 0.7 and 1.4 mM, the com-
pound is 70% pure and solubility is �1.4 mM. (iii) If both concen-
tration measurements yield the same value (e.g. 0.7 mM) then
this corresponds to the solubility of the ligand in this buffer.3

The next step in characterizing a protein-ligand complex is
measuring its dissociation constant (KD). This is ideally directly
performed by NMR, because the HSQC spectra that are recorded
to this end also contain information about the exchange kinetics
of the complex. There are several methods for determining KD val-
ues by NMR [26], in the context of structure determination, how-
ever, HSQC-based methods are chosen, since labelled protein
must anyway be available. Ideally, twenty point titrations would
be carried out with a protein concentration similar to KD and a
ligand concentration spanning two orders of magnitude around
the KD (KD/10 < [L] < 10 	 KD).3 In practice, a good estimate can be
derived from a four- to six-point titration, carried out with con-
stant protein concentration and logarithmically increasing ligand
concentrations (e.g. 0, 50, 100, 200, 400, 800, 1600 lM, or 0, 30,
100, 300, 1000, 3000 lM). The magnitude of changes in the protein
spectrum are fitted to the equation describing the bound fraction
of protein in a binding equilibrium (Eqs. (3b) and (4)). Potential pit-
falls are that changes in the protein spectrum can arise as well
from pH, temperature, contaminants of the ligand (e.g. counter
ion, degradation products) as well as the solvent of the ligand stock
solution (e.g. DMSO). Appropriate controls should be in place in
order to account for these effects [27].

The main limitation of this protein-observed method for KD

determination is that relatively high concentrations of protein
(>20 lMon amodern cryoprobe [28]) are needed in order to be able
to record an 15N or 13C-HSQC spectrum. This sets the minimum for
//doi.org/10.1016/j.ymeth.2018.01.019
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the KD that can be determined to about 10 lM. This is not an impor-
tant limitation, asmost complexeswithKD < 10 lMcan be prepared
as nearly saturated complexes for structural studies, and exact
knowledge of the value of the KD is therefore not essential. There
are other biophysical methods for determination of dissociation
constants below 10 lM, like surface plasmon resonance or isother-
mal titration calorimetry [29]. Alternatively, KD values be calculated
from IC50 values of biochemical assays if exact concentrations and
affinities of the reagents in the assay are known [30]. Since the pre-
cise value of KDs below 10 lM are not so important for a structure
determination, it depends on thework involved in establishing such
an additional assay, whether it should be carried out.

The final parameter important for characterizing a protein-
ligand complex is the exchange rate (kex) between the bound and
free forms of protein and ligand. This rate does not need to be
quantified exactly, but it is important to know whether kex is slow,
intermediate or fast in regard of the chemical shift time scale, i.e.
kex is smaller, similar or larger, respectively, than the chemical shift
difference of the free and bound state resonances in Hz. Values for
slow, intermediate and fast are approximately kex < 10 s�1, 10 s�1

< kex < 1000 s�1 or kex > 1000 s�1, respectively. Qualitatively, fast
and slow exchange regimes are easily identified from HSQC spectra
of titrations [31]. If protein signals shift in response to increasing
ligand concentrations, this indicates fast exchange kinetics. If pro-
tein signals gradually disappear and new signals appear in
response to increasing ligand concentrations, this indicates slow
exchange kinetics. For complexes with intermediate exchange
kinetics, signals can be severely broadened due to exchange and
are often not detectable, therefore, in a titration, signals progres-
sively broaden in response to increasing ligand concentrations,
but no new signals appear.

Pragmatically, signals of the molecular interface need to be visi-
ble in order to determine a structure. Therefore, precise quantifica-
tion of exchange kinetics is not required. However, it is important
to knowwhether the complex exhibits fast of slow exchange kinet-
ics, because this has consequences for sample preparation.
Pl
Parameters for characterization of a protein-ligand
complex


 Protein concentration and stability in sample


 Ligand concentration and stability in sample


 Dissociation constant (KD) of complex


 Exchange kinetics of complex (kex: slow, intermediate,

fast)
4 As a side note: interestingly, the feasibility of a NMR structure determination of a
complex can be predicted rather well from the parameters discussed above. For X-ray
crystallography, it is not possible to predict, whether a certain compound will co-
crystallize or soak into a crystal.
3.2. Assessing feasibility of a complex structure determination

Feasibility of a structure determination of a protein-ligand com-
plex depends on several factors. The protein solubility must be
high enough to enable recording NOESY spectra with sufficient sig-
nal to noise ratio. On modern spectrometers, concentrations as low
as 200–300 lM may be sufficient for a small protein. Most NMR
methods rely on having obtained the resonance assignment of
the protein, which therefore stands as a stringent pre-requisite
defining feasibility.

Ligand solubility is another key factor determining feasibility.
The ligand must be soluble enough in order to highly saturate
the protein. Ligand solubility is linked to the maximal population
of bound protein that can be achieved for a protein-ligand pair
with a given KD. In the slow exchange case, if the bound fraction
of protein is much lower than 80%, the spectrum is contaminated
ease cite this article in press as: J. Orts, A.D. Gossert, Methods (2018), https:
with signals of the free protein, which leads to heavy signal overlap
and makes it very difficult if not impossible to pick the correct
signals. In the fast exchange case, the bound fraction can be rather
low, as only one set of signals is observed. In particular, for the
intra-molecular NOEs on the ligand and inter-molecular NOEs
detected on the ligand a low population of bound ligand is tolera-
ble and sometimes even advantageous. However, for protein
observed experiments, averaged NOEs of bound and free popula-
tions hamper analysis significantly, therefore, it is also advisable
to maximize the population of bound protein and 80% is a good
minimal target value.

As already mentioned in the preceding paragraph, slow and fast
exchange kinetics have different influences on spectra and can
impact feasibility in different ways. Intermediate exchange kinet-
ics, however, will almost always render a structure determination
impossible. Intermediate exchange kinetics lead to broadening of
signals often to below the detection limit and hinder collection
of NOE data for the binding interface. It is therefore important to
examine protein HSQC spectra and 1D filtered ligand spectra for
signs of severe line broadening due to intermediate exchange. If
a complex is in the intermediate exchange regime, the kinetics
may be influenced by changing temperature, changing the viscos-
ity of the solution, changing the protein/ligand ratio, or ultimately
by chemically modifying the ligand.

Finally, the quality of the ligand and its NMR spectrum are
important. If a ligand contains only very few hydrogen atoms
and if these are all located at one end of the ligand, it will not be
possible to determine the exact orientation of the ligand in the
binding pocket. Ideal ligands have several hydrogen atoms, which
are equally spread over the entire ligand, therefore allowing
obtaining distance restraints between all parts of the ligand and
the protein. An additional pre-requisite for large coverage of the
ligand is that the ligand signals need to be well-dispersed and that
the resonance assignment is possible. If ligand signals all cluster,
only ambiguous distance restraints can be obtained. Therefore, it
is advisable to examine the spectra of several potential ligands,
and if the resources are available, synthesizing suitable ligands
with more hydrogens or with groups that increase the chemical
shift dispersion of the hydrogens in the molecule.4
//d
Parameters determining feasibility of a structure determi-
nation of a protein-ligand complex


 Protein solubility (>300lM)


 Ligand solubility (>KD)


 Minimal population of bound protein (>0.8 achievable)⁄


 Exchange kinetics (slow or fast for signals to be visible,

e.g. kex<1s
�1 or kex>1000s

�1)⁄⁄


 Quality of protein spectrum (dispersion, resonance

assignments available)


 Quality of ligand and its spectrum (number and distribu-

tion of hydrogens on ligand, dispersion of NMR signals,

resonance assignment)
⁄ The minimal population does not apply for ligand-observed

trNOE experiments

⁄⁄ Fast and slow exchange limits depend on individual chemical
shift differences of free and bound states and the external magnetic
field. The numbers given here are rough boundaries.
oi.org/10.1016/j.ymeth.2018.01.019
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Table 1
Suggested relative concentrations of protein and ligand depending on exchange kinetics and on the parts of a protein-ligand complex that will be characterized. In all
cases a fraction of bound species larger than 0.8 should be aimed at, except where stated otherwise.

Part of complex to be studied

Bound ligand Inter-molecular Bound protein Full complex

Exchange rate
kex fast [P]tot << [L] tot 1:5–50

[PL]/[L] = 0.2–0.02
[P]tot < [L]tot (max [PL]) [P]tot < [L]tot (max [PL] and min [P]free) [P]tot < [L]tot (max [PL]

and min [P]free)

kex slow [P]tot � [L]tot (min [L]free) [P]tot � [L]tot (max [PL]) [P]tot � [L]tot (min [P]free) [P]tot � [L]tot (min [P]free)
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4. Sample preparation

Sample preparation depends on the exchange kinetics of the
complex and on the experimental aim, e.g. determining the struc-
ture of the entire complex or just of the bound conformation of the
ligand. Therefore, in the following discussion complexes exhibiting
slow exchange kinetics are treated separately from complexes in
fast exchange, and then different experimental aims are discussed.
Our suggestions for optimal sample conditions for these different
cases are summarized in Table 1.

A pre-requisite for optimal sample preparation is the precise
knowledge on concentration of the stock solutions and the KD,
and a qualitative assessment of the exchange kinetics (see previous
section).

For practical preparation of samples, ligands are usually added
as highly concentrated d6-DMSO stock solutions (50–100 mM),
and the protein is previously checked for tolerance towards the
solvent.

4.1. Preparation of complexes with fast exchange kinetics

As discussed in the introduction, in the case of fast kinetics,
averaged signals of the bound and free states will be recorded.
The suggested preparations are summarized in Table 1.


 Sample preparation for determination of structure of the ligand
in the bound state
For calculating the bioactive conformation of the small mole-
cule bound to the protein, under fast exchange, the measure-
ment of transferred-NOEs (tr-NOE) is the method of choice. In
this case, the priority is to have a protein: ligand concentration
ratio that is heavily biased towards the ligand, with 5–50-fold
excess of ligand over the protein, depending on the size of the
protein and the affinity of the ligand. This leads to very sensi-
tive tr-NOE spectra. The calculated curves published by Camp-
bell and Sykes [32] are a good theoretical basis for optimal
sample preparation. However, one should not aim at the frac-
tion of bound ligand yielding the maximal tr-NOE intensity.
IN order to be able to interpret tr-NOE intensities to intra-
molecular distances, a large excess of ligand is necessary to
avoid protein driven spin diffusion. tr-NOEs do not show a lin-
ear behavior with respect to the ligand bound fraction [32,33].
For a given mixing time, the tr-NOE will increase and then shar-
ply decrease as the fraction of the bound ligand increases. In
other words, depending on the fraction of the bound ligand
the tr-NOEs intensities will be translated to different distances.
Only at low ligand bound fraction the tr-NOEs magnetization
intensity build-up has a linear behavior and can be correctly
translated to distances. We advise to work at low ligand bound
fraction, with 10–20 times less protein than ligand, and use an
appropriately short mixing time (50–100 ms). One advantage to
work with large ligand concentration and reduced protein
Please cite this article in press as: J. Orts, A.D. Gossert, Methods (2018), https:
concentration is that the spectra will be simpler to analyze as
the protein signal vanishes. [32,33]


 Sample preparation for determination of the structure of the
interface
Here, the concentration of complex should be maximized. This
can be achieved by using an excess of protein or of ligand. A
large excess of ligand may lead to t1-noise artefacts, but
employing an excess of protein may be expensive.


 Sample preparation for determination of the structure or the
protein in the bound state
For the protein, and populationweightedmixtures of NOEs of the
free and bound state will be recorded that may be contradictory
and the two states cannot be separated as in the case of slow
exchange. It is therefore highly important tomaximize thebound
population of the protein to above 0.8. This often requires very
high concentrations of ligand (>1 mM, Fig. 2). The difficulties
often lie in the limited solubility of the ligand (treated below)
and high ligand concentrations lead to t1-noise ridges in spectra.


 Sample preparation for determination of the structure of the
entire complex
Here the same considerations as for determination of the pro-
tein structure apply. Excess of ligand is not an issue for obtain-
ing intra-ligand NOEs and also not for inter-molecular NOEs.
Therefore, determining a complex structure using a single sam-
ple doesn’t require major compromises.

4.2. Preparation of complexes with slow exchange kinetics


 Sample preparation for determination of structure of the ligand
in the bound state
In this case a slight excess of protein is advisable in order to
maximize the concentration of the bound ligand. It is however
not that critical to minimize the concentration of the free
ligand, because it will only yield very weak NOEs (if any at
all) of opposite sign than the signals of interest, and usually
don’t represent a problem for spectral analysis. However, care
should be taken not to have too high concentrations of free
ligand, which could produce t1-noise artefacts.


 Sample preparation for determination of the structure of the
interface
Here, the concentration of complex should be maximized, based
on knowledge of the KD value and using Eq. (3) and Fig. 2. For
strong binders (KD < 10 mM), unnecessary excess of ligand
should be avoided, due to potential problems with t1-noise. A
convenient way of preparing an equimolar sample, is by adding
a slight excess of the ligand to the protein and washing away
the unbound ligand for example during a desalting step. The
desalting step typically comes with a dilution of the sample
and is thus usually followed by a concentrating protocol. In this
step, great care should be taken to not introduce unlabeled con-
taminants coming from the concentrator devices; contaminants
can be avoided by extensively washing the tools before use.
//doi.org/10.1016/j.ymeth.2018.01.019
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Fig. 5. Maximizing the fraction of bound protein (pB = [PL]/[P]tot) in situations
of limited ligand solubility. The fraction of bound protein is plotted for a constant
protein concentration of 1 mM and variable solubility values of ligands. If the ligand
is added at its nominal solubility, only low fractions of the protein are populated
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combination of ligand solubility and KD yields a constant maximal pB of 83%, for the
lowest case 67%. It is evident that the absolute concentration of complex is linearly
increased by increasing the concentration of protein, if of course ligand is added at
the same time to fully exploit its solubility. (For interpretation of the references to
colour in this figure legend, the reader is referred to the web version of this article.)
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 Sample preparation for determination of the structure or the
protein in the bound state
Here it is important to minimize the concentration of free pro-
tein in the sample by all means. A second set of signals from the
free state of the protein will strongly impact subsequent analy-
sis. Therefore, the fraction of bound protein should be pushed
above 0.9.


 Sample preparation for determination of the structure of the
entire complex
Here the same considerations apply as for determination of the
protein structure alone. Excess of free ligand is tolerable, since
its free state doesn’t contribute strong NOE cross peaks. Again,
mind that unnecessary excess of ligand may introduce
t1-noise to the spectrum.

4.3. Considerations for cases where ligand solubility is limiting

Often ligand solubility is a limiting factor for preparation of
highly populated complexes. However, it should be considered that
ligands bound to the protein can be treated as if they had been
Please cite this article in press as: J. Orts, A.D. Gossert, Methods (2018), https:
removed from the solution in a first approximation. Therefore,
the total ligand concentration in a protein-ligand mixture can be
higher than the nominal solubility of the ligand in a given buffer
([L]tot = [L]free + [PL]). In terms of solubility only the concentration
of free ligand ([L]free) is limited.

For the limiting case, where [L]free is maximized to the solubility
value [L]sol, the KD equation (Eq. (2)) can be solved using [L]free =
[L]sol, which leads to the following expression of [PL]/[P]tot (i.e.
the fraction of bound protein):

pP
B ¼ ½PL�

½P�tot
¼ ½L�sol

½L�sol þ KD
ð9aÞ

½L�tot ¼ ½L�sol þ ½PL� ¼ ½L�solð1þ ½P�tot
½L�sol þ KD

Þ ð9bÞ

where [L]sol is the maximal solubility of the ligand. This is a much
simpler expression than Eq. (4), and represents the asymptotic limit
of Eq. (4) if [L]free approximates solubility. From the assumption that
[L]tot = [L]sol + [PL] and Eq. (9), optimal sample preparation in cases
of limited ligand solubility can be derived.
//doi.org/10.1016/j.ymeth.2018.01.019
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5 The ligand stock solution should be prepared in deuterated DMSO (typically as
50–100 mM solution). To prevent freezing of d6-DMSO at 4 �C storage temperature,
we add 10% D2O.
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4.3.1. Maximizing fraction of bound protein at limited solubility of the
ligand

For example, let us consider a ligand with maximum solubility
of 1 mM. If a sample is prepared with 1 mM of protein, for a 100
lM KD about 0.75 mM of complex ([PL]) will result, if the ligand
is added at its solubility limit (see Eqs. (3) and (4), and Fig. 2). How-
ever, in this situation only 0.25 mM of ligand is in the free state,
because 0.75 mM are bound in the complex. The sample can there-
fore be topped-up with additional 0.75 mM of ligand before it
starts precipitating. By increasing the total ligand concentration
to 1.75 mM, the population of bound protein is raised to 0.9. This
is a significant increase in the fraction of bound protein, which will
simplify all subsequent steps in structure determination in impor-
tant ways. (To finish the argument, the process of topping up the
ligand concentration would need to be repeated again and again:
In the second iteration, 0.9 mM of ligand is bound, and 0.85 is free.
This allows adding yet another 0.15 mM of ligand staying within
the solubility limit. This will again raise the concentration of bound
ligand allowing for an additional small amount before reaching the
solubility limit. This iterative approach yields the resulting value
that can directly be calculated from Eq. (8))

For practical sample preparation, the optimal total ligand con-
centration is calculated from the previously determined KD and
[L]sol values using Eq. (9b) and added to the sample (Fig. 5). Alter-
natively, if co-precipitation of protein and ligand is not feared, a
high excess of ligand can be added to the protein sample, and
the resulting precipitate can be removed by centrifugation. We
however prefer the more diligent way described above.

4.3.2. Maximizing the concentration of complex in situations of limited
ligand solubility

In cases of limited ligand solubility, we have often encountered
the following misconception about increasing the fraction of
bound protein: intuitively the protein concentration is lowered
on purpose (e.g. to 0.5 mM in the upper example) in order to have
a larger excess of ligand over protein concentration because a
higher fraction of bound protein is expected. However, Eq. (8)
which applies to these cases is independent of the protein concen-
tration. The fraction of protein occupied by ligand is therefore only
depending on the affinity of the interaction and the concentration
of free ligand in the solution, which under solubility-limiting con-
ditions is constant if samples are prepared in the manner discussed
above.

To understand the constant fraction of bound protein the fol-
lowing analogy may be helpful: In an analogy to partial pressures
in ideal gas laws, one can think of the free ligand concentration as a
partial pressure that a ligand can exert on the protein. If solubility
is limiting the concentration of free ligand to a constant value, then
the pressure exerted on the protein will always be the same,
regardless of the protein concentration, and therefore pB of the pro-
tein will be constant. Therefore, in order to increase the concentra-
tion of [PL], the species we are mostly interested in, the protein
concentration must be increased and the ligand concentration
accordingly (Fig. 6)

4.3.3. Potential additives for increasing ligand solubility
In some cases, additives may help to increase the solubility of

the ligand. But here a distinction needs to be made. Additives like
glycerol which are homogeneously distributed in the solution, may
lead to truly higher solubility of the ligand, which will help
achieving higher fractions of bound protein. In contrast, adding
detergents may strongly increase the amount of ligand that can
be added to a solution without precipitation. However, in most
cases the ligand will be partitioned into the detergent micelle
and not lead to higher occupation of the protein. The active species
of ligand, is the free ligand in solution. Therefore, detergents,
Please cite this article in press as: J. Orts, A.D. Gossert, Methods (2018), https:
especially if added above their critical micelle concentration, are
often not aiding in increasing the fraction of bound protein.

4.4. Minimizing content of protonated small molecules to avoid t1-
noise and baseline irregularities

For regular protein structure determination, one usually doesn’t
pay particular attention to buffer composition, as potential signals
of protonated buffer are well suppressed by the HSQC element in
the pulse sequence. When recording NOESY spectra of unlabelled
ligands, however, no editing step suppresses the intense signals
of unlabelled buffer components. Therefore, the buffer should be
optimized by removing protonated substances as far as possible.
This is relevant for spectral quality: Intense signals of small mole-
cules are very difficult to subtract with phase cycling and typically
serious t1-noise bands result. Additionally, large diagonal signals
may have extensive ridges with wiggles, which cover part of the
signals of interest.

Due to these reasons, protonated buffer substances (like Tris,
glycerol, DTT)5 should be avoided or if they are essential for protein
stability, they must be replaced by deuterated ones. Because this is
expensive, only the final sample is transferred to the deuterated
NMR buffer. We typically run the protein over two subsequent
desalting columns equilibrated with deuterated NMR buffer, which
yields 98–99% buffer exchange at little protein loss. In detail, 0.5
mL of NMR sample is run over a first NAP-5 column (GE Healthcare)
and the resulting 1 mL of eluate is split in two. These two samples
are run in parallel over another two NAP-5 columns equilibrated
with deuterated NMR buffer. The resulting 2 mL of eluate are
concentrated to the final desired volume (care must be taken to flush
the concentrator with ddH2O in order to remove unlabelled contam-
inants from its membranes), and topped up with ligand to the tar-
geted ligand concentration.

4.5. Changing temperature, viscosity and concentrations of protein and
ligand to avoid the intermediate exchange regime

Depending on the properties of the complex, one may be caught
up in the intermediate exchange regime, where signals are so
strongly broadened that it is nearly impossible to extract any infor-
mation (Fig. 3). The parameters that affect the exchange regime
with respect to the chemical shift difference are: (i) the external
magnetic field (changing the chemical shift difference in Hz, Eq.
(7)), (ii) the temperature and viscosity of the solvent (affecting
the on and off-rates Eq. (6b)) and (iii) the concentrations of protein
and ligand (affecting the concentration of free ligand – Eq. (6b)).

(ii) One can try to reach the slow or fast exchange condition, by
lowering or raising the temperature, respectively. As a rule of
thumb, by raising temperature by 10 K the rate constants are accel-
erated by about a factor of two, because the population of the tran-
sition state is increased according to Boltzmann’s law (exponential
term in Arrhenius equation). Additionally, increased temperature
leads to more inter-molecular collisions due to faster molecular
motions and lower viscosity of the solvent (first term in Arrhenius
equation), moving the system further to the fast exchange regime.
In order to move to the slow exchange condition, the temperature
can be lowered and the viscosity of the solution can be increased,
by e.g. adding glycerol up to 30% to the sample. This however, will
lead to broader lines and potentially to a reduction of observable
signals.

(iii) Besides the modifications of the physico-chemical
parameters of the solvent, which affect kon and koff, alternatively,
//doi.org/10.1016/j.ymeth.2018.01.019

https://doi.org/10.1016/j.ymeth.2018.01.019


J. Orts, A.D. Gossert /Methods xxx (2018) xxx–xxx 11
it is possible to modulate kex by manipulating the protein and
ligand concentrations. For example, by adding a large excess of
ligand the concentration of free ligand can be increased so that
the off-rate becomes less significant (Eq. (6b)). That is, if the ligand
dissociates from the protein, it is immediately (e.g. within ls)
replaced by a new ligand and the slow dissociation process is not
manifested in the signal anymore.

Generally, it is difficult to calculate the effect of these changes
on resonance lines of a given complex. Before running long NOESY
experiments, the influence of temperature, viscosity and change of
the external field should be empirically assessed by recording
HSQC spectra under these modified conditions.

Often, these measures are often not sufficient to change the
kinetics enough in order to obtain well-interpretable signals. Then
it is often advisable to try to obtain a slightly modified ligand,
which has weaker or stronger affinity and different exchange
kinetics.
Pl
Preparation of protein-ligand samples


 Use Table 1 for suggested protein to ligand ratios, try to

reach pB of >0.8 (Eqs. (3) and (4), Fig. 2) except where sta-

ted differently


 Avoid the intermediate exchange regime (change mag-

netic field, temperature, viscosity and concentrations of

protein and ligand. Eqs. (6) and (7), Fig. 3)


 If possible, avoid large excess of free ligand to minimize

spectral artefacts

In cases of limited solubility of the ligand


 Use Eq. (9b) to calculate maximal possible ligand

concentration


 Add ligand to protein solution, not vice versa, in order to

exploit the full concentration of bound ligand (Fig. 5)
5. NMR experiments for recording and identifying intra-
protein, intra-ligand and inter-molecular NOE cross peaks

Ligands can typically not be isotope labelled, therefore NMR
experiments with so-called isotope-filtered or -edited dimensions
are employed for collecting NOEs. That is, because in standard
3D NOESY experiments signals from the unlabeled ligand are
either suppressed or not distinguishable from protein signals, spe-
cial types of experiments are employed the allow identifying inter-
and intra-molecular NOE signals involving an unlabeled ligand.

In this paper, we follow a modified nomenclature based on A.
Breeze [34]: isotope-filtered means that hydrogen nuclei bound
to an isotope labelled heteroatom (X = 13C or 15N) are rejected.
While isotope-edited means that hydrogen nuclei bound to an iso-
tope labelled heteroatom are selected. The information content of
isotope-edited experiments can be increased by recording the
chemical shift of the heteronucleus: in this case, the dimension is
called isotope-resolved (resolving versus editing reduces sensitivity
of the experiment by factor

p
2, due to quadrature detection on the

X-nucleus).
In an isotope-filtered 1H dimension therefore, only 1H not

bound to 13C and 15N are visible, termed 1H!X (1H!X = not bound
to X), i.e. typically resonances of the ligand. In X-edited dimensions
only 1H resonances bound to 13C or 15N are visible (1HX), i.e.
typically from the protein.
ease cite this article in press as: J. Orts, A.D. Gossert, Methods (2018), https:
5.1. Information content of conventional 3D NOESY experiments

First, the information content of a conventional NOESY will be
discussed, which demonstrates the necessity for the filtered and
edited experiments described below. A conventional NOESY would
be called in our nomenclature an 3D F3-resolved NOESY (often
called ‘‘edited” NOESY, when the distinction between editing and
resolving is not made). Here, only signals of the isotope labelled
protein are recorded in the heteronuclear resolved dimension F3,
and signals of the unlabeled ligand are suppressed. In the F1
dimension, however, all signals including unlabeled ligand signals
are recorded. Therefore, intra-protein NOEs will be present as well
as ligand-to-protein NOEs. In contrast, no intra-ligand NOEs will be
recorded.

Theoretically, intra-protein and inter-molecular signal can be
distinguished, although they are in the same spectral regions. Sig-
nals with a diagonal symmetric partner signal could be assigned as
intra-protein NOEs. Conversely, ligand signals could be identified
because the diagonal-symmetric signal, from the reverse magneti-
zation transfer, is missing. However, in practice there are many
reasons for missing signals in NOESY spectra and therefore a miss-
ing diagonal-symmetric signal is not a valid condition for identify-
ing a ligand signal. This is why the filtered spectra are needed for
unambiguously identifying the desired signals in simplified
spectra.

5.2. NMR experimental elements for isotope editing and filtering

In the following, the basics of isotope filtering and editing tech-
niques will be described, following the historical evolution starting
with half-filter experiments, which are based on phase cycling –
with potential subtraction artefacts – and work best for just one
well-defined value of scalar coupling. To overcome these short-
comings, gradient-based purging schemes were developed that
allowed filtering in a single scan; and adiabatic inversion pulses
with matched sweep rates were employed that allowed dealing
with largely different scalar coupling values of C-H moieties.
Finally, our lab has developed complementary editing techniques,
which allow inclusion of 1H!X resonances in isotope resolved
dimensions, allowing to integrate intra-ligand NOEs and inter-
molecular NOEs in sensitive 3D NOESY spectra.

5.2.1. Half-filter experiments
We will now turn to the details of the individual techniques. At

the onset of NMR structural work on protein-ligand complexes,
selection and rejection was achieved with so-called half-filter ele-
ments [35]. They exploit that 1H nuclei that are covalently bound
to 13C or 15N nuclei evolve according to the scalar one-bond cou-
pling between them (e.g. 1JHC = 125–220 Hz and 1JHN = 93 Hz).
Half-filter elements are simple spin echo sequences of defined
length and appropriate pulsing, that refocus chemical shift but
evolve J-couplings. After a period of 1/1JHX, 1HX nuclei will have
evolved into opposite phase than 1H!X nuclei bound to 12C or 14N
(Fig. 7A). Therefore, the two species of 1H nuclei can be distin-
guished. Experimentally, in one scan the J-coupling to the
heteronucleus is allowed to evolve, in a second scan the J-
coupling is refocused, with the effect that now signals of 1H!X

and 1HX have the same phase. If scan one and two are subtracted,
the 1H!X signals will be cancelled and 1HX signals will add up, lead-
ing to a spectral dimension containing exclusively 1HX signals. Con-
versely, by making the sum of the two scans, 1HX signals are
cancelled and 1H!X signals add up (Fig. 7D).

5.2.2. Practical considerations when recording filtered experiments
The process for editing and filtering 1H signals is based on sub-

traction of signals. For clean subtraction of signals a very stable
//doi.org/10.1016/j.ymeth.2018.01.019
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the pulse scheme immediately below. Blue vectors represent HN nuclei, black vectors H!N nuclei. (B) In the pulse scheme, 90� pulses and 180� pulses are represented by filled
and empty squares, respectively. The phase of the grey 90� pulse on 15N in the red box is alternated from one scan to the other. (C) Below the pulse sequence, a diagram
showing the time evolution of the scalar coupling is drawn from t = 0 to t = 1/1JHN = 10.8 ms. The red box shows the two different transients that can be recorded with this
experiment, depending on whether the second 90� pulse on 15N has a phase of –x (light blue vectors and signals) or x (blue vectors and signals). For both transients, the
further evolution of the magnetization vectors until the end of the refocusing period is shown (Only evolution due to scalar coupling is shown, since chemical shift evolution
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spectrometer setup is essential, otherwise subtraction artefacts
lead to strong t1 noise, which makes spectra difficult to interpret
– especially NOESY spectra, where weak signals just above the
noise level are rich in information. Filtered and edited NOESY
experiments are therefore among the most demanding experi-
ments for NMR hardware. Measures to avoid t1 noise start with a
vibration-free environment, stable temperature, stable shims (on
modern NMR spectrometers we use automatic shimming features
‘‘autoshim”, which we wouldn’t have used in the past), powerful
lock systems (make sure that enough lock substance is used) and
end with proper setup of experiments. For the latter, it is important
to include enough dummy scans. Small ligands often have long T1
relaxation times and it takes several dozens of scans (>128) to
reach a steady-state magnetization with stable subtraction results.
A large number of dummy scans is also important in order to reach
a stable temperature. Often, decoupling sequences heat the sample
and it typically takes minutes for the temperature of the NMR sam-
ple to re-equilibrate. An additional aspect to subtraction artefacts
is the resolution of the signals: in practice, broad signals (>10 Hz)
tend to yield clean subtraction, while sharp signals (1 Hz) do lead
to strong artefacts. It may often lead to visually cleaner spectra if
strong (10 Hz) line broadening is also applied to rather sharp
ligand signals in 1H!X dimensions.

5.2.3. Improvements on half-filter experiments: purging schemes and
matched adiabatic pulses

The half-filter experiments described above are powerful meth-
ods, but they have two limitations: they may suffer from subtrac-
tion artefacts, which require rather long phase cycles to suppress
these; and they only work well for a single defined value of the
heteronuclear J-coupling. Both problems were addressed with
technical advances. For isotope-filtering purge pulses or gradients
were employed, which efficiently de-phase 1HX coherences. Here,
a spin echo of a duration of 1/2J is used, which leads to
Please cite this article in press as: J. Orts, A.D. Gossert, Methods (2018), https:
anti-phase magnetization on 1HX that is orthogonal to 1H!X magne-
tization (Fig. 8a). At this stage, a spinlock pulse with phase y can be
applied to purge the magnetization along the x-axis [36] (Fig. 8c).
(Alternatively, the 1HX magnetization can be converted into
unobservable multi-quantum terms by applying a 90� pulse on
the X-nucleus. This approach is however not further discussed in
this paper). The spinlock pulse has some disadvantages in terms
of transverse relaxation and undesired effects on the water. There-
fore, a refined variant of this element uses a �90� pulse along the
x-axis to bring the 1H!X magnetization along the + z axis (Fig. 8d),
while 1H!X magnetization stays in the plane, where it is
de-phased by the gradient (Fig. 8e).

This gradient-based filtering element is only half as long as a
half-filter element and allows filtering in a single scan. It is how-
ever typically applied twice in order to further suppress residual
1HX signals, which leads to superior results than half-filter ele-
ments. That is, if a certain moiety is only suppressed to 10% in a
single purge filter element, it will be reduced to 1% by repeating
the filter element.

The other limitation of half-filter experiments is that they only
work efficiently for the one value of the scalar coupling constant to
which the spin echo delay was matched. This works well for the
rather homogenous J-couplings in H-N moieties, but doesn’t so
for C-H moieties, where J-couplings vary form 125 Hz for methyl
groups, over 150 Hz for the a–position to values above 200 Hz
for aromatic groups (Fig. 9A and B). To solve this problem, adia-
batic pulses which sweep through the spectral window and invert
13C nuclei in a time dependent manner are used [37,38]. They are
designed such that aromatic carbon nuclei are inverted first and
aliphatic nuclei last. This leads to different effective periods during
which the scalar coupling is evolving and refocused. Interestingly,
there is an approximate correlation between chemical shift of 13C
and the 1JCH coupling. This was exploited by matching the rate of
the adiabatic frequency sweep to the optimal refocusing period
//doi.org/10.1016/j.ymeth.2018.01.019
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of specific groups [37]. This allows efficient suppression of 1HC

(Fig. 9C).
In the case of large proteins (MW > 50 kDa), the length of the fil-

tering element may be reduced to account for serious loss of signal
due to transverse relaxation. The perfectly matched adiabatic pulse
is rather long and often applied twice for optimal suppression
keeping the desired signal transverse for a long period of time (sev-
eral milliseconds). It may then be required to reduce the length of
the adiabatic pulse (to �500 ms for example) and the refocusing
delay, but it is at the cost of the protein resonances filter efficiency.

The discussed isotope filter and editing elements are highly
efficient, but it must be emphasized that there will always be leak-
age of residual 12C and 14N-bound protons, from slowly exchanging
hydroxyl protons and bound water, and from non-matched
J-coupling values.
5.3. Variants of isotope editing experiments

Double purge elements using adiabatic pulses with matched
frequency sweeps are the state of the art in isotope filtering and
editing methods. Nowadays, simultaneous 15N- and 13C-filtering
and -editing are performed in order to save measurement time.
These isotope -editing, -filtering and -resolving elements can be
combined in different ways to selectively yield intra-protein,
intra-ligand or inter-molecular NOEs. Table 2 gives an overview
of variants of 1H,1H-NOESY spectra with different combinations
of heteronuclear -editing, -filtering and -resolving elements, and
lists the NOEs, which can be identified in the respective spectra.
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In the following, a number of aspects specific to individual
experiments are discussed. This includes the directionality of
inter-molecular NOEs – whether protein-to-ligand NOEs or
ligand-to-protein NOEs are recorded – and alternative ways of iso-
tope editing and filtering based on time-proportional phase incre-
mentation of ligand signals and by using transferred NOEs.
5.3.1. Filtered-edited or edited-filtered NOESY experiments for
recording inter-molecular NOEs?

For recording inter-molecular NOEs, a 2D F1e,F2f NOESY spec-
trum (4) (or the 3D version F1r,F3f NOESY with chemical shift evo-
lution in F2 for resolution on the heteroatom) can be recorded
yielding 1HX–1H!X NOEs. Theoretically, the reversed version of this
experiment, a 2D F1f,F2e spectrum (3) (or its 3D version), would
yield equivalent 1H!X–1HX NOEs. At a closer look however, the
two pathways above are not equivalent: In the former F1e,F2f
experiment NOEs originating on the protein are recorded on the
ligand; in the latter F1f,F2e experiment NOEs originating on the
//doi.org/10.1016/j.ymeth.2018.01.019
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Table 2
Variants of isotope-filtered and -edited 1H,1H-NOESY experiments.

1H,1H NOESYa Indirect 1H
dimensionb

Direct 1H
dimensionb

NOEsc High resolution 1H
dimensiond

Schemee

1 2D tr-NOE 1H ? 1H Ligand

2 2D F1f,F2f filtered filtered 1H!X ? 1H!X Ligand

3 2D F1f,F2e
3D F1f,F3r

filtered edited (2D)
resolved (3D)

1H!X ? 1HX Protein

4 2D F1e,F2f
3D F1r,F3f

edited (2D)
resolved (3D)

filtered 1HX ? 1H!X Ligand

5 3D F3r resolved 1H ? 1HX Protein

6 3D F1r resolved 1HX ? 1H Ligand and Protein

7 4D F1f/r, F4f/r edited/filtered edited/filtered 1HX ? 1HX

1H!X ? 1HX

1HX ? 1H!X

1H!X ? 1H!X

Ligand and Protein

8 3D F1rAI resolved (X and !X) 1HX ? 1H
1H!X ? 1HX

1H!X ? 1H!X

Ligand and Protein

9 3D F3rAI resolved (X and !X) 1H ? 1HX

1H!X ? 1HX

1H!X ? 1H!X

Ligand and Protein

a The short name of the experiment describes the dimension (F1, F2, F3 . . .) and the isotope editing that is applied to this dimension (f = filtered, e = edited, r = resolved).
b Editing-scheme of the two 1H dimension of a 1H,1H NOESY experiment.
c Directionality and the involved 1H nuclei giving rise to an NOE cross peak visible in the respective spectrum are described: 1H = all 1H, 1H!X = 1H not bound to 13C and 15N,

1HX = 1H bound to 13C or 15N).
d The direct dimension is the 1H dimension with the highest resolution. In the case described in d, signals of protein or ligand will be in the direct dimension.
e Scheme depicting observed NOEs and resulting spectrum (see Fig. 10 for more details). For a complex consisting of a labelled protein (blue) and unlabeled ligand (yellow),

the types of NOEs that are observed are shown as arrows. If the originating or destination nuclei can be identified as protein (1HX) or ligand (1H!X) protons, the color of the
arrow is set accordingly. A schematic 2D 1H,1H NOESY spectrum is shown, showing the four signals of the protein-ligand complex on the left. Signals clearly identifiable as
originating from the ligand and the protein are shown in yellow and blue, respectively. Signals where this identification is not possible purely from the type of spectrum are
shown in grey.
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Fig. 10. Scheme used to describe variants of edited filtered experiments in
Table 2. On the left-hand side, a complex of a protein (blue) and a ligand (yellow) is
depicted. Selected 1H nuclei of the protein and the ligand are shown (H). On the
right-hand side, a 2D 1H,1H NOESY spectrum of this complex is shown. The position
of the signals in the spectrum of the four individual hydrogen nuclei are assigned
with the dashed arrows. NOEs and their directionality are represented by arrows.
Signals are colored according to the origin of the NOE giving rise to the signal. If the
signal can be identified based on the editing/filtering scheme of the spectrum its
color is set accordingly (yellow for ligand, blue for protein). If the origin of the NOE
cannot be identified by the editing/filtering scheme, the signal is shown in grey. e.g.
in typical 3D F3r NOESYs, ligand signals are recorded in F1, but are a priori not
distinguishable from protein signals. (Strictly speaking, ligand signals could be
identified in this case because the diagonal-symmetric signal is missing. However,
in practice there are many reasons for missing signals in NOESY spectra and
therefore a missing diagonal-symmetric signal is not a valid condition for
identifying a ligand signal.) (For interpretation of the references to colour in this
figure legend, the reader is referred to the web version of this article.)
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Fig. 11. Illustration of magnetization recovery in the case of fast exchanging
small ligands. In the upper panel a scheme of a protein (blue) and a ligand (yellow)
in fast binding exchange are shown. Selected 1H nuclei of the protein and the ligand
are shown (H). The size of the H-character indicates the magnetization available at
the beginning of a scan. The diagrams below show the time course of magnetization
of protein (blue) and ligand (yellow) during the recovery delay of e.g. 1 s in the
bound and free states. While the protein has essentially the same R1 value in the
free and bound states, the ligand has a much smaller R1 in the free state (R1,F) and
less efficient longitudinal relaxation, resulting in little magnetization after a
recovery delay of only 1 s. For the complex in fast exchange the population
weighted average (R1,avg = pBR1,B + pFR1,F) is relevant. In low-affinity complexes a
larger proportion of ligand is in the free state, therefore the R1,avg is dominated by
the inefficient R1 of the free state, leading to low magnetization on the ligand.
Therefore, in most cases of fast exchanging complexes, inter-molecular NOE
experiments should be started on the protein. (For interpretation of the references
to colour in this figure legend, the reader is referred to the web version of this
article.)
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Fig. 12. Inclusion of ligand signals in a 3D All-Inclusive NOESY. The first 2D
[X,1H] plane of an All-Inclusive 3D F1rAI 1H,1H-NOESY spectrum is shown. [X,1H]-
correlations of aliphatic (bright red), aromatic (dark red) and amide (blue) moieties
are colored. Unlabeled ligand signals are all recorded at an artificial chemical shift
of 100 ppm in the 13C dimension. In a single combined 3D NOESY therefore, all NOE
cross peaks of a protein-ligand complex are recorded, including both equivalent
pathways and the diagonal signals. (For interpretation of the references to colour in
this figure legend, the reader is referred to the web version of this article.)
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ligand are recorded on the protein. These pathways are equivalent
in tightly bound complexes, where protein and ligand have same T1
and T2 relaxation times. For weakly bound complexes, however,
the small ligand spends a large fraction of time in the free state
and the T1 of the ligand is therefore much longer than the T1 of
the protein. In a typical NOESY experiment with relatively short
relaxation delays (1 s), ligand signals recover only to a fraction of
their equilibrium intensity, and therefore NOEs originating on the
ligand will be much weaker than those originating on the protein.
Therefore, for small weakly binding ligands in fast exchange, F1e,
F2f experiments should be run. This yields strong inter-molecular
NOEs. The low starting magnetization of the ligand can be balanced
by increasing the ligand concentration. Theoretically, at concentra-
tions exceeding the ratio of the averaged T1 relaxation time of the
ligand and the T1 of the protein, it should be favorable to start the
experiment on the ligand. In our experience, however, the F1e,F2f
pathway is nearly always superior, which may be due to factors
we haven’t considered.
5.3.2. All-inclusive NOESY
In general, filtered-edited experiments have the advantage of

simplification of spectra and clear identification of resonances.
Each filtering and editing step however, lowers the sensitivity of
an experiment. Filtering elements have a fixed length (e.g. 10.8
ms for suppressing 15N-bound 1H signals) during which transverse
relaxation is active. For medium sized proteins, 10 ms can lead to a
reduction of the signal to half its size. Additionally, several pulses
are applied during this element. Since pulses are not perfect, each
pulse also reduces the signal by a few percent. That is why in total,
filtered-edited experiments with two long filtering or editing ele-
ments are rather insensitive compared to 3D X-resolved NOESY
spectra, where only one long editing (resolving) element is present.

Our group recently developed a 3D NOESY, the All-inclusive
NOESY, which has the same sensitivity as a normal 3D
X-resolved NOESY but includes the 1H!X ligand signals in the
//doi.org/10.1016/j.ymeth.2018.01.019
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Table 3
Suggested 1H,1H NOESY experiments for characterizing different parts of a protein-ligand complex depending on different exchange kinetics. The experiments are
identified by the short notations following the same nomenclature as in Table 2.The bold numbers indicate the NMR experiment described in Table 2. The reasons for using
individual experiments are given in the text. For reasons of simplicity, combined 13C, 15N editing and filtering is assumed [41].

Part of complex to be studied

Bound ligand Inter-molecular Bound protein Full complex

Exchange rate
kex fast 2D tr-NOE (1) (or

2D F1f,F2f (2))
2D F1e,F2f (4) or
3D F1r,F3f (4)

3D F3r (5) or
3D F1r (6)

3D F1rAI (8) (and 4) or 4D F1r/f, F4r/f (7) or (1),
(4) and (5/6)

kex slow 2D F1f,F2f (2) 2D F1f,F2e (3) or
3D F1f,F3r (3)

3D F3r (5) or
3D F1r (6)

3D F1rAI (8) or 4D F1r/f, F4r/f (7) or (2),
(3) and (5/6)
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X-resolved dimension at a singular heteronuclear chemical shift
(e.g. 100 ppm in the 13C dimension, Fig. 12) (Gossert et al., to be
published; pulse sequence and parameter set in Bruker format,
setup description and a processing script are available online from
the Bruker user library [39]). This combines the advantages of
filtered-edited spectra – identification of inter- and intra-
molecular NOEs – with the advantage of higher sensitivity of spec-
tra with only one edited dimension.

The pulse-sequence of the All-Inclusive NOESY is essentially
identical to a conventional 3D NOESY. However, in a conventional
3D NOESY several measures are taken to suppress unlabeled sig-
nals, which typically are unwanted intense buffer and solvent sig-
nals. These measures are gradients, phase-cycles on the
heteronuclei and a TPPI scheme (time proportional phase incre-
mentation). TPPI artificially moves residual unlabeled signals to
the edges of the spectrum (producing so-called axial peaks). In
order to observe signals of the unlabeled ligand, gradients and
phase cycles are omitted. The now observable signals will however
show up as axial signals at the extremes of the spectrum due to the
TPPI procedure. Yet, by modifying the TPPI procedure these signals
can artificially be moved to any part of the spectrum. In the case
shown in Fig. 12, ligand signals were made to appear at 100 ppm
in the carbon dimension. This spectral region is typically empty
and therefore ligand signals will not overlap with signals of the
labelled protein. Additionally, potential ridges from residual proto-
nated buffer substances will not distort the baseline in regions of
interest.

Since, in the All-inclusive NOESY, unlabeled signals of the ligand
are not suppressed but appear at 100 ppm in the 13C dimension,
intra-ligand NOEs and inter-molecular ligand-to-protein NOEs
are included and can as well be clearly identified. Therefore, the
All-inclusive NOESY has a similar information content as an entire
set of filtered-edited NOESY spectra, and is usually more sensitive
than the experiments with two filtering-editing elements.

5.3.3. Filtering based on fast exchange: Transferred NOEs yield intra-
ligand and inter-molecular protein-to-ligand NOEs

An additional, but completely different way of obtaining only a
defined subset of NOEs of a protein-ligand complex is based on
transferred NOEs [33]. Transferred NOEs can be recorded on small
ligands in fast exchange (kex > 1000 s�1, KD typically >1 lM). Sam-
ples are prepared with a massive excess of ligand ([L]:[P] = 5–50).
In samples with such high ligand to protein ratios, only ligand sig-
nals are observed, this is also due to the much sharper signals of
the ligand which spends a large proportion of time in the free state.
Therefore, no filtering in any dimension is needed and a simple 2D
NOESY experiment can be recorded. The NOEs observed on the
ligand signals are dominated by the positive cross peaks that build
up in the bound state. For a small ligand of 300 Da bound to a pro-
tein of 30 kDa the positive NOE cross peak from the bound state is
about 20-fold more intense than the negative NOE cross peak of
the free state. Therefore, if the bound fraction is larger than 5%,
positive cross peaks result, reporting on the structure of the bound
state. Additionally, protein-to-ligand NOEs can be recorded, which
Please cite this article in press as: J. Orts, A.D. Gossert, Methods (2018), https:
also arise from the bound population. However, these inter-
molecular signals are rather weak, because they arise from a small
concentration of protein. A further advantage of this experiment
with extreme ligand to protein ratio is that the ligand resonances
are hardly different from the free state and assignment of ligand
signals is trivial. The transferred NOEs observed in this simple
experiment, are therefore often sufficient to determine the struc-
ture of the bound form of the ligand, and in some special cases,
even the binding mode can be determined.

5.4. Selecting the appropriate experiments for recording intra-ligand,
inter-molecular and intra-protein NOEs

From the above account of versions of 1H,1H NOESY spectra,
with different isotope-filtering, -editing and -resolving elements,
the suitable experiment for a given experimental situation needs
to be chosen. An overview of appropriate experiments for a given
task is given in Table 3. As for the optimal ratio of protein and
ligand in a sample, the choice of the experiment type depends on
two major considerations: the type of NOEs that should be
recorded (only intra-ligand, intra-protein, inter-molecular or all
together) and whether the complex exhibits fast or slow exchange
kinetics on the NMR time scale.

5.4.1. Complexes with fast exchanging ligands
In the case of fast exchange kinetics (kex > 1000 s�1), the ligand

and the protein experience averaged properties of the bound and
the free state (Ravg = pBRB + pFRF). This applies for NOEs, but also
for R2 and R1. Therefore, always an average of the two states is
observed. Sample preparation determines the fraction of free and
bound states of ligand and protein, and therefore their relaxation
properties and the intensity of NOEs that are observed. Since the
relaxation properties change strongly for the ligand, and hardly
for the protein, the focus of this part of the discussion lies on the
ligand.


 Recording intra-ligand NOEs of the bound ligand
Here, a 2D tr-NOE spectrum (1) is best suited. The ligand is
observed, which has a favorable averaged R2, which yields sharp
lines. Additionally, this experiment is very efficient as it allows
working with low concentrations of protein, exploiting an
amplification factor of several visits of ligands to a single pro-
tein. The contribution of the free state to the NOE is very small
(see text above) and can easily be identified because the NOE
cross-peaks are negative.


 Inter-molecular NOEs
Here a 3D F1r,F3f spectrum is usually suited best (4). Protein sig-
nals are resolved with their heteronucleus, which allows highly
unambiguous assignment. In some cases, the 2D version of the
experiment may be enough. For ligands in fast exchange the
directionality of the experiment is important: the originating
nucleus should be on the protein, the destination one on the
ligand. This is due to the unfavorable long T1 relaxation time
of the ligand, which leads to inefficient relaxation during the
//doi.org/10.1016/j.ymeth.2018.01.019
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rather short recovery delay of these experiments. Therefore, the
starting magnetization on the ligand will typically only be a
fraction of that on the protein, and thus it is important to run
the inter-molecular NOE experiment for fast exchanging small
ligands as F1r,F3f. The disadvantage might be that the direct
dimension with highest resolution is where the ligand NOE sig-
nals are recorded. If the ligand has a low-complexity spectrum
compared to the protein, this can be seen as a waste of resolu-
tion. In our experience, however, this directionality of the inter-
molecular NOE experiment allows detection of signals that are
not visible if the 1H on the ligand are the originating nuclei,
and high resolution is often needed on the ligand, e.g. in pep-
tides and drug molecules. See the text above for a more detailed
discussion on the directionality of inter-molecular NOESY
experiments.


 Recording intra-protein NOEs of the bound protein
The standard 3D X-resolved NOESY spectra, as used for normal
protein structure determination, are best suited. Either com-
bined 13C,15N evolution is used or separate spectra are obtained,
which are individually more sensitive, but may hamper analysis
due to slight chemical shift mismatches. For the latter reason,
we generally use combined evolution periods, and compensate
the slightly lower sensitivity by recording for longer measure-
ment times.
For obtaining intra-protein NOEs, strictly speaking, both dimen-
sions should be edited, but this comes at such a large loss in
sensitivity that it is normally not applied. The extra inter-
molecular NOE signals recorded by not editing the second 1H
dimension represent no major issue, as they are typically less
than 100, which represents less than 5% of the total NOE signals,
and are easily filtered out by the automated assignment rou-
tines. If later the entire complex structure should be solved,
the inter-molecular signals obviously represent a valuable
source of information.For these experiments, the positioning
of the isotope-resolving element
(i.e. the HSQC-element) should be considered, because it has
consequences for the optimal resolution of the signals. The
resolving-element can either be placed in the indirect dimen-
sion (6) or in the direct dimension (5). For the former case,
two indirect low-resolution dimensions are describing the orig-
inating nucleus, and one high-resolution dimension – the direct
dimension – is used for describing the destination nucleus.
From first principles, this yields more precise peak positions
since one signal is defined by a single dimension, but this has
high resolution. In the reversed case (5), the originating nucleus
is defined by a single dimension, but now this dimension is low
resolution, increasing the ambiguity for potential NOE assign-
ments. However, in practice, water suppression for experiment
(5) is much more easily implemented than for experiment (6).
We nevertheless encourage use of strategy (6) as it simplifies
analysis by overall higher precision of signal positions, which
offsets the additional work required for carefully setting up
the water suppression scheme.


 Recording the entire set of NOEs required for full complex struc-
ture determinationIn essence, for obtaining all necessary NOEs,
all the above-mentioned spectra need to be recorded. However,
there are alternative ways of obtaining the entire set of NOEs in
less measurement time. One alternative is to record a 4D spec-
trum (7) [40], which can be processed in different ways in order
to yield different sub-spectra. This approach allows identifying
all types of inter- and intra-molecular NOE signals, but has
lower sensitivity for the intra-protein NOEs compared to the
standard 3D NOESYs. Our preferred alternative is the All-
Inclusive NOESY (8), where all inter- and intra-molecular NOE
signals are also recorded in a single spectrum. It is sensitive as
it is based on a 3D NOESY experiment with only one resolving
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element, in contrast to standard experiments for recording
inter-molecular NOEs which always have two filtering and edit-
ing elements. In special cases of fast exchanging ligands yield-
ing low inter-molecular NOE intensities for ligand-to-protein
signals, an additional edited-filtered NOESY may be recorded
in order to identify more inter-molecular NOE signals. This is
due to the fact that if the All-Inclusive NOESY is recorded with
the resolving step in F1 in order to obtain optimal resolution,
only ligand-to-protein NOEs are easily identified, which how-
ever may be very weak in this special case. The more intense
protein-to-ligand NOEs are recorded, but are not distinguish-
able from protein-to-protein NOEs, as in a conventional 3D
spectrum.
In such cases one can also record the reversed version of this
experiment with F3rAI. This will yield strong inter-molecular
signals in the ligand plane at 100 ppm 13C chemical shift, but
comes at the expense of sub-optimal resolution.

5.4.2. Complexes with slow exchanging ligands


 Recording intra-ligand NOEs of the bound ligand
For slowly exchanging ligands a 1H,1H NOESY with filtering ele-
ments in both proton dimension (2) is the method of choice.


 Inter-molecular NOEs
The considerations of unfavorable ligand T1-relaxation of the
fast exchange case don’t apply in the slow exchange case and
one is free to choose the directionality of the inter-molecular
NOE experiment. Therefore, here, a ligand-to-protein 3D (F1f,
F3r) spectrum is probably ideal (3). In the low-resolution F1
dimension, the few ligand signals will be recorded and the spec-
tral window can be reduced accordingly; and the high-
resolution dimension is used for the protein. In most cases this
is appropriate, because ligand signals can be resolved even in
the indirect dimension. In cases where there is signal overlap
on the ligand is critical, one may reverse the dimensions (4).
Here, the high-resolution dimension is then used to resolve a
few ligand signals. The resolution of the protein signals is still
acceptable in a 3D NOESY, as they are defined by two chemical
shifts.


 Recording intra-protein NOEs of the bound protein
Here, the same considerations as for the fast exchange case
apply.


 Recording the entire set of NOEs required for full complex struc-
ture determination
In principle, the same considerations as for the fast exchange
case apply also here. In the case of the All-Inclusive NOESY,
no additional inter-molecular NOE spectrum will be needed,
which was needed for some cases of unfavorable ligand T1-
relaxation in the fast exchange case.

6. Experimental optimizations

6.1. Optimizing NOE mixing time

Choosing the mixing time for the NOESY experiment is a critical
step. The mixing time depends on the experimental aim: whether
contacts between ligand and protein just are to be proven or
whether the intensity of the NOE cross peaks will be used to derive
distance restraints for the structure calculation. In the first case,
often very long mixing times are chosen (sm � 200 ms). In practice,
often long mixing times are used to compensate for the low sensi-
tivity of filtered-filtered and filtered-edited experiments for
detecting intra-molecular and inter-molecular NOEs. However,
while it’s true that inter-molecular NOEs are typically longer range
than intra-molecular ones and take longer to build up, the major
factor leading to low intensity signals in these spectra, is the heavy
//doi.org/10.1016/j.ymeth.2018.01.019
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Fig. 13. Direct versus indirect magnetization transfer for different nuclear arrangements and distances. Direct magnetization transfer for different protein sizes during
the NOE mixing time between two nuclei at distance r (blue curve) and 2r (yellow curve) are calculated in the upper diagrams for r = 2.5 Å and 3.0 Å. NOE build ups due to
spin diffusion are shown in red and magenta for triangular and linear arrangements of the intermediate relay nucleus (see top of figure for topology). The two pathways are
nearly equivalent. For the r = 2.5 Å case, also the decrease of the direct NOE due to spin diffusion is shown (pale blue line). The lower r = 2.5 Å diagram is an enlargement of the
initial build-up time, indicated by the black square in the first diagram. Below an asymmetric linear arrangement is shown, which may be more typical for protein-ligand
interfaces (see text). In dashed grey lines, build-up curves for direct NOEs for the indicated distances are shown, where 5.5 Å represents the detection limit. The different
magenta curves show spin diffusion for the different distances indicated above in the same color. Significance: Since NOE signal intensities are related to distances by r�6,
doubling and halving of the intensity will only lead to +12% and �11% errors on the distance. We therefore regard intensity changes smaller than a factor of 2 as tolerable. For
the equilateral triangular geometry, there is therefore no issue with spin diffusion, as the spin diffusion contribution never is as large as the direct NOE. The linear geometry in
contrast represents the worst case. In the r = 2.5 Å scenario, spin diffusion and direct NOE are equal already at mixing times <20 ms and therefore unavoidable. E.g. at 50 ms
mixing time for a 20 kDa protein the 5 Å spin diffusion signal (=2 	 2.5 Å) will have the same intensity as a direct 4 Å signal (grey curve), at 200 ms the intensity corresponds
to a 3.5 Å distance. Additionally, NOE signals corresponding to (typically unobservable) 6 Å will be equivalent to 5.5 Å NOEs at �50 ms and to 5.0 Å NOEs at �100 ms (grey
curves). Therefore, the mixing time should be kept as short as possible. The thick tick marks indicate the rule of thumb for maximal mixing time (1 s/(sc/ns)). The mixing time
can only be increased for measuring purely inter-molecular or intramolecular NOEs for fast exchanging ligands according to the occupancy. If intra-protein NOEs appear in
the same spectrum rigorously short mixing times should be used. (For the calculations, a field of 700 MHz was assumed).
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transverse relaxation during the two filtering/editing elements of
the pulse sequence. Compensating low sensitivity from relaxation
and imperfect pulses with longer mixing times is not correct: by
choosing long mixing times, the chances are increased to observe
these weak signals, but by doing so, one loses the accurate distance
information, encoded in the intensity of these signals.

For determining structures, it must be ensured, that the 1/r6

relation of the signal intensity to the inter-nuclear distance is con-
served. The major factor hampering a clean translation of NOE
cross peak intensities and distances is spin diffusion, i.e. relayed
NOEs over shorter distances, which lead to overly intense signals
for nuclei that are separated by a longer distance. To avoid spin dif-
fusion, short mixing times should be used (40–80 ms) depending
on the protein size (Fig. 13). Longer mixing times should only be
chosen for protein-ligand complexes with low affinity, where the
bound state may only be visited during a fraction of the mixing
time. If the bound population is known, it is legitimate to correct
the mixing time by this factor.
6.2. Simplified description of relaxation processes during mixing time
to assess useful duration of mixing time

The time evolution of the intensity of NOE cross peaks during
the mixing time can be theoretically described rather well. How-
ever, precise calculation of the relevant relaxation processes
requires the treatment of all cross- and auto-relaxation rates
between all nuclei in a protein-ligand complex and all the kinetic
exchange processes associated with it. This can be calculated using
the full relaxation matrix approach, which we will outline here.
However, in day-to-day work, simplified expressions are needed
for assessing parameters like suitable mixing times for structure
determination or for simply detecting highest NOE intensity, which
we will derive in the following.

NOESY peak intensities can be calculated using the full relax-
ation matrix analysis that includes all relaxation and chemical
exchange rates for all spins written in a single matrix R (without
losing generality and for simplicity the kinetics matrix, K, which
includes protein ligand-exchange kinetics, is incorporated into
the relaxation matrix, R) [42,43]. The longitudinal magnetization
follows the modified Solomon equations,

MðsmÞ ¼ ðMð0Þ �MeqÞe�Rsm þMeq ð10Þ

where R is the relaxation matrix including terms describing auto-
and cross-relaxation as well as exchange kinetics, sm the mixing
time, Meq contains the equilibrium magnetization for each spin
and M(0) the magnetization of each spin at the beginning of the
mixing time. This explicit treatment has allowed calculation of very
precise distances from protein NOEs and has recently also been
applied to protein-ligand complexes [44–48].

To simplify the discussion, we will treat kinetic exchange rates
separately and focus first on auto- and cross relaxation rates. Indi-
vidual elements of the relaxation matrix are expressed with the
usual equations:

Rii ¼ qi ¼
X
j–i

b2ðJð0Þ þ 3JðxÞ þ 6Jð2xÞÞ ð11aÞ
6 This is traditionally exploited in saturation transfer difference (STD) experiments
[49], where much higher signal intensity is obtained when measuring in D2O, as
leakage to the solvent is reduced during the long mixing time of 1–2 s.
Rij ¼ rij ¼ b2ð6Jð2xÞ � Jð0ÞÞ ð11bÞ

with b ¼ l0�hc2H
8p

1
r3
ij

describing the dipolar interaction and

JðxÞ ¼ 2
5 ð sc

1þðxscÞ2
Þ the spectral density of motional frequencies

assuming isotropic tumbling of a rigid protein – an approximation,
which in most cases is not fully valid though, as most proteins are
neither rigid nor spherical.
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qi is the auto-relaxation rate of nucleus i, rij the cross-
relaxation rate between nuclei i and j, rij the proton(i)-proton(j)
distance, l0 the permeability of free space, ⁄ the reduced Planck
constant, cH the gyromagnetic ratio of the proton and sc the
rotational correlation time of a spherical particle [42,43].

The integrated rate equation (Eq. (10)) can be simplified by
describing the exponential term with a Taylor expansion. As an
example, we consider the case were three spins i, j and k are pre-
sent. The Taylor series of Eq. (10) up to the second order gives the
following magnetization transfer, following the same notations as
defined above:

DMiiðsmÞ
DMiið0Þ ¼ 1� qism þ 1

2
ðq2

i þ r2
ij þ r2

ikÞs2m ð12aÞ

DMijðsmÞ
DMiið0Þ ¼ �rijsm þ 1

2
ððqi þ qjÞrij þ rikrkjÞs2m ð12bÞ

where the terms containing the subscript k account for the loss of
magnetization of spin i to spin k and spin diffusion from spin i to
spin j via spin k. For the sake of the explanations, to describe the
NOE cross peak intensities, we use the first term of the Taylor
expansion to describe the cross-relaxation (Eq. (12b)) and keep
the exponential form for the auto-relaxation of the originating
and destination nucleus, yielding Eq. (12c,d)

DMijðsmÞ � �rijsmDMð0Þe�qsm / scsm
r6

DMð0Þe�qsm ð12c;dÞ

The cross-relaxation rate rij in Eq. (12c,d) is proportional to sc/
r6 for large molecules, since J(2x) � J(0), rij is dominated by J(0)
(Eq. (11b)), which is proportional to the correlation time sc. From
this simplified description, we see that the NOE build-up curve
intensity exhibits a linear increase depending on the mixing time,
sm, and the correlation time of the complex, sc, and is damped by
an exponential decrease due to relaxation with the rate constant q
(Fig. 13).

6.3. Maximizing NOE cross peaks

For obtaining maximal intensities for inter-molecular NOE cross
peaks, three measures can be taken: (i) choosing the most sensitive
experiment, (ii) reducing T1 relaxation by measuring in D2O and
(iii) choosing a long mixing time. These three measures all come
with some disadvantages, as explained in the following in more
detail.

(i) In our experience, the most sensitive experiment for obtain-
ing inter-molecular NOEs is a 2D F2f [1H,1H] NOESY. By omitting
editing in the first dimension the experiment is shortened consid-
erably, leading to less T2 relaxation and therefore higher signal to
noise. However, mixed inter-molecular and intra-ligand NOEs will
be recorded. Inter-molecular NOEs can in principle be identified by
the missing diagonal-symmetric signal. But for the sake of testing
whether inter-molecular NOEs can be obtained at all for a system,
this limitation is not so relevant.

(ii) Eq. (12c,d) describes the NOE peak intensity as a build-up
with the cross-relaxation rate r, which is damped by the exponen-
tial decay of the diagonal signal due to auto-relaxation q. The value
of q can be lowered by measuring in D2O, and concomitantly the
NOE peak intensity will be larger6. Additionally, a higher receiver
gain can be chosen and some experiments can be shortened because
no water suppression element is required. The downside of this pro-
cedure is that exchangeable protons are not detectable anymore,
//doi.org/10.1016/j.ymeth.2018.01.019
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most notably amide moieties. Furthermore, tiny chemical shift
changes might occur. (We thank reviewer 1 for pointing out the
advantages and disadvantages of working in D2O).

(iii) The maximal signal that can be achieved, can approxi-
mately be calculated by taking the derivative of Eq. (12c,d) for a
two-spin system and setting it equal to zero. In this simplified
description, all terms will disappear and lead to the expression:

sm;max ¼ 1=q ð13Þ
The resulting mixing time for maximal cross-peak intensity is in

the order of seconds, for long distance NOEs it is even longer, as the
cross peak intensity essentially continues growing asymptotically,
for as long as the diagonal signal is stronger than the cross peak.
The calculation of the cross peak intensities depends on accurate
values forr and q. While the cross-relaxation ratesr can be rather
well predicted, the auto-relaxation rates q often contain a so-called
leakage factor of 1–2 s�1 stemming from other relaxation sources,
such as paramagnetic relaxation due to oxygen in the solution.
Therefore, the decay rate of a cross peak which determines the
position of the maximal NOE value, is inaccurate in our calcula-
tions for long build-up curves and should be taken with a grain
of salt. We therefore suggest mixing times around 500 ms.

These long mixing times will yield intense NOE signals, but due
to massive spin diffusion and auto-relaxation it will not be possible
to translate those signals into meaningful distance restraints.

6.4. NOE mixing time for quantification of inter-nuclear distances

For deriving distances, NOE signal intensities should be
recorded at the beginning of the build-up curve during the quasi-
linear regime, which allows translation into distances. Addition-
ally, the cross peak intensity should not be influenced strongly
by spin diffusion. However, it is not possible to avoid spin diffu-
sion, no matter how short the mixing time is (see Fig. 13 for r =
2.5 Å). This can be rationalized using our simplified treatment:
during the initial build up, the intensity of the NOE cross peak is
proportional to �rsm (Eq. (12c,d)). The relayed spin diffusion, i.e.
two consecutive NOE transfer steps, is then described by ½(rsm)2

(this term appears in the Taylor expansion of e�Rsm, see Eq.
(12b)). Spin diffusion can therefore be identified in principle by
measuring build-up curves, as there is an initial exponential lag-
phase while magnetization builds up on the intermediate nucleus.
For cases with short distances (2.5 Å) on larger proteins (>50 kDa),
this lag time however, can be below 5 ms and experimental iden-
tification is nearly impossible [50]. However, for long-distance
relayed NOEs, there is a clear lag-phase and the spin diffusion
NOE only reaches higher intensity than the direct NOE after more
than 50 ms (Fig. 13). Since in most structure determination efforts
just one mixing time will be recorded, spin diffusion won’t be iden-
tified based on the curve shape of an NOE build-up curve, therefore
it needs to be limited by experimental measures.

Fortunately, since the NOE cross peak intensity relates to the
inverse sixth power of the inter-nuclear distance, I / r�6, even a
rather large change of the cross peak intensity has a small influ-
ence on the derived distance. For example, if the intensity is dou-
bled by spin diffusion, the distance is decreased by mere 11%.
Ideally therefore, to obtain distances with errors below 10% the
contribution from spin diffusion should not be larger than the
direct NOE (rACsm � rABsmrBCsm). Nuclei arranged in an equilat-
eral triangle do fulfil this condition for short mixing times and
therefore don’t represent an important problem in terms of spin
diffusion, even considering that multiple pathways can lead to
combined spin diffusion (Fig. 13). However, essentially all arrange-
ments with the intermediate nucleus within the equilateral trian-
gle will yield a larger spin diffusion contribution at longer mixing
times than the direct NOE. In particular, the linear sequence of
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three equally spaced nuclei (A, B, C) represents the worst-case sce-
nario, yielding NOE cross peak intensities corresponding to nearly
half the actual distance. Or, put in other words, apparent NOEs to
nuclei 6–7 Å apart can result from spin diffusion in a linear
arrangement (see Fig. 13 for more details and examples). More
sophisticated approaches to simulate spin diffusion or to interpret
build-up curves containing spin diffusion are available, but are out-
side the scope of this review [33,44,51,52].

However, due to the lag-phase of long-range spin diffusion
NOEs, short mixing times help reducing the amount of artificial
long-range peaks. From Eq. (10) it can be derived, that if the corre-
lation time of the protein is doubled, the mixing time can be
roughly halved. Therefore, as a rule of thumb, the mixing time
should not exceed 1 ns/sc in seconds, i.e. for a 20 kDa protein with
a sc of 12 ns the mixing time should be smaller than 1/12 s � 80
ms. Using this rule of thumb for the length of the mixing time helps
keeping errors from spin diffusion to below 10% for most geome-
tries. However, for worst case linear topologies including geminal
protons at 1.8 Å distance, large spin diffusion errors can simply
not be avoided, but can often be resolved by structure determina-
tion programs. Therefore, the aim of this rule of thumb is to limit
errors of non-covalent NOEs.

Additionally, short range spin diffusion, will reduce the inten-
sity of the direct NOE, but typically by less than a factor of 2.
(Reducing cross peak intensity by factor 2 will lead to distance
errors of +12%). One therefore needs to bear in mind that long
range cross peaks are biased towards too short distances and
short-range NOEs often towards too long distances, the latter case
being less severe. Structure calculation programs take this fact into
account to a certain degree, by allowing elasticity of NOE-derived
upper distance limits [11].

6.5. Special considerations for inter-molecular NOEs

Inter-molecular proton-proton distances tend to be larger on
average than intramolecular ones, because very short distances
(shorter than the actual van der Waals radius) as for example those
from covalently bound geminal hydrogens (r = 1.8 Å) are missing at
molecular interfaces. Therefore, it is tempting to increase the mix-
ing time for optimal detection of long range NOEs. For inter-
molecular NOEs, the more typical spin diffusion situation is that
two protons are closely spaced on the protein and a third proton
is on the ligand at larger distance. It is true that for this case, the
spin diffusion error is a bit less pronounced. Nevertheless, staying
with our example of a 20 kDa protein, a 6.5 Å actual distance will
give rise to an apparent NOE of 5.5 Å at 80 ms mixing time, and
therefore actually show up in the spectrum. This is severe enough
spin diffusion not to increase the mixing time, although it seems
tempting. Considering the high sensitivity of contemporary NMR
equipment with high magnetic fields and cryogenically cooled
probes, the suggested mixing times are sufficient for obtaining a
full set of data.

The mixing time can only be increased for measuring purely
inter-molecular or intramolecular NOEs for fast exchanging ligands
according to the occupancy. For all other experiments, lower occu-
pancy is corrected afterwards, when calibrating NOEs.

6.6. Changing temperature and viscosity to increase the NOE

If ligands are in an intermediate exchange regime, the build-up
curves often cannot be interpreted with a simple model, such as
the isolated two spin model, but require the full relaxation matrix
formalism with the exchange matrix [53,54]. In that case, we rec-
ommend to change the sample condition e.g. the temperature and
viscosity to reach either the fast or slow exchange regime as
described in the section on sample preparation.
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Fig. 14. Differential signal intensities depending on T1- and T2-relaxation
during the NOESY experiment, and additionally in the fast exchange case
differential linewidths. Schematic representation of a 2D NOESY spectrum.
Diagonal and NOE cross peaks for two protons are shown. The arrows indicate
the direction of the magnetization transfer and the shape of the peaks represent the
line width of the resonances. Signal intensities (indicated by the saturation of the
color) depend on T1- and T2-relaxation during the NOESY experiment, which can be
differ for different nuclei. In particular, in the fast exchange case, the ligand and the
protein have very different relaxation properties. This issue can be alleviated by
normalizing signal intensities to the diagonal signals.

J. Orts, A.D. Gossert /Methods xxx (2018) xxx–xxx 21
Viscosity and temperature will also affect the rotational correla-
tion time sc of the molecules [55,56].

sc ¼ 4pgr3H
3kBT

ð14Þ

which itself depends on temperature (T) and the viscosity of the sol-
vent (g), all else equal. Empirically, the temperature dependence of
the rotational correlation time can be calculated as follows:

scðTÞ ¼ gT

g293K

293K
T

scð293KÞ ð15aÞ

where gT, the viscosity of water at a given temperature can be
either looked up in tables or calculated approximately using the fol-
lowing formula [56]:

gT ¼ 1:7753� 0:0565T þ 1:075110�3T2 � 9:2222 � 10�6T3 ð15bÞ
For complexes with small proteins (<10 kDa), it can help to

increase the viscosity in order to increase the NOE. Viscosity of
the solvent can be roughly doubled by adding 30% glycerol and
increased further by lowering temperature.

Note on the inter-scan delay: The optimal recovery delay
between two transients in order to maximize the signal per unit
of time is 1.3 	 T1 [57]. While the T1 relaxation time for protein
is typically below 1 s, the T1 relaxation time for ligand is in the
order of a few seconds. It is quite common to use a recovery delay
of 1 s but this is not advisable for every experiment.

If the magnetization is arising from the ligand and transferred
to the protein or to the ligand itself, then the recovery delay should
be should be matched to the ligand T1, and a recovery delay of 2–
2.5 s is reasonable.

If the magnetization is coming from the protein, the recovery
delay can be much shorter, e.g. 0.8–1 s.
Pl
Recording of NOESY spectra


 Choose suited experiment from Table 3


 Use rule of thumb for mixing time sm�1s/(sc/ns)�5s/(3	
MW/kDa)⁄


 For higher sensitivity, record spectra in D2O. For maximal

sensitivity, use 2D F2f spectrum and longer mixing time

(do not use for structure calculation)

Deriving distance restraints


 Calibrate restraints in regular way and correct for occu-

pancy if needed


 Mind that median inter-molecular distances are 0.25�A lar-

ger than intra-molecular ones (4.45 vs. 4.2�A, respectively)
⁄For non-geminal protons this limits the error on NOE peak
intensity to below a factor of 2, which translates to �10% error
on distance

7. Deriving distance restraints

Distance restraints for protein-ligand complexes are derived
from NOE data in a very similar way as for single protein struc-
tures. There are two major differences: First, inter-molecular dis-
tances at molecular interfaces are in general on average a bit
longer than intra-molecular ones. That is because covalently bound
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nuclei like geminal protons or other such short distances are miss-
ing at interfaces. Therefore, inter-molecular NOEs should be cali-
brated to a slightly longer median distance. Second, in the case of
fast exchange, one should correct for incomplete occupancy of
the complex and shorten the apparent distances accordingly.
7.1. Correcting for incomplete occupancy

If the ligand is a weak binder we have to distinguish by pur-
poses, either deriving the structure of the bound ligand or deriving
the structure of the complex.

For intra-ligand NOEs and inter-molecular NOEs detected on
the ligand, the effective cross relaxation rate that is the population
average between the free and bound state of the ligand needs to be
defined: [58]

rL
avg ¼ pL

freerfree þ pL
boundrbound ð16Þ

Since the correlation time of the ligand is in the order of
picoseconds and the correlation time of the complex is to a good
approximation the same as the one of the protein, the first term
can be neglected; e.g. r is 20-fold smaller for a 300 Da free ligand
than for a ligand bound in a 30 kDa complex. Consequently, the
effective cross-relaxation rate is scaled by the bound population
of the ligand and the cross-relaxation rate of the complex is
defined using the correlation time of the protein.

rL
avg � pL

boundrbound ð17aÞ
For inter-molecular NOEs detected on the protein, the effective

cross relaxation rate is defined as,

rP
eff ¼ pP

boundrbound ð17bÞ

where the bound population of the ligand and the protein can be
calculated from equation (Eqs. (3) and (4)) knowing the affinity of
the complex.

Just to put these corrections into perspective: Due to the rela-
tion of the NOE cross peak intensity to the inter-nuclear distance,
I / r�6, even a rather large change on the cross peak intensity has
a small influence on the derived distance. E.g. if the intensity is
halved, the distance is increased by mere 12%.
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If the ligand is a strong binder, namely it is in slow exchange
with the protein, the correlation times used to interpret the NOE
intensities of the ligand, the protein and the complex are the same
and equal to the one of the protein. Therefore, no correction needs
to be applied.

7.2. Accounting for differential relaxation of different nuclei

It is quite common that T1 relaxation times vary from proton to
proton within the same molecule, and even more so on two differ-
ent molecules, like a protein and a ligand. This is leading to differ-
ent recovery of the magnetization and consequently different
initial magnetizations for various protons in the complex. We have
previously seen that the NOE cross-peak intensity depends on the
initial magnetization at the beginning of the mixing time M(0). If
the spins are not fully recovered and their initial magnetization
is different, due to different T1, their NOE cross peak intensities will
be scaled differently and inconsistently. Therefore, a distribution of
initial magnetizations will introduce errors in the distances
derived from NOESY cross peak intensities. This effect is more pro-
nounced when the recovery delay is too short or comparable to T1.

A simple way to mitigate this problem is to normalize the cross-
peak intensities from the diagonal peak where the magnetization
originated from. Using a normalized intensity cancels the incom-
plete recovery because both the cross-peak and the diagonal peak
have the same incomplete recovery [44–47]. The same idea applies
to different relaxation pathways during the pulse sequence ele-
ment, such as the INEPT or simply different T2 during acquisition,
where different protons may experience different signal relaxation
(Fig. 14).

Ideally, all four intensities, the two cross-peak and diagonal
peak intensities, should be combined in order to derive the highest
possible accurate distance. This is however often not possible due
to overlap. More details can be found in the review by B. Vögeli
[48]. For protein-ligand complexes, this analysis is however ham-
pered by lack of diagonal signals in several versions of edited and
filtered experiments, and missing diagonal symmetric cross peaks
(Fig. 10). Here, either separate 1D experiments are recorded with
the same relaxation delay as in the NOESY spectrum in order to
approximate diagonal peak intensities, or an All-inclusive spec-
trum is used, where all diagonal signals and equivalent pathways
are preserved Fig. 11.

7.3. Calibration of NOEs

The NOE is a relaxation rate, and therefore best quantified by
analyzing the build-up rate of the NOE cross peaks. To this end,
NOESY spectra at several mixing times are measured, and accurate
inter-proton distances can be calculated using the build-up curves,
the corresponding diagonal decays and the bound population of
the protein or the ligand (Eq. (17)). This formalism was recently
used to derived proton distances with an accuracy of 0.1 Å[48].

But most of the time only one NOESY spectrum is measured and
therefore the (normalized) cross peak intensities have to be
directly converted to distances.

In that case, a way to derive distances from intensities consists
of using known fixed intra-molecular distances within the ligand
or the protein (e.g. distances from geminal protons or protons in
an aromatic ring) to calibrate the NOE intensities:

rij ¼ Iknown

Iij

� �1
6

rknown ð18Þ

A second way, currently used by the standard protocol in CYANA,
is to use an empirical median distance and to calibrate the median
intensity of all cross peaks collected in the NOESY spectrum,
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i.e. replace the known distance (rknown) in Eq. (18) by 3.9–4.2 Å
and the known intensity (Iknown) by the median of all intensities
[11,12].

If the same procedure is applied to the protein and the ligand
NOEs, the ligand NOE intensities should be scaled by the factors
described in Eq. (17).

For inter-molecular NOEs, the median inter-proton distances
are larger than 3.9–4.2 Å. From an analysis of complex structures
in the protein structure database (pdb, www.rcsb.org), we
observed that the median intra-molecular distances (4.2 Å) are
slightly shorter than the inter-molecular distances and the median
value of the inter-molecular distances is 4.4–4.6 Å, depending on
the complex (overall median value 4.45 Å). This is due to lacking
short distances at interfaces, as they occur e.g. in geminal protons.
Therefore, the inter-molecular distances should be corrected
accordingly.

The obtained distances can readily be used as upper distance
constraints in a CYANA structure calculation protocol [11,12].
8. Structure calculation

Structure calculations of complexes are well-established and
described in detail in the respective manuals of the software provi-
ders, therefore this will not be discussed in detail here [11,13]. As a
potential template for the reader, we supply commented files for a
structure determination protocol with the software CYANA in the
supplementary material. This includes a library file describing
the drug nutlin as a residue for the program CYANA, a residue
sequence file and a structure calculation macro.
9. Conclusion

In this review, we laid out the topics that are most important to
us when dealing with structure determination of protein-ligand
complexes by NMR. Our considerations on sample preparation
and choice of experiments are summarized in Tables 1 and 3,
respectively. The background information and the theoretical con-
siderations on which our choices are based are described in the
text. In between, there are numerous practical tips on e.g. working
with ligands with limited solubility, optimizing experimental con-
ditions, choosing the NOE mixing time and calibration of inter-
molecular NOEs.
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