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Caveats

Not all map fragments are sufficiently readable when printed in black and white. Therefore one should
either use a colour-printed or a digital version to understand all details of the figures.

The test data have been modified for the project and therefore they do not fully resemble the data as
used in production. Also symbolisation and map specifications have been simplified for the tests.
Consequently they are not used as such in practice.
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Abstract

This report presents the EuroSDR research project that studied the state-of-the-art of automated
generalisation in commercial software in a collaboration between National Mapping Agencies
(NMAs), research institutes and vendors. The aims of the study were to learn more about generic and
specific map requirements of NMAs, to show possibilities and limitations of commercial
generalisation software, and to identify areas for further developments based on latest research
advances.

The project consisted of three main steps: requirements analysis, testing, and evaluation.

The requirement analysis (carried out between Oct 2006 till June 2007) resulted in four representative
test cases, formalised and harmonised NMA map specifications for automated generalisation as well
as an analysis of the defined specifications that shows the similarities and differences between map
specifications of different NMAs.

Between June 2007 and Spring 2008 tests were performed by project team members (from NMAs and
research institutes) on out-of-the-box versions of four generalisation systems: ArcGIS (ESRI),
Change/Push/Typify (University of Hanover), Radius Clarity (1Spatial) and axpand (Axes Systems).
At the same time the vendors (except Axes systems) carried out tests with the same test cases with
improved and/or customised versions of their systems. The tests resulted in 35 outputs consisting of
700 thematic layers, where it should be noted that the effort for one test was approximately 1 week.
The evaluation, carried out between summer 2008 and spring 2009, consisted of an evaluation of meta
aspects (based on information recorded by the testers) and of an evaluation of the generalised datasets
themselves. The latter evaluation consisted of three parts that completed each other: a) automated
constraint-based evaluation, b) evaluation which visually compared different outputs for one test case
and c) a qualitative evaluation by cartographic experts.

From the project results it can be concluded that all systems offer potentials for automated
generalisation. However the results highlighted a few issues that identify areas for further
development in both research and commercial systems.

Although the results show that for many problems solutions do exist (e.g. building simplification), the
algorithms are difficult to parameterise and a direct match between parameters and specifications was
often missing. In addition none of the four test cases were fully solved by the out-of-the-box systems.
While some problems are close to being solved (generalisation of individual buildings and roads), a
few problems are far from being solved. Firstly it is impossible with the tested systems to apply
different algorithms and/or parameter values in different contexts. This is either not supported or a
measure to detect the appropriate contexts is missing. Another remaining generalisation software
problem is operations that concern more than one object (e.g. network typification). Also, the
generalisation of the topographic context in an integrated manner with the terrain is not appropriately
covered in the tested systems. It should be noted that some of the missing functionalities were fixed in
the vendors’ parallel tests (e.g. buildings elimination and displacement algorithms in ArcGIS and
Radius Clarity).

Although these results may seem disappointing, some final thoughts may help to put the results in the
right context. Firstly the project had very high ambitions (i.e. many specifications were defined; the
selection of test cases focused on known and complex problems; the ultimate aim of the generalisation
process was high quality paper maps). Secondly, the project is well received by vendors to push
internal developments. In addition it is not a surprise that out-of-the box versions are not capable of
fulfilling NMA requirements, which is also shown by the fact that customised systems are used more
satisfactory in practice. Consequently customisation of the systems should be further developed and
should be one of the focuses in a future project.



Executive summary

In 2006 a project started to study the state-of-the-art of automated generalisation with commercial
software. The project team consists of people from research institutes and National Mapping Agencies
(see title page of report). Four vendors participated in the project: ESRI Inc with the software ArcGIS
(USA), University of Hannover (Germany) with the software modules: Change, Push and Typify
(CPT), 1Spatial (United Kingdom) with the software Radius Clarity and Axes Systems (Switzerland)
with the software axpand.

This report presents the methodology and results of the project.

Chapter 1 presents the project, including research questions, previous research, detailed objectives and
scope of the project.

Chapter 2 presents the methodology of the project. The methodology consists of the following steps:
o Requirement analysis:

o Selection of four test cases representative for typical generalisation problems

o For the four test cases, formalisation of NMA map specifications for automated
generalisation in constraints that define conditions for the generalisation outputs.

o Harmonisation of the constraints. The aim was to identify constraints which are
similar in the specifications provided by different NMAs, and replace them with a
single (generic) one that can be parameterised. The resulting set distinguishes
between constraints defined for one object, constraints that are defined for two
objects and constraints that are defined for groups of objects.

o Analyses of the defined specifications to learn more about similarities and
differences between NMA map specifications.

o Testing

In every test (performed from June 2007 till March 2008) the tester of the project team tried to
translate all defined constraints for the test case into a form understandable by the specific
software. Several templates were designed to capture the test information in a structured and
consistent way:

o Processing template: a file which lists every action of the tester

o Constraint expression template: a file describing how the tester implemented every
constraint

o  All output layers in ESRI Shape format

The tests were performed using the current version of the commercial software (i.e. June, 2007),
although the vendors were allowed to use them in the parallel tests, and also to apply any
customisation specially designed for the tests, in order to show the full potentials of the systems.

o Evaluation:

o Evaluation of system-, processing- and constraint-expression-templates.

o Evaluation of generalised outputs. An evaluation framework was designed to
balance between human and machine evaluation and to expose possible
inconsistencies of the evaluation. The three parts are:

o An automated constraint-based evaluation, where the satisfaction values of some
constraints are computed.

O  An evaluation to compare generalised data, where the different outputs obtained for
a given test case are visually compared to identify and to explain differences
between outputs.

O  An expert evaluation, where cartographic experts of the NMAs that provided the
four test cases evaluated the cartographic outputs of their own generalisation tests.

Chapter 3 presents and interprets the results of the evaluation.
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The evaluation of system capabilities shows that all the software systems provide a set of tools but
none of them achieve globally good results. Despite the current limitations, all four systems can be
implemented to automate partially the generalisation processes and optimise the production
workflows. Topology is only partially managed and 2.5D is only supported in one of the systems.
Some functionality is still missing in all the systems, for example incremental updating and full
contextual generalisation. Although some systems allow the input of generalisation requirements
through constraints or rules, improvements in the definition of the user requirements and their
implementation in the systems would be necessary. Only two of the systems allow the customisation
of provided generalisation tools, for adding new algorithms or modifying existing functionalities in
order to improve the results and facilitate the integration of the systems in a production workflow.
There are also additional minor limitations, such as poor or lack of information about the results of the
generalisation process, including reporting of errors, statistics, measurements, etc.

The analysis of the completed processing templates shows a heavy amount of time spent by most
testers on the installation of the software. The templates also confirm that technical mastery on
generalisation software is essential to reduce the amount of time spent on the tests. Finally the
templates highlight two specific limitations of generalisation solutions in commercial software (which
are known in research), namely the difficulty to parameterise the complex algorithms and the lack of
default tools (for instance default algorithm sequences or default constraints) requiring a lot of user’s
work to find the optimal generalisation solution for a given problem.

In the constraint expression templates, testers entered for specific test case whether they were able to
express the constraints, with the aim to provide insight into what of them can be managed by the
systems. The following main observations are made:
o A considerable amount of constraints (i.e. about 50%) could be expressed fully or
partially in the systems.
o The most supported constraints are those applying to a single object.
o The constraints that were easiest to handle by the testers are the ones common for
all test cases.
Also here, testers indicated that functionalities for parameterisation are missing. In addition they
mention a lack of functionality for defining sensible groups for generalisation.
Although conclusions from the analysis of the templates meet the objectives of the research of
quantifying the state-of-the-art of automated generalisation, many biases were detected which may
cause readers drawing wrong conclusions. Examples are that the importance of constraints was not
taken into account and that the results are dependent on the specific constraints that were defined (and
ignored) for the test cases.

Besides the above evaluation of side products of the tests, the generalised data themselves were
evaluated with three methods.
Most of the time of the automated constraint-based evaluation was put in developing the prototype
(due to the faced complexities). Consequently only a limited number of constraints (that were
sufficiently formalised) could be evaluated: minimum area of buildings, minimum distance between
buildings and minimum distance between roads and buildings. Because of this limited number, the
results should be interpreted with care. In addition, although one constraint achieves good results in
the evaluation, it may be possible that the generalisation result is not the expected result. For example,
the more deleted buildings, the higher the chance to satisfy the minimum distance constraint. But
many deleted buildings are definitely not what one would expect for a good generalisation solution,
despite the high satisfaction value on minimum distance.
Conclusions from the evaluations that can add (partly) to the research questions are:
o All systems provide general good results for minimum area of buildings constraints (except in
densely built areas), although for same test cases and same systems very different results were
achieved.



o0 Only CPT and axpand achieved good solutions for the minimum distance between buildings
constraint.

o The characteristics of the initial data heavily influence the constraint violation.
Apart from evaluating the automatically generalised data, the evaluation prototype was applied to
interactively generalised data of Kadaster, scale 1:50k (the target dataset of the test case of Kadaster)
to better understand how this type of evaluation can indicate the overall quality of generalisation
output. This test confirmed that many detected violations do not necessarily indicate bad
generalisation solutions. Firstly because cartographers can take a flexibility around parameter values
into account which is not possible in automated evaluation. In addition constraints do not necessarily
describe cartographic conflicts. Therefore more research is required to better define constraints with
respect to automated evaluation. In addition, to aggregate the evaluation results of several constraints
better understanding of the impact and dependencies of several constraints is required.

Several focus zones per test case were visually analysed in the comparative evaluation, resulting in
conclusions regarding capabilities of the systems with respect to the NMAs requirements. First, only a
few generalisation problems that were raised by the test cases appear to be fully solved by the out-of-
the-box systems, this is true for complicated problems, but also for classical problems. For algorithms
that are available their parameterisation is difficult. Some of the shortcomings seem to be under study
and/or have been corrected by the vendors, as shown by the results obtained by the vendors in their
parallel testing (buildings elimination and displacement algorithms in ArcGIS and Radius Clarity, for
instance).

The comparison evaluation also showed that outputs for one test case can be very different. This can
be explained by difficult parameterisation and by sometimes fuzzy NMA specifications that do not
express fully their actual requirements. In addition constraints appeared not to be always capable of
defining without ambiguity what is expected. Consequently testers that were familiar with the test data
and knew what would be expected obtained other results than testers that were new to the data.

In the expert eval uation the respondents were able to evaluate generalised outputs on individual
constraints taking the specific context into account.

The expert evaluation showed that the generalised outputs scored well on the global indicators
‘Deviation from the map of the original data’ and ‘Preservation of geographic characteristics’. On the
other hand the generalised outputs scored less positive on the following global indicators: Legibility,
Manual editing required, Number of main detected errors, Information reduction, Number of main
positive aspects.

It should be noted that good scores on preservation are biased for situations where no generalisation
has been done as outputs are globally assessed as undergeneralised (i.e. they score badly on
Information reduction).

The expert evaluation also studied how cartographic experts perceived the solutions of individual
constraints, which showed that best results are obtained for constraints on individual objects,
specifically for roads and buildings (in line with the results of automated constraint-based evaluation).
The solutions for other constraints received worse scores.

Finally the expert evaluation identified noticeable differences between software systems and test cases,
which may show the fitness for one system to handle the specificities of a given test case, examples
are relatively high scores of CPT for minimum dimensions, granularity and quantity of information of
buildings, as well as for minimum distance constraint. In case of preservation constraints, noticeable
differences may also indicate situations that are not touched at all by some systems, where other
systems did perform (some) generalisation. Examples are relatively high scores of axpand and Radius
Clarity for shape and spatial distribution of contour lines, of which it was known that they had not
been generalised.

Differences between project team testers’ and vendors’ outputs show also that either mastery of the
software is required to obtain the best possible solutions (for example CPT) or that, depending on the
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cases, the vendors have really made an effort on the additional developments for their parallel testing
(for example Radius Clarity).

Chapter 4 describes the vendors’ tests.

University of Hannover performed tests on all four test cases with the same version of the software as
was tested by the project team. From these tests we can see that mastery of the system considerably
reduces the amount of time and produces the best results for this software (in which parameterisation
is not straightforward).

ESRI performed tests on one test case using a research prototype, i.e. optimisation engine, which
shows promising techniques for displacement (not available for project team testers) and building
generalisation.

1Spatial extended their tests on two test cases with a few additional algorithms that were not available
to the project team. Therefore also for this software the displacements algorithms, that are
fundamental for generalisation, were only used in the vendor tests.

Axes Systems did not perform tests themselves.

Chapter 4 also lists some developments compared to the versions tested in our project. These
developments are provided by the vendors and are therefore not tested. In addition, the vendors
provided us with references and examples that show satisfactory use of the software in practice, which
are also included in Chapter 4.

Chapter 5 lists several conclusions that show the capabilities and limitations of commercial software
for automated generalisation with respect to NMA requirements.

o All the tested systems offer potentials for automated generalisation, especially for handling
constraints on single objects. However only a few generalisation problems raised in the project
appeared to be fully solved by the out-of-the-box systems. The tested systems provide generic
solutions which are not directly applicable to the specific cases.

o In line with the first conclusion, cartographic experts in the expert evaluation did not score the
generalised outputs very high, with some exceptions.

o For some classical problems not all needed functionalities are provided by the out-of-the-box
systems, e.g. contextual problems, situations that require displacement (provided by only two of
the four software systems).

o For other classical problems, algorithms are present but the tests highlighted difficulty to
parameterise the complex algorithms (a direct match between the parameters and constraints was
mostly lacking), difficulty to detect where and how to apply the algorithms and the lack of
default tools, for instance default algorithm sequences or default constraints.

The results may look disappointing. However they should be interpreted with care because of the high
ambitions of the project (very precise generalisation requirements, test cases contained a selection of
complex/known problems, focus was on the production of high quality paper maps). One should be
aware that the functionality available in the four systems does enable to automate part of the
generalisation processes and to optimise the production workflows. Another relevant remark is that
some of the shortcomings, that have been solved at NMAs or research institutes, were tackled by the
vendors in their parallel testing (buildings elimination and displacement algorithms in ArcGIS and
Radius Clarity, for instance). Also the results confirm that customisation is definitely required to tune
the capabilities of the systems to the requirements of specific test cases. Customised systems are used
more satisfactory in practice.

Chapter 5 also identifies topics for further research that were identified during the project, they are:
o Defining map specifications as constraints, or more generally how to express the user
specifications into a format understandable by a generalisation system (constraints may not be
the optimal way to describe all generalisation problems).



o Formalising and evaluating preservation specifications, i.e. better understand the concepts
involved (e.g. shape, urban area) and how to mathematically describe both the concepts and the
accepted modifications.

o Constraint-based generalisation, i.e. how to address a notion of flexibility in automated
generalisation and how to aggregate constraint-by-constraint assessments.

o Improving the constraints, i.e. complete the list as result of the project, better formalise the
constraints and refine them to better address cartographic conflicts.

o Evaluating generalisation software on criteria beyond constraints, such as studying whether the
software preserves topology and links between initial and output data, whether it contains
parameterisation possibilities and how these function, how the software perform on
generalisation characteristics that do not fit in constraints, what the scalability/performance is of
the software and, most importantly, studying customisation possibilities.
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1. Presentation of the project

1.1 Introduction

Research in automated map generalisation has yielded many promising results (Mackaness et al.,
2007). At the same time, vendors face difficulties in implementing automated generalisation solutions
in commercial software (Stoter, 2005), which occurs for several reasons.

First, a formal definition of map specifications is lacking. Although a satisfying generalisation
solution can be defined in general terms—e.g., as a map that reduces the details and discerns regional
patterns, that is aesthetically pleasant, and enables users to succeed in a given task (Mackaness and
Ruas, 2007)—it is difficult to specify specifications into such a format and knowledge level in such a
way that they can steer the automated generalisation process. Second, software vendors need map
specifications that are shared by several map producers such as National Mapping Agencies (NMAs)
to justify their investments. Such shared generalisation specifications are not easy to formulate
because of differences in data models, level of detail of initial data, landscapes to be mapped, scales to
be produced, etc. A final reason for the difficult implementation of automated map generalisation is
that generalisation process has a subjective part in which more than one ideal generalisation result is
often possible. This subjectivity in solving cartographic conflicts cannot be automated.

To address these difficulties, we conducted a study on the state of the art of automated map
generalisation in commercial software. Moreover, through the study we aimed to learn more about
generic and specific map specifications of NMAs, to encourage and support vendors in implementing
these specifications in commercial software, and to identify areas for further research.

The two main questions of our study were:

What are the capabilities and limitations of commercial software systems for automated generalisation
with respect to NMA specifications?

What different generalisation solutions can be generated for one test case and why do they differ?

The study took place in the framework of EuroSDR (European Spatial Data Research), where NMAs,
research institutes, and private industry work together on research topics of common interests.

Four software vendors have participated in the project. They are: ESRI Inc (USA), University of
Hannover (Germany), 1Spatial (United Kingdom) and Axes Systems (Switzerland). ESRI includes all
the generalisation functionalities in the software ArcGIS, the University of Hannover provided three
generalisation modules: Change, Push and Typify (CPT), Radius Clarity is the generalisation
software from 1Spatial and Axes Systems provided their generalisation tools in the software axpand
which turned into a new system shortly after the tests began in 2007. The tests were performed on
versions that were commercially available in June 2007. However the vendors were invited to perform
parallel tests on newer or customised versions of their software to show the full potentials, as will be
described later on.

Because this is the first research that evaluates specific aspects of output maps generalised by different
systems and different testers, taking into account the differing map requirements of several NMAs, an
important research aspect was the applied methodology itself; how to set up a case study for studying
the-state-of-the-art of commercial generalisation systems; how to specify both generic and NMA
specific requirements for automated generalisation; how do automated generalisation processes work;
how to perform evaluation of generalisation output; how does the constraint approach, as adopted in
this research, work in practice and what further research is needed in this area?

The research started in November 2006 and this is the final report of the research. It describes the
methodology applied for the requirement analysis, for the testing and for the evaluation, as well as the
final results, information provided by the vendors, conclusions and further research.

The report is structured as follows.



In this first chapter, previous research on map specifications for automated map generalisation is
described (Section 1.2) and the scope of the research is outlined (Section 1.3). Also the project set up
is described in Section 1.4.

2 presents the methodology which consisted of four parts: requirement analysis (Section 2.1), testing
(Section 2.2), evaluation of systems, test processes and constraint expressions (Section 2.3) and
evaluation of the generalised outputs (Section 2.4). The evaluation of the generalised outputs (the
most important part of the project) consisted of an integrated approach of automated-constraint based
evaluation, an evaluation that compares different outputs for one test case and an expert evaluation.

3 presents the test outputs (Section 3.1). It then continues presenting the evaluation of the capabilities
of the systems (Section 3.2), the evaluation of the test processes (Section 3.3) and the evaluation on
how the constraints were expressed according to the testers (Section 3.4). The evaluation of the
generalised outputs is then presented. The automated constraint-based evaluation is presented in
Section 3.5, the comparison evaluation is presented in Section 3.6 and the expert evaluation is
presented in Section 3.7. Chapter 5 describes the vendors’ tests. Finally Chapter 4 answers the
research questions and presents conclusions and recommendations for further research.

1.2 Previous research related to map specifications for automated map generalisation

An overview of previous studies on formalising map knowledge for automated generalisation can be
found in Sarjakoski (2007). Various researchers have studied specifications for automated map
generalisation Foerster et al. (2009). Miiller and Mouwes (1990) examined existing map series to
conclude that “superficial” generalisation knowledge exists in the form of map specifications written
down for interactive generalisation. Complementary to this “superficial” knowledge, cartographers
use “deep” generalisation knowledge to interpret superficial knowledge. This deep knowledge is much
harder to automate. Rieger and Coulson (1993) carried out a survey among a group of cartographers
performing interactive generalisation and concluded that a common view on the classification of
generalisation operators does not exist. Nickerson (1991) and Kilpelainen (2000) acquired knowledge
from experts to define rules for knowledge-based map generalisation. Various studies used reverse
engineering to collect generalisation knowledge by comparing map objects across scales (Buttenfield
(1991); Leitner and Buttenfield (1995); Weibel (1995)). Other studies describe methods to generate
rules from interactive generalisation carried out by a cartographic expert (Weibel (1991); Weibel et al.
(1995); McMaster (1995); Reichenbacher (1995)). Several studies applied machine learning
techniques to convert expert knowledge into map specifications for automated generalisation, e.g.,
Weibel et al. (1995), Plazanet et al. (1998), Mustiere (2001; 2005) and Hubert and Ruas (2003).
Brewer and Buttenfield (2007) ran map exercises with students, on different datasets at various scales,
to provide guidelines for generalisation processes.

Our study builds primarily on the research by Ruas (2001), which took place within the European
Organization for Experimental Photogrammetric Research (OEEPE; the predecessor of EuroSDR) and
investigated the state of the art of generalisation by evaluating different interactive generalisation
software. Ruas’s study aimed to obtain insight into generalisation processes for cartographic
purposes—not to evaluate generalisation systems or complete generalised output. The OEEPE study
tested five platforms on three generalisation cases for a selection of themes. Generalisation operators
on individual objects or groups of objects were triggered by testers’ interaction. Because of a lack of
written specifications, the target maps served as examples. Templates developed for the project
included lists of cartographic conflicts, operations, and algorithms.

Several of Ruas’s recommendations (derived from the previous OEEPE study) are relevant for the
methodology applied in our project. First, a formalised description of specifications for the output
maps should help to obtain better solutions. Furthermore, tests should be evaluated by a more flexible
and digital method, since the manual tracing of all testers’ output in Ruas’s study was extremely
labor-intensive. Finally, tests should use symbolisation information to standardize the outputs. In our
study we have implemented all of these recommendations.
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1.3 Scope of the current study

Several aspects defined the scope of the study.

First, the aim of the study was to obtain knowledge on different aspects of automated map
generalisation with respect to NMA specifications, and to discover how these are implemented in
commercial software. Therefore the project did not rank the systems on their capabilities.

Second, our study focused on map specifications of NMAs and did not consider requirements of map
end-users. However the results are highly relevant for other mapping applications that may benefit
from automated generalisation such as web mapping.

Third, our study focused on large- to mid-scale generalisation, since the involved NMAs considered
this the most time-consuming generalisation task of current production lines.

Fourth, the generalisation processes in our study should not contain any interactive selection of the
objects that needed to be processed. The tester is only allowed to setup workflows that will then be
applied to an object class (theme) or a spatially indicated area (partition).

A final focus of the study was to limit the tests to commercially available versions of software to
allow us to conclude on generalities. Consequently, research team testers, either experienced or
inexperienced with the systems, were not allowed to customise the software nor to program new
algorithms nor to edit results in any part of the process. This did not mean that the implementation of
specifications was straightforward: all tested systems—ArcGIS (ESRI), axpand/Genesys (Axes
Systems), Change, Push, Typify (University of Hannover) and Radius Clarity (1Spatial) —provide
considerable flexibility to deal with the specifications. Consequently, many decisions on how to
express the specifications were left to the testers. In some systems testers had to decide on the order of
addressing the specifications; in other systems they had to decide which algorithms and parameters
values to use. Therefore, all tests required considerable effort to align the functionality of the systems
with specific test cases. In addition the project team testers did not receive any product training for
any of the systems. One should be aware that this may not fully reflect how the software systems are
used in practice: most systems are introduced at new customizers with introductory trainings (for
additional costs). Therefore the documentations (i.e. manuals) are often meant as reference material
where as the testers in this project relied on the documentation to support their familiarisation with the
products. This might have minor impact on the results, as will be discussed further on in the report.

To enable vendors to show all the potentials of their system, they performed parallel tests in which
they were allowed to customise and develop new algorithms. The results of the vendors’ tests are
reported in Chapter 4.

1.4  Project set up

The project team carrying out this three years project, consisted of experts in several areas. Some
members of the project team contributed from the start (i.e. attended the initial meeting in Enschede,
October 2006) till the end (i.e. writing this report). Other members were temporally dedicated to the
project, mostly because they moved to other jobs during the project. All project team members are
introduced on the title page of this report. The budget of the project was about € 5000. Consequently
all time dedicated to the project as well as travel money was compensated by the participating
organisations.

Besides the essential input of the project team members, the project gained largely by the vendors’
participations. The vendors provided free licenses of their generalisation software and supported
testers during the tests. In addition they performed parallel tests (see Chapter 4). Also two meetings
attended by both the project team members and the vendors were organised to discuss (intermediate)
results: in November 2007 and in September 2009.The remainder of this report describes the results of
the team’s activities during the project.



2. Methodology

This chapter presents the methodology applied in the research, consisting of: requirement analysis
(Section 2.1), testing (Section 2.2), evaluation of system capabilities, test processes and constraint
expressions (Section 2.3) and evaluation of the generalised outputs themselves (Section 2.4).

2.1 Requirement analysis

The requirement analysis consisted of four steps:
o Selection of test cases representative for typical generalisation problems
o Formalisation of NMA map specifications for automated generalisation.
o Harmonisation of the specifications resulting in one generic set of NMA map
specifications within the context of our study.
o Analyses of the defined specifications to learn more about similarities and
differences between map specifications of NMAs.
The results of these steps, which were obtained between October 2006 and June 2007, are reported in
this section.

2.1.1  Selecting the test cases

The first step in the requirement analysis was the selection of test cases representing problems for
automated map generalisation. To meet this objective, we generated a list of outstanding map
generalisation problems based on the OEEPE research completed with the research team’s own
experience. Examples of these problems are building generalisation in urban zones, mountain road
generalisation, solving overlapping conflicts in locally dense networks, pruning of artificial networks,
and ensuring consistency between themes in particular areas such as coastal zones. Some of these
problems have been tackled in research, resulting in at least partial solutions. However, we wanted to
evaluate complete solutions in commercial systems, and, therefore, these problems were also
identified as representative map generalisation problems. We selected four test cases that included all
these problems (see Table 1) provided by Ordnance Survey Great Britain (OSGB), Institut
Géographique National, France (IGNf), The Netherlands’ Kadaster (Kadaster) and Institut Cartografic
de Catalunya (ICC) .
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Urban area 1:1250 | 1:25k OS Great Britain 37 buildings, roads, river, relief
la\/r[:auntamous 1:10k 1:50k IGN France 23 village, river, land use
Rural area 1:10k 1:50k Kadaster, NL 29 sma.11. town, land use, planar
partition
Coastal area 1:25k 1:50k ICC Catalonia 74 Vlllage, land use  (not
mosaic), hydrography

Table 1: Test cases selected for the EuroSDR research.
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The NMAs modified their test datasets to prepare them as input for the generalisation tests, e.g.,
details such as rich classifications were removed from the datasets and the datasets were translated
into English. In addition, to be able to define specifications of the output maps with respect to
symbolised objects and to assure uniform outputs, the NMAs defined symbols for the outputs. Figure
1 shows samples of the source datasets. The complete input maps and symbols descriptions of the
output data are added in Appendix I respectively Appendix II (only digitally available). It is important
to note that these inputs have been modified for the project and therefore they differ with the original

datasets and symbols as used in production.

IGN France- source dataset,II:IOK

Kadaster source dataset, 1:10k

OS GB source dataset, 1:1250
Ordnance Survey © Crown Copyright. All rights
reserved.

Figure 1 Samples of source datasets in the EuroSDR generalisation study. Maps are reduced in

size.




2.1.2  Formalisation of NMA map specifications for automated generalisation

In the task of formalising map specifications for automated generalisation, we can distinguish between
two stages. The first stage is to describe the specifications in a way that the users (in our case the
testers of the systems) fully understand what they should try to obtain with the system. The second
stage is to translate these specifications in a format understandable by the generalisation system. The
first stage was completed by means of cycles between the data providers and the research team. The
second stage was completed by the testers during the test process.

To implement research theories, we defined NMA map specifications as a set of cartographic
constraints to be respected. In previous research on generalisation, the use of constraints is a common
method to define specifications and to control and evaluate the automated generalisation process.
Examples are McMaster and Shea (1988), Beard (1991), Ruas (1999), Bard (2004), Barrault et al.
(2001), Ware et al. (2003), Burghardt and Neun (2006), and Sester (2000). Constraints express how
generalisation output should look without addressing the way this result should be achieved, e.g., by
defining sequences of operations.

We developed a template for a uniform way to define constraints in the four test cases. In the template
specific properties of the constraint can be defined such as condition to be respected and the geometry
type and feature class(es) to which the constraint applies (see Appendices III, IV and V and Table 3).
The template distinguishes between constraints on one object, on two objects, and on groups of
objects. An importance value indicates the importance of satisfying the specific constraint in the final
output. This value does not indicate in what sequence the constraints should be solved (Ruas, 1999).
Satisfying less important constraints first may be necessary to satisfy more important constraints later.
For example, generalisation of buildings should start with reducing density before trying to cope with
overlaps, even though non-overlapping constraints are more important than density constraints. NMAs
could also propose an action to support the tester in finding the most desired generalisation solution.
This is because in some cases NMAs know what action should be taken to meet the constraint
optimally, e.g., the constraint “minimal depth of protrusion of a building” can be solved by the two
actions “exaggerate detail” or “eliminate detail” which will provide very different results.

2.1.3  Harmonising NMA map specifications for automated generalisation

NMAs defined their map specifications for automated generalisation in the developed template by
analyzing text-based map specifications, mapping applications and cartographers’ knowledge. Initially
a large number of constraints were defined for the four test cases (about 250), which often covered
similar situations.

In the next step we harmonised the constraints. The aim was to identify constraints which are similar
in the specifications provided by different NMAs, and replace them with a single one that can be
tuned. This was needed for two reasons. Firstly, to simplify the tests; once a tester had expressed the
constraint for one test case, (s)he could perform the same actions to express a similar constraint for a
second test case. Secondly, harmonisation enabled us to compare results for similar constraints across
the test cases.

For the harmonisation, similar constraints across the four test cases were identified by carefully
comparing the four constraint sets. The harmonisation resulted in a list of generic constraints. A few
constraints were so specific that they remained as a specific constraint. Examples are OSGB
constraints addressing how buildings should be aggregated depending on the initial pattern. The
harmonisation process resulted in 45 generic constraints: 21 generic constraints on one object (see
Appendix III), 11 constraints on two objects (see Appendix 1V), and 13 constraints on a group of
objects (see Appendix V). The harmonised constraints describe those properties of the constraints that
are generically applicable. These constraints contain blank entries to be completed by NMAs to define
their constraints as specification of the generic constraints. The columns in the harmonised set (e.g.
Class, Action, Importance) only contain values when the value is applicable for any case, except for
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the column ‘Condition to be respected’ which is always filled, mostly with non-specified parameter
values. In all other cases NMAs can specify their classes, actions and importance values to define their
constraints as specification of the generic constraints.
Table 2 shows examples of generic constraints on one object, two objects, and a group of objects (the
constraint type will be introduced in the next section).

Constraint type | Property | Condition to be respected
Constraints on one object
Minimal dimension Area target area > X map mm’; target area =
initial area = x %
Width of any part target width > x map mm
Area of protrusion/recess target area > x map mm?2
Length of an edge/line target length > x map mm
Shape General shape target shape should be similar to initial
shape
Squareness [initial value of angle = 90° (tolerance =
+ x°)] target angles = 90°
Elongation target elongation = initial elongation +
X %
Topology Self-intersection [initially, no self-intersection] no self-
intersection must be created
Coalescence coalescence must be avoided
Position/Orientation General orientation target orientation = initial orientation +

X %

Positional accuracy

target absolute position = initial

absolute position = X map mm

Constraints on two objects

Minimal dimensions

Minimal distance

target distance > x map mm

Topology Connectivity [initially connected] target connectivity
= initial connectivity
Position Relative position target relative position = initial relative

position

Constraints on a group of objects

Shape Alignment initial alignment should be kept
Distribution & Statistics Distribution of | target distribution should be similar to
characteristics initial distribution
Density of buildings | target density should be equal to initial
(black/white) density + x %

Table 2 Examples of harmonised constraints

After all four NMAs agreed on the harmonised constraints, they redefined their initial constraints
using the generic filled up using their own feature classes, thresholds, parameter values, and preferred
actions, see Table 3 for an example of ICC (all NMA specific information is indicated in bold, italic).
The NMA specific constraints defined for this research are added as Appendix VI (only digitally
available). It should be noted again that these constraints do resemble the NMAs’ requirements, but



they have been altered for the project. Consequently they are not the true map specifications of the

concerning NMAs.

Item in constraint

Example on one object

Example on two objects

Example on group

template of objects
Constraint ID ICC-1-22 ICC-2-21 ICC-3-18
Geometry type polygon polygon — line polygons
Feature class 1 quay adjacent to sea building building
Condition for | depth of protrusion > 1 map | Distance between building

object being | mm and road < 0.5 map mm

concerned with this
constraint

Constrained width of protrusion/recess orientation density of buildings
property (black/white ratio)
Condition depends | no yes yes

on initial value?

Condition to be

target width > 0.2 map mm

building must be parallel to

target density should

respected road be equal to initial
density = 20 %

Action collapse to a line

Importance of | 3 3 3

constraint (1 to 5, 1

is less important)

Exception

Schema to illustrate

if needed

Additional for constraints on two objects:

Feature class 2 road

Condition for both objects are parallel (+ 15°)

objects being

concerned with this

constraint

Additional for constraints on group of objects:

Kind of group urban block

Kind of objects of buildings

the initial data surrounded by

composing the minimal cycle of

group roads (in  urban
areas)

Table 3 Example of ICC map specifications defined as constraints that extend the EuroSDR
harmonised constraints.
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2.1.4  Analysing the test cases

To obtain more in-depth knowledge on NMA requirements for automated map generalisation, the
final step of the requirement analysis was the comparison of constraints across the four test cases.

For this comparison, one should realise that the constraint sets do not reflect all generalisation
problems of NMAs. Firstly the NMAs had to limit their constraints to those describing the main
problems in the test area and to constraints that were more or less straightforward to formalise.
Secondly the constraints were defined without running any automated generalisation process which
would have shown both missing and unclear constraints. Lastly the amount of time allocated to the
testers would never enable them to set up the equivalent of a complete generalisation production line,
handling all requirements for one given map scale and therefore NMAs limited their efforts on
constraints that could be tackled within the context of the tests.

For the comparison of constraints among the four test cases we used three criteria: 1) the number of
objects taken into account in the constraints, 2) the type of the constraints, and 3) the feature class for
which the constraints were defined.

For the constraint type we distinguished between two main categories: legibility constraints and
preservation constraints (Burghardt et al., 2007). Preservation constraints are completely satisfied at
scale transitions. These are constraints prescribing preservation of topology, position, orientation,
shape, and distribution/statistics. Preservation constraints may be violated when operations are applied
for ensuring legibility (minimal dimensions and granularity). Legibility can be investigated
independently of the source dataset, while preservation always has to be evaluated in correlation with
the source data. Besides legibility and preservation constraints, we identified ‘model generalisation’
constraints. These refer mainly to constraints for removing certain feature types from the data (e.g.
‘cycle path’ in Kadaster test case or ‘wall’ in ICC test case), and also to avoid that objects with
different attributes are aggregated, for example different types of buildings in OSGB test case should
not be aggregated.

Constraint type
Number  of] .
. Mo |Leg- . Feature classes involved

» |objects . .= |Preservation

= del |ibility

.g v'g

2 < 3

5 @ .5 2
Test case| 2 2l 5| & b=

°cl.lz|5|l=5|2 & 8

B[22 222 |5 E Z

e |22l S| &lE2E S > | -2 S

S ||| g | CE|g S 8 5 | 2 =

= ol g 3 = % .2 g ol 22| . g = || 8 o
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= | 8|88l |Sa|fo|la|le|laldlalldlelz|g|lo]<]|E
ICC 137 |86 |23 |28 |12 (80 014 19 {12 [5 [5 |39 [20]16 |25 |8 |19 |9 |1
Kadaster[52 |27 [21 |4 |11 |18 110 {1 |6 [0 (15 |10 |13 23 {3 [0 [0 [0 |3
IGNF |61 |32 |15 [14 |2 |15 2014 1512 )2 [9 33 [2 129 2 [0 ]2 |1
OSGB |49 [24 |13 |12 |2 |16 10 10 |8 [0 (22 |24 |1 (8 (1 |8 |0 |2 |5
Total 299 1169172 (58 116 [ 129 (4|8 |35 [38 |7 |51 |106 |36 [59 |38 |18 [19 |13 |10
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Table 4 Analysis of constraints of the test cases, classified on various criteria

Table 4 shows the results of comparing the four constraint sets using the three criteria. Several
conclusions can be drawn from this table. First, the ICC test case contains a large number of
constraints compared to the other cases. This can be explained by the large number of feature classes
(see Table 1) resulting in several similar constraints for different types of roads. Secondly, most




constraints are defined for one object in all four cases, whereas the fewest constraints are defined for
groups of objects, most likely because it was difficult to formalise constraints on groups of objects.
Finally, constraints for ensuring minimal dimensions are important in all four test cases, most
probably because it is straightforward to define this type of constraints.

Another observation is that topological constraints are defined on a more general level such as
“preserve topological consistency and connectivity,” “self-intersection not allowed,” or “keep
adjacency.” It is notable that there are only a few shape constraints defined by Kadaster. Position and
orientation constraints are sparsely specified by all NMAs, and they refer only to buildings. Besides
that these constraints are easiest to define for buildings, this is because cartographic conflicts on
buildings are more evident in the results, and that buildings are expected to be displaced more often
than other objects during the generalisation process. A final conclusion of this analysis concerns the
feature classes that were included in the constraint definitions. All four test cases contain many
constraints on buildings, land use, and roads. The reason for the importance of these classes in the
constraint sets is most likely because these are the most frequently occurring objects and the most
significant for users of the map and therefore most (interactive) generalisation is applied to these
objects. The variation of constraints among other feature classes is a result of the relative importance
of certain feature classes within the four chosen test cases; e.g., constraints on coastal features are
dominant in the ICC case.

2.2 The test process

The tests were performed from June 2007 till March 2008 by generalisation experts on the
commercial version of the software systems available in June 2007. In November 2007, first results
were discussed within the project team as well as with the vendors. During this meeting it was realised
that it would be beneficial if vendors would submit improved versions of their software to be tested.
The main drive for such an extension of the project was that the availability of map requirements and
the first test experiences might help vendors to improve their systems. Vendors were invited to submit
a new version of their software by 31st of March 2008. Some vendors showed high interest in
submitting a new version of their system, but in the end, none of the vendors decided to go ahead and
to submit a new version in March 2008.

In the tests performed by project team testers no customisation of the software was allowed nor was it
allowed to develop new algorithms or to edit results afterwards. Every system was tested two to three
times on all four data sets. Every system was tested both by testers who were skilled and testers who
were unskilled with the system.

In every test, the tester tried to translate all defined constraints into a form understandable by the
specific software (the second stage of defining map requirements as indicated in the previous section).
The generalisation process must either be triggered by a class of objects (theme) or by spatially
indicated areas (partitions), i.e. the tester was not allowed to trigger operations on an object by object
basis as in the former OEEPE research.

Several templates were designed to capture all testers’ information in a structured and consistent way
enabling a flexible method for evaluation. For every test case, the following information was produced
by the testers:

o Processing template: a file which lists every action of the tester and the amount of
time that the action took.

o Constraint expression template: a file describing how the tester implemented every
constraint (fully/partially/not; how was the constraint expressed; how was the
constraint handled).

o all output layers in ESRI Shape format.

o pdf-file of the output map.

Apart from the per-test information, testers provided information on the functionalities and
performance per system in a system template.
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Although new software versions were not available for testers, the vendors were allowed to use them
in the parallel tests, and also to apply any customisation specially designed for the tests, in order to
show the full potential of the systems. The vendors’ tests are reported in Chapter 4.

2.3 Evaluation of system capabilities, test processes and constraint expressions

The evaluation of the results was done from September 2008 to spring 2009 and consisted mainly of
evaluating the generalised outputs (see next section). On top of this, the templates completed by the
testers with additional information on the tests were evaluated to better answer the research questions.
The completed templates considered in this evaluation were the system templates (supplemented with
other information such as collected from available manuals), the processing templates, and the
constraint expression templates. Results of this evaluation are reported in Section 3.2 till 3.4.

2.4 Evaluation of generalised outputs

Evaluating the generalised outputs was the main part of evaluating generalisation in commercial
software.

Evaluating generalised data can serve three main tasks: evaluation for tuning the generalisation
system prior to generalisation, evaluation for controlling the generalisation process during
generalisation, and evaluation for assessing the quality of generalised data after generalisation
(Mackaness and Ruas, 2007). The purpose of evaluating generalised data in our study falls in the last
category. However, the evaluation serves a second, more specific aim, which is learning more about
generalisation processes.

The methodology that we developed to evaluate the generalised outputs of the tests was driven by an
observation by Mackaness and Ruas (2007). They stated that an adequate evaluation framework
should be able to handle the notion that the final output is a compromise between a set of sometimes
competing map objectives. Such a framework should combine human evaluation and machine
evaluation to meet the complexity of evaluation; e.g., machine evaluation can direct the user to those
parts of the solution that are deemed to be unsatisfactory.

Based on this observation and motivated by the constraint-based approach of the requirement analysis
of our study, we developed three integrated methods for evaluating the generalised data:

qualitative evaluation by cartographic experts

automated constraint-based evaluation

evaluation, which visually compared different outputs for one test case

The integration was accomplished by directing experts on situations that were well, badly, or
differently solved according to the automated constraint-based evaluation. In addition, the results of
the visual comparison of outputs were discussed with the experts of the test cases. Conclusions of one
method are also compared with results of the other two methods to identify inconsistent measuring
tools.

All 34 outputs produced by the tests were evaluated. These were 27 outputs delivered by research
team testers and 7 outputs delivered by vendors.

The three evaluation methods are explained in the remainder of this section. More details can be found
in Burghardt et al. (2008). Results of the constraint-based evaluation, the comparison evaluation and
the expert evaluation are presented in respectively Section 3.5, Section 3.6 and Section 3.7.



2.4.1  Automated constraint-based evaluation

The automated constraint-based evaluation compared the measured final value (e.g. ‘size’) for a
constraint with an ideal final value. For this evaluation an OpenJump prototype (OpenJump, 2008)
was developed (see Figure 2). This prototype implemented the automated evaluation of two legibility
constraints: ‘target area > x map mm” (for one object) and ‘target distance > x map mm’ (between
two objects). The outcome of these evaluations is either O (perfect solution) or 1 (violated constraint).
Although the implementation of automated evaluation of these two constraints was more or less
straightforward, the implementation for most other constraints appeared to be difficult and was
therefore not realised. The reason for this is that the definition of constraints mainly aimed at being
unambiguously clear for testers. Therefore we did not endeavour to make them as formal as possible.
Although for some constraints (e.g. shape and spatial distribution) it is known that the definition and
the measurement is complex, a higher level of formalisation could have been achieved. A constraint
such as “initial and generalised shape should be similar” is less formal than the constraint “preserving
width-length ratio”. For this reason specifically the constraints defined for group of objects appeared
to be very difficult (if not impossible) to evaluate in an automated manner, examples are constraints
on networks, patterns and spatial distributions.

Experiences with the prototype provided important insights for this evaluation method, for example
the suitability of the method to identify the overall quality of a generalised map. These insights were
obtained by applying the prototype to interactively generalised data, see Section 3.5.1. However, it is
important to realise that the results obtained with this evaluation only have low impact on the overall
results of the project. This is because most of the time used to work on this evaluation was put
towards developing the prototype (due to the faced complexities). Consequently only a limited
number of constraints could be assessed.

Results of the automated constraint-based evaluation, i.e. results of applying the prototype to
interactively generalised data and results of three legibility constraints are reported in Section 3.5.1
respectively Section 3.5.2.

n FOLEE JTOET
T

Figure 2 Screen shot of prototype for automated constraint-based evaluation

2.4.2  Comparing outputs

The Comparative evaluation compares all the outputs obtained for a same test case to
o study how different the generalisation results for one test case can be,
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o study how differently the outputs respect the map specifications, and
o understand the noticed differences and the reasons why some map specifications are
not met.

Visually comparing focus zones

The main work performed in the comparative evaluation was a careful visual comparative assessment
of the outputs. Because it was impossible to assess the complete outputs with the resources available
for the test, the following methodology was used. First, a limited set of “focus zones” were identified
(approximately 4 for each test case), on which the visual comparison would take place.

A focus zone consists of one or several spatial extracts of the dataset and a particular known
generalisation problem that occurs on these spatial extracts. An example focus zone is three different
road bend series, where the studied problem is “mountain road generalisation”. The focus zones have
been selected after the testing stage according to the following criteria. The zones:

o cover classical generalisation problems,

o take into account the feedback of some testers regarding the interesting
generalisation problems they had to face while performing their tests. take into
account the knowledge of data producers regarding the problems they expected the
testers to encounter, and the feedback of the testers regarding the interesting
generalisation problems they had to face while performing their tests

The focus zones selected for this evaluation are shown in the section presenting the evaluation results
(Section 3.6).

For each focus zone of each test case, the visual comparative evaluation consisted of several steps:

Get familiar with the specifications (expressed as constraints) related to the studied focus zone, i.e.
understand what was expected. This was done by studying the constraint set associated to the test case
(see Appendix VI, only digitally available).

Extract for each output obtained for this test case, the map extract corresponding to the studied focus
zone.

Visually inspect and compare the collected map extracts. The output data (shapefiles) were also
visualised, overlayed and compared when needed.

Detect the main similarities and differences between outputs and try to explain them. Again, the map
extracts were not always sufficient and the output data were used as well. The first step was to identify
which outputs were right or wrong compared to the specifications, for this we went back to the
constraint definition template. Then, we tried to explain the noticed differences using the constraint
expression templates, where the testers wrote down if (and if not, why) they were able to express the
constraints in the tested system. On top of the constraint expression templates (which were a very
good source of information because often they were well filled), we also used our own knowledge of
the generalisation process and of the tested systems. In addition we had contacts with the testers, with
experts of the tested systems and with experts of the test cases to clarify the unclear situations.

Quantifying differences

On top of the careful visual comparative assessment that constitutes the main part of the comparative
evaluation, some countings have been performed in each output dataset to measure the number of
objects and/or cumulated lengths or areas, on a class by class basis. The aim was to have some
objective indicators showing that the obtained results are sometimes very different.

However, although the output data schema expected for each test case had been fixed, the actual
outputs sent by the testers were very heterogeneous in terms of schema. Putting the performed
countings in a form that would be interpretable would have been very time consuming. Because of
time constraints, these countings have been exploited within this project in a very limited way, and
almost all the conclusions drawn from the Comparative evaluation task rely on the visual comparison



work. Some countings were done as part of the automated constraint-based evaluation (Section 3.5).
Future work could extend these countings.

2.4.3  Expert evaluation

For the expert evaluation, a survey was developed that extends the earlier experts’ survey of the
AGENT prototype (AGENT, 2000). Project team members in each of the four NMAs who provided a
test case were asked to recruit cartographic experts in their institute to complete the survey. The
survey focused both on global indicators and on individual constraints. The global indicators used to
assess the outputs are shown in Table 5.

Global indicators

Level of manual editions required to meet the constraints

Deviation from initial (ungeneralised) data

Preservation of the geographic characteristics of the test area (urban,

mountainous, rural or coastal area)

Legibility

Seriousness and frequency of main detected errors

Number of positive aspects

Information reduction (undergeneralisation / overgeneralisation)
Table 5 Global indicators used in the expert survey

For the assessment of the outputs on individual constraints, it appeared to be impossible to visually
assess if a threshold value, as often used in the definition of the constraints, was met. Therefore we
summarised the original constraints in a set of constraints that could be visually assessed (see Table 6).
Cartographic experts assessed how these derived constraints were solved: either very badly, badly,
well or very well.

Constraints on one object Constraints on two objects Constraints on group of
objects
minimal dimensions spatial ~ separation  between | quantity of information (e.g.
features (distance) black/white ration)

granularity (amount of detail) | relative position (e.g. building | spatial distribution
should remain at the same side
of a road)

shape preservation consistencies between themes
(e.g. contour line and river)
Table 6 Individual constraints used in the expert survey

In a next step the experts were asked to rank the software systems based on their assessment of the
generalisation outputs produced by the systems. At the end of the survey, experts annotated the output
maps with examples of good (g), bad (b) and differently solved generalisation solutions (d) (see
Figure 3).
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Figure 3 Generalisation output of Kadaster test case, annotated by cartographic expert.

Apart from the survey, the experts were provided with the following materials related to the test case
of their NMA:

a map of the input data (see Appendix I);

the constraint set of the test case (see Appendix VI);

PDF’s of the 6-12 generalised outputs as produced by both Project team testers and vendors (see
Appendix VII respectively Appendix VIII). The PDFs were provided so that the experts could zoom
in and/or print the maps;

output Shape files;

a PDF with the focus zones selected for further study in the comparison evaluation (see Section 3.6).
The respondents were asked to consider the outputs generated by the same software as one group, and
select the best solution of such a group to answer the questions in the survey. This would assure the
evaluation of the best available output. If there were, however, considerable differences between the
maps produced by the same software system, the respondents were asked to report this. The
respondents were asked to firstly evaluate the outputs produced by Project team testers. If the vendors’
output differed (much) from outputs of Project team testers, the respondents were asked to evaluate
this separately.

The next chapter presents and interprets the results that were obtained by applying the methodology
that was described above.



3. Results and interpretation

This section presents the results and interpretation of the evaluation phase. Section 3.1 describes the
outputs that were obtained from the tests. Section 3.2 evaluates the system capabilities, Section 3.3
analyses the processing templates and Section 3.4 analyses the constraint expression templates.
Section 3.5, Section 3.6 and Section 3.7 present results of respectively the automated constraint-based
evaluation, the comparison evaluation and the expert evaluation.

It should be noted that this whole chapter deals about the versions of the software that were
commercially available in June 2007. Improvements that have taken place since 2007 are reported in
Chapter 4, based on vendors’ input (Section 4.2).

3.1 Outputs of the tests

It was intended to carry out three tests per system and test case. Consequently theoretically 16 outputs
could have been produced per test case (4x3 from regular testers and 4 from vendors), resulting in 64
outputs. Because in practice not all the expected tests were carried out due to several reasons, in total
34 outputs were obtained, 27 outputs produced by the project team and 7 outputs produced by the
vendors (see Table 7 respectively Table 8 ). The explanation for relatively fewer tests performed with
axpand is that the system was provided several months later to the project team than the other three
systems. Because of the late provision of axpand software, the tests with axpand were also performed
later than the other tests which caused that axpand test results were not considered in all evaluations.
The different evaluations in this chapter explicitly mention when axpand results were not considered.

System  ArcGIS CPT axpand Radius Clarity
Test case

IGN 1 3 2 1

ICC 2 2 0 2

OSGB 1 3 0 1

Kadaster | 2 3 1 3

Table 7 Tests performed by members of the project team

System  ArcGIS CPT axpand Radius Clarity
Test case

IGN 0 1 0 1

ICC 0 1 0 0

OSGB 0 1 0 0

Kadaster | 1 1 0 1

Table 8 Tests performed by vendors

For all performed tests both the Shape output layers and the pdf maps were provided.

The first global evaluations of the output maps showed many differences in the symbolisation of the
outputs maps, most probably because many testers were involved despite the provided symbol
descriptions (they complied in different ways to the provided symbol descriptions). Differences in
symbolisation were also caused because different systems were used to obtain the outputs.
Symbolisation heavily influences the way a map is perceived. Therefore the symbolised maps were
regenerated by one person based on the output shapes in one system and in consultation with the four
NMAs who provided the test cases, before the maps were evaluated.
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All output maps produced by the project team are added as Appendix VII and output maps produced
by vendors are added as Appendix VIII (both only digitally available). Besides these maps, the test
outputs consisted of all output layers (approximately 700) and the completed processing, system and
constraint expression templates.

3.2 Evaluation of the capabilities of the systems

This section describes the main characteristics of the tested systems as well as the quality of available
operators in all four systems as the testers reported them in the system templates. Section 3.2.1 firstly
describes details on the completed system templates. Section 3.2.2 describes per system the
generalisation functionalities (including available algorithms). Section 3.2.3 summarises the
capabilities of the systems. Finally Section 3.2.4 concludes on the main characteristics of the tested
systems.

As mentioned before, it is important to realise that this evaluation is fully dedicated to the tested
versions of the systems. Any developments since then are reported by the vendors in Chapter 4 (but
not tested in the project).

It is important to note that some aspects have influenced the analysis of the software system templates
and have made it hard to draw unambiguous conclusions. The first one is that the evaluation of one
software system, axpand, is not complete because lack of information: only the vendor provided the
software system template and only a novice tester provided it, partially filled. As mentioned in Section
3.1, axpand outputs are incomplete because the system was provided several months later to the
project team than the other systems. The second aspect that makes it hard to draw unambiguous
conclusions one is the poor harmonisation in the criteria to fulfil the templates, especially when a
valuation is required. The last aspect is the unavoidable subjectivity in this (qualitative) analysis and
the summarisation of the templates, as well as in the elaboration of the conclusions.

3.2.1  Details on the completed systems templates

Not all the testers filled the system templates for all the software that they tested. Next tables show the
software systems (rows) used by each tester and the datasets (columns) where the software was
applied. The cells coloured in light grey indicate the system templates provided by the testers or by the
vendors. Not coloured cells indicate templates that were not provided.

Tester / System (expertise) ICC data IGNF data TDK data OSGB data
ICC / ArcGIS (novice) yes - yes -
ICC / CPT (expert) yes yes yes Yes
ITC / CPT (novice) - yes yes Yes
TDK / ArcGIS (expert) yes yes yes Yes
TDK / CPT (novice) yes yes yes Yes
Zurich / axpand (novice) - yes - -
IGNF / Radius Clarity (expert) yes yes yes -
IGNS / Radius Clarity (novice) - - yes -
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Tester / System (expertise) ICC data IGNF data TDK data OSGB data
OSGB / axpand (novice) - yes yes -
OSGB / Radius Clarity (expert) yes - yes Yes
Vendor / System ICC data IGNF data TDK data OSGB data
1Spatial / Radius Clarity - yes yes -
University of Hannover / CPT yes yes yes Yes
ESRI /ArcGIS - - partially -
Axes Systems / axpand - - - -

The templates provided by the vendors have not been used because they used newer or customised
versions of the software.
The template was divided in two parts, the first part aimed to describe the general capabilities of the
system (all answers are presented in Appendix IX), and the second part aimed at evaluating the quality
of the available generalisation operators. In the analysis of the second part of the template, next
criteria have been taken into account:

- To evaluate the operators quality, the following values were possible:

4+ very good

++ good
0 applicable
- weak
/ not available
- Because some unexpected values were found in the templates, the following criteria have

been applied:
“+” was replaced by ” ++”
- “?” has not been taken into account.
- “n.a.” was replaced by “/”
- “=/="was replaced by the value of the previous row
- Nothing was taking into account when the name of the algorithm was indicated
without giving any value
- In some evaluations, some part of the questions related to the quality of the operators is not
fully answered by the testers.
- Other criteria applied in the analysis of the templates have been:
- When the testers provide more than a value, only the highest one has been taken into
account.
- When nothing or a value was assigned and the operator is not available, the value “/”
has been considered.
- When an operator is not applicable on a type of object (for example, Smoothing on
Isolated points), nothing has been considered.
- When the operator is available and the evaluation value is “/”, it has not been taken
into account.
- In the summarised template, the value corresponds to the highest value closest to the average.

3.2.2  Generalisation functionalities of the systems

This section describes, for each software system, the main generalisation functionalities of the
versions used in the project (as documented in the reference guides and in the web pages of the
systems), a summary of the system templates provided by the testers, and a review of the main
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positive aspects and the limitations of the current versions obtained from the previous information.
Appendix IX contains all completed system templates

ArcGIS

Main generalisation functionalities

ArcGIS is a complete GIS platform provided by ESRI. Although ArcGIS 9.3 is not specifically
developed for map generalisation, it does contain tools for automated generalisation of lines and
polygons. In addition, it provides a set of tools for raster data generalisation, which were not tested
because the project only focused on vector data.

The following table lists the tools available in the Generalisation toolset for vector data and provides a
brief description for each one:

Tool Desc || ription

Simplifies a line by removing small fluctuations or extraneous bends

Simplify Line from it while preserving its essential shape.

Collapse Dual Lines|Derives centerlines from dual-line features, such as road casings,

To Centerline based on specified width tolerances.
Dissolve ||Aggregates features based on a specified attribute or attributes..
. Merges the selected polygons with neighboring polygons that share
Eliminate
the largest border or have the largest area.
Simplify Building Slmpllﬁgs the boundary or footprmt. of building polygons while
maintaining their essential shape and size.
Aggregate Polygons Combines polygons within a specified distance to each other into
new polygons.
T Simplifies a polygon by removing small fluctuations or extraneous
Simplify Polygon bends from its boundary while preserving its essential shape.
Smooth Line ||Smooths a line to improve its aesthetic quality.

Each generalisation tool includes a graphical user interface, which allows the setup of parameters and
input and output files. The ModelBuilder utility allows the creation of workflows based in a sequence
of generalisation operations, which can be executed in interactive or off-line mode. The objects are
processed in sequential mode, without taking into account the context and the relationships between
them.

For each tool, the generalisation degree is controlled by the user through parameters:
e  Simplify line:
o Parameters
=  Algorithm: Point remove (simple algorithm that reduces a line by removing
redundant points) or Bend simplify (detect bends along a line, analyze their
characteristics, and eliminate insignificant ones).
= Tolerance.
=  Flag or resolve topological errors, possibly introduced in the process.
= Keep or not collapsed points.
o Considerations
=  Both algorithms may introduce topological errors, such as line crossings, in
the results.




e Collapse Dual Lines To Centerline:
o Parameters
=  Maximum width of the dual-line features to derive centerline.
*  Minimum width of the dual-line features to derive centerline.
o Considerations:
=  Designed for fairly regular, near parallel pairs of lines, such as large-scale
road casings. For natural features, such as irregularly shaped double-line
rivers, unexpected results can occur.
=  Centerlines will be derived based on the specified width parameters. A
dual-line feature wider than the Maximum Width or narrower than the
Minimum Width will not be centerlined.
= The output feature class will not carry the attributes from the input lines.
e Dissolve:
o Parameters:
=  Field or fields on which to aggregate features.
= Choose how to calculate attributes in the output feature class.
= Multipart features are allowed or not in the output feature class.
e Eliminate:
o Parameters:
=  Method used for eliminating neighboring polygons, length or area.
e  Simplify building:
o Parameters:
=  Tolerance.
=  Minimum area for a simplified building to be retained.
= Check or not check conflicts as overlapping or touching, among buildings.
e  Aggregate polygons:
o Parameters:
= Aggregation distance.
=  Minimum area for an aggregated polygon to be retained.
=  Minimum size of a polygon hole to be retained.
= Characteristic of the input features that will be preserved when
constructing the aggregated boundaries: non orthogonal or orthogonal.
o Considerations:
= There will be no self-aggregation, meaning that no aggregation within a
polygon itself where one area of its boundary is less than the distance to
another or between two parts of a multipart polygon.
= The output feature class will not contain any attributes from the source
features. A one-to-many relationship table will be created that links the
aggregated polygons to their source polygons.
= The output may contain overlapping polygons, self-crossing boundaries
and some connecting zones may be too narrow.
e Simplify polygon:
o Parameters:
= Algorithm: Point remove (simple algorithm that reduces a line by removing
redundant points) or Bend simplify (detect bends along a line, analyze their
characteristics, and eliminate insignificant ones).
= Tolerance.
=  Minimum area for a simplified polygon to be retained.
= No check, flag or resolve topological errors, possibly introduced in the
process.
= Keep or not collapsed points.
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o Considerations:
=  Two output feature classes, a polygon feature class (simplified polygons)
and a point feature class (representing polygons that are collapsed to zero-
area).
=  The polygon output will carry all the input fields. The point output will not.
= A small polygon near a larger polygon can end up inside the larger polygon
due to a relatively large tolerance.
Smooth line:
o Parameters:
=  Algorithm: PAEK (Polynomial Approximation with Exponential Kernel,
the smoothed line will not pass through the input line vertices) and Bezier
interpolation (fits Bezier curves between vertices).
= Tolerance, for PAEK algoritm.
=  Preservation of the endpoints for closed lines, for PAEK algorithm.
=  Flag or not check topological errors.
o Considerations
=  Both algorithms may introduce topological errors, such as line crossings, in
the results.

Summary of the system templates provided by the testers for ArcGIS

1. Interactive generalisation tools

1.1

1.2

What tools does the system have for detection and visualisation of cartographic conflicts
before and after generalisation?

Some operators allow check and flag topological errors generated by them. The flags can be
queued using ArcMap GIS tools. Moreover there is a tool that detects graphic conflicts
between features taking into account their symbology.

Does the system support the generalisation of manually selected features? Please describe
shortly.

Yes. Using GIS tools to select manually the features.

2. Generalisation operators

2.1.

2.2.

2.3.

2.4.

2.5.

Describe if the topology is preserved during generalisation and explain the mechanism, e.g.
by topological data model or as part of the operator.

Not always. Some operators give the possibility to mark the topologic conflicts.

Describe if the relationship with terrain is considered during generalisation, e.g. roads —
elevation lines.

No

Describe if spatial patterns and relations such as alignments or direct connections (e.g.
between building and streets) are manually selected, explicitly modelled and/or preserved
during generalisation.

No

Do you support modelling and generalisation for features with 2.5 or 3d geometries?

2.5D

Can the system call services? Does the system provide generalisation functionality as
services?

Yes

3. Generalisation process

3.1.

Describe the processing strategy applied for automated generalisation, for example batch
processing, rule-based or expert-systems, workflow, constraint-based, agent based, ....
Parametrized processes. Interactive and off-line processes; there is the possibility to create
a workflow (ModelBuilder) to be automatically executed.



3.2

3.3.

3.4.

3.5.

How do set up the parameter, e.g. manually or automatically (scale based)? Is it possible to
specify the parameter manually? Is it possible to get default values for a given scale?

The parameters are indicated manually.

Does the system support generalisation zones (e.g. settlement area, mountainous area),
where specific parameter can be considered during the automated generalisation?

a) manually drawn b) automatically detected

The system supports generalisation zones manually drawn but not automatically detected.
Is it possible to select features for generalisation based on spatial or semantic criteria?
Please describe.

Yes

Does the system support incremental generalisation for updating? Please describe.

No

Multi-representation data modelling

4.1.

4.2.

4.3.

Does the system support the transformation from one data model into another model also
called schema transformation.

Yes using the Interoperability Extension.

Is it possible to visualise two models at the same time?

Yes

Does the system store explicit links between feature representations of the same real world
object in different scales? Are there m:n-relations supported, for instance if 10 buildings are
represented in a smaller scale through 6 buildings? Are there links between different
geometry types possible such as area and line features, in case of geometry type change
during generalisation, e.g. a river is modelled as area object in one scale and as line object in
a smaller scale?

Yes

4.4. Does the system support the versioning (of different temporal states) of a feature? Please
explain.
Yes

4.5. Does the system supports matching of features between different scales?
Yes

System properties

5.1. Which formats are supported for direct import and export? Does the system allow data
import with data transformation software such as FME or CITRA?
SHAPE and others. The system allows data import through data transformation softwares
as FME.

5.2. Please characterise the graphical user interface for generalisation.
Each generalisation tool includes a graphical user interface, which allows the input of
parameters and files. ModelBuilder allows the creation of workflow based in a sequence of
generalisation operations.

5.3. Which languages are supported from the graphical user interface and the help manuals?
Many.

5.4. Does an API exists allowing the customer to develop own generalisation functionalities? Is
it possible to write new generalisation algorithms?
Yes

Map production

6.1. Does the system offer cartographic symbolisation?
Yes

6.2. Does the system offer tools for map production?
Yes
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Advantages and limitations
The advantages and limitations regarding generalisation functionalities are as follows:

Advantages
e  Acceptable results for building generalisation, line simplification, area aggregation, collapse
dual lines and mosaic generalisation.
Generalisation tools inside a complete GIS platform.
Workflow creation tool (Model Builder).
Possibility to customise existing algorithms or to add new algorithms.
2.5D data management.
Good documentation available.
Easy installation.

Limitations

e  Missing operators: enlargement of buildings, simplifying buildings based on width and depth
of protrusions, displacement, point generalisation, etc.

e Topology is partially managed. Simplify line, Smooth line, Aggregate polygons, Simplify
building and Simplify polygons can introduce topological errors.

e Collapse Dual Lines To Centerline and Aggregate polygons does not carry the attributes
from the input lines.

e Objects are processed class by class and in sequential mode, without taking into account the
context and the relationships between them.

e  More detailed information about the generalisation process should be provided.

Change, Push and Typify (CPT)

The software provided by the University of Hannover is composed by three complementary modules,
Change, Push and Typify, which are designed to solve specific generalisation problems.

Change

Main generalisation functionalities

Change is the module devoted to building generalisation and it has been designed to process data from
1:1.000 to 1:25.000 scales. Change can only manage objects stored as polygons (closed polyline)
which are topologically correct (no duplicated vertices, no self intersections, no intersection between
objects, etc). Original attributes are maintained if aggregation is not performed.
Change allows the following generalisation operations:

e Elimination of small buildings.

e Simplification of building outlines.

e Aggregation of buildings, followed by the simplification of the aggregated buildings outlines.
The objects are processes in sequential mode, without taking into account the context and the
relationships between them.
The generalisation degree is controlled by the user through a parameter file:

e Input and output scale.

e  Search radius for identical points.

e Distance to the straight through the two neighbouring points.

e Threshold value for side length of buildings.



e Minimal area dimension, including protrusions.
e  Threshold values for aggregation (distance and combination/shifting).
e  Threshold value for angles.

Change uses its own format but provides a tool to translate from and to Shape format.

Advantages and limitations

The advantages and limitations of Change are as follows:

Advantages
e Testers were very satisfied with the results for building aggregation, especially at large scale.

Limitations
e No distinction for length of edge in a building, width of protrusion, depth of protrusion, or
width of a part.
e Polygons under minimum area are deleted because the same parameter is used for minimum
area and protrusions. No information about removed polygons.
e Topological relationships are not maintained:
o Inconsistent polygons and overlaying polygons are generated
o Polygons with holes are not treated properly
e  Only one attribute with less than 9 numeric characters is allowed.
e A lot of file conversions are needed in the whole process.

Push

Main generalisation functionalities

Push is designed to solve the spatial conflicts generated by symbolisation and preceding generalisation

operations by displacements and small deformations. The applied process is based on an optimization

process, which is able to solve conflicts in a holistic way. The program does not include other

generalisation operations like reduction. It can manage linear elements and polygons. However for

polygons with holes only the outer ring of the polygon is processed.

Object properties and object behaviour can be parameterised individually, leading to a high flexibility:
e Minimal distance that one object class should have to its neighbours.

Control of the possibility to displace or not an object.

Control of the possibility to deform or not an object.

Number of iterations.

General minimum distance between objects, in addition to the individual minimal distance.

Threshold value that objects are attracted and moved towards each other instead of shifting

apart (critical distance).

e Distance of Steiner points, artificial intermediate points inserted in the Constrainted
Delaunay Triangulation.

e Individual distance matrix, individual distance between object classes, in addition to minimal
distance and general minimum distance.

Advantages and limitations
The advantages and limitations of Push are as follows:
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Advantages
e  Acceptable results for displacement and deformation.

e Topology is taken into account: connexions and relative position between elements are
maintained.

Limitations

e Sometimes self-intersections are generated.

e If the critical distance to several neighbouring objects falls under the threshold value, a
strange behaviour can appear and the object can be strangely deformed.

e If not enough space is available, the situation deteriorates because it does not maintain the
original state.

e Deletion of polygons which intersect with lines because of space.

e  Only one attribute, which must be named OTN, is maintained and it should have less than 9
numeric characters.

Typify

Main generalisation functionalities

Typify can perform building generalisation for large and medium scales (1:50k and smaller, i.e. less
detailed) by evaluating individual buildings and simplifying their shapes based on small facade
structures. For smaller scales this would lead to an elimination of many buildings, as all building parts
would fall under the required minimal sizes. To address this problem, Typify reduces the number of
buildings, arranges them based on a density preserving principle, and collapses them appropriately:
small buildings are replaced by square symbols, larger building are presented with original shape. The
density preserving reduction of objects is done using Self Organizing Networks, a neural network
approach. Typify partitions the whole area in individual meshes, which are typically provided by the
road network, although other elements as administrative boundaries can be used. Furthermore, in the
course of the arrangement and collapsing, the objects are also displaced against each other based on
parameterised distances.
After the selection of the elements that will configure the meshes and the creation of the partition, the
typification is performed based on the following parameters:

e Reduction rate, defined by a percentage.
Target scale, which determine the size of the symbol placed in collapse operation.
Displacement and degree of deformation for buildings.
Displacement and degree of deformation for roads.
Displacement and degree of deformation for other elements.
General minimum distance between objects, in addition to the previous distances.

Advantages and limitations
The advantages and limitations of Typify are as follows:

Advantages
e Good results for building typification.

e Topology is taken into account, although in some cases self-intersections in buildings are
created.



Limitations

A problem is that buildings are reduced based on the number of buildings whereas most
constraints mention ‘maximum area coverage’ of buildings.

Mesh must have a 100% coverage of test arca

The parameter target scale only determines the symbol size and it is based in the size of the
building symbol in the German maps at 1:50.000 (25x25 meters).

Only attributes with less than 9 numeric characters are allowed.

Summary of the system templates provided by the testers for Change, Push, Typify

1. Interactive generalisation tools

1.1.

1.2.

What tools does the system have for detection and visualisation of cartographic conflicts
before and after generalisation?

PUSH generates additional information to be used in a GIS to inspect the objects after
generalization. There is any tool in CHANGE and TYPYFY.

Does the system support the generalisation of manually selected features? Please describe
shortly.

No

2. Generalisation operators

2.1.

2.2.

2.3.

2.4.

2.5.

Describe if the topology is preserved during generalisation and explain the mechanism, e.g.
by topological data model or as part of the operator.

The topology is not completely preserved in building generalisation (CHANGE): sometimes
some self-intersections are created or intersection between neighbours.

The topology is preserved in displacement (PUSH): connexions between elements and
relative position between elements are maintained.

The topology is not always preserved in typification (TYPIFY): sometimes some self-
intersection are created in buildings.

Describe if the relationship with terrain is considered during generalisation, e.g. roads —
elevation lines.

The relationship with terrain is not considered, although contour lines can be processed by
PUSH as linear elements.

Describe if spatial patterns and relations such as alignments or direct connections (e.g.
between building and streets) are manually selected, explicitly modelled and/or preserved
during generalisation.

Usually the spatial relations are preserved, but not always.

Do you support modelling and generalisation for features with 2.5 or 3d geometries?

No. CHANGE manages only 2D data. PUSH and TYPYFY can manage 2.5D, but the result
is 2D.

Can the system call services? Does the system provide generalisation functionality as
services?

No

3. Generalisation process

3.1.

3.2

Describe the processing strategy applied for automated generalisation, for example batch
processing, rule-based or expert-systems, workflow, constraint-based, agent based, ....
CHANGE: batch process, based on rules of how to handle too small facade elements.
TYPIFY: batch process; neuron network approach.

PUSH: batch process: global, holistic optimization based on given constraints.

How do set up the parameter, ¢.g. manually or automatically (scale based)? Is it possible to
specify the parameter manually? Is it possible to get default values for a given scale?
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3.3.

3.4.

3.5.

The parameters are indicated manually.

Does the system support generalisation zones (e.g. settlement area, mountainous area),
where specific parameter can be considered during the automated generalisation?

a) manually drawn b) automatically detected

CHANGE and PUSH don’t support any generalisation zones. TYPIFY is based in partitions
based on existing elements.

Is it possible to select features for generalisation based on spatial or semantic criteria?
Please describe.

CHANGE allows semantic aggregation. In PUSH the selection of features is possible by
semantic criteria in the displacement, to move the elements a distance depending of one
attribute.

Does the system support incremental generalisation for updating? Please describe.

No

Multi-representation data modelling

4.1. Does the system support the transformation from one data model into another model also
called schema transformation.
No

4.2. Is it possible to visualise two models at the same time?
No

4.3. Does the system store explicit links between feature representations of the same real world
object in different scales? Are there m:n-relations supported, for instance if 10 buildings are
represented in a smaller scale through 6 buildings? Are there links between different
geometry types possible such as area and line features, in case of geometry type change
during generalisation, e.g. a river is modelled as area object in one scale and as line object in
a smaller scale?
The system doesn’t store explicit links between feature representations. The system
maintains attributes under certain conditions, but it doesn’t calculate them for new elements.

4.4. Does the system support the versioning (of different temporal states) of a feature? Please
explain.
No

4.5. Does the system supports matching of features between different scales?
No

System properties

5.1. Which formats are supported for direct import and export? Does the system allow data
import with data transformation software such as FME or CITRA?
SHAPE. The system doesn’t allow data import through external software.

5.2. Please characterise the graphical user interface for generalisation.
The system includes a very simple graphical user interface. It only allows the input of
parameters and files.

5.3. Which languages are supported from the graphical user interface and the help manuals?
Manuals are in German and English. The graphical user interface is in English.

5.4. Does an API exists allowing the customer to develop own generalisation functionalities? Is
it possible to write new generalisation algorithms?
No

Map production

6.1. Does the system offer cartographic symbolisation?
No

6.2. Does the system offer tools for map production?
No
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Advantages and limitations for CPT software

The advantages and limitations for the whole CPT software configuration can be summarised as
follows:

Advantages
e Good results for building simplification, aggregation and typification.
e  Acceptable results for displacement tools.
e PUSH and TYPIFY take partially into account the context.
e Able to be integrated in a workflow based in most of the commercial systems, because it uses
SHAPE format and works in off-line mode.
Good documentation available.
e  FEasy installation.

Limitations
e Missing operations: selection, linear simplification, exaggeration, typification on linear
elements, etc.
Topology is partially managed.
Not all operations take into account the context and the relationships between objects.
Limitations in the attributes management.
It is not possible to customise existing algorithms or to add new algorithms.
The results are 2D.
More detailed information about the generalisation process should be provided, although the
processes generate a report with statistics of the generalised data.
e GUI is too simple. Workflow should be more user friendly, for example optimizing format
translations and minimizing the number of processes to be executed.
e Parameterisation is difficult for novice user

Radius Clarity

Main generalisation functionalities

Radius Clarity is a rule-based environment for automated generalisation. It provides the facilities to
build automated generalisation workflows and an environment to develop and research new
generalisation algorithms. The tool set in Radius Clarity enables small-scale digital data to be
automatically derived from large-scale source data. Its approach to generalisation is based on
intelligent software Agents, an advanced artificial intelligence technique that enables the automated
map production process to capture and handle contextual information.

Radius Clarity is goal driven, because of the following characteristics:

e Context Sensitive: Different generalisation algorithms are automatically applied on a feature
depending on its spatial context (surrounding features).

e  Self-Optimising: Radius Clarity has the ability to cycle through possible outcomes,
modifying the initial geometries repeatedly until the optimal result is obtained.

e  Object-Oriented: The object-oriented data modelling means that map features (e.g. houses,
roads, rivers) become active objects, providing measures, actions and constraints for
automated generalisation.

e Adaptive: The constraints and algorithms are easily adapted between different feature types
and different scale changes.
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e Automatic: Includes a framework for running automated generalisation processes and a
mechanism to instigate generalisation as a batch process.

e Configurable: Complete user control of the data model, the target map specification and the
generalisation approach.

The generalisation environment requires configuration at several levels:
e  Map Specifications: Contains the parameters required for generalisation.
o Building constraint parameters:
=  Squaring tolerance
=  Building minimum size
= Elongation factor
=  Minimum edge
= Scale factor
o Road constraint parameters:
= Legibility factor: Multiplies the symbol width.
= Line absorption: Used when one line segment displaces the rest during
generalise by parts.
=  Environment proximity classes: Within a buffer of the road, which is not
topologically connected to the road.
=  Minimum vector length: Length of vector to use when generating curves
for a buffer around convex corners.
= Road geometric tolerance: Vertices within this distance of each other are
merged.
o Road network constraint parameters:
= Barrault propagation cushioning coefficient: The dampening factor to be
used when propagating changes through a road network.
= Diffusion minimum distance: If the displacement of the end node of a road
is calculated to be less than this distance as a result of the diffusion
following moving the start node, then the end node is not diffused and the
road absorbs the whole diffusion.
o Urban block constraint parameters:
= Aggregation distance.

e Agents: Objects are made into agents by making them inherit from the base classes,
agent _meso or agent micro. These base classes define a number of methods which carry out
the Agent Lifecycle.

e Constraints: Constraints govern the behaviour of agents during their lifecycle. The
constraints define the methods which evaluate the state of an agent, and provide default
implementations.

o Road and Road Network constraints:
= Road network micros constraint: To calculate a weighted average of the
coalescence strength.
= Road coalescence: Measures the level of coalescence along a road, and
proposes plans to reduce this level.
= Road symbol holes: Ensures that new holes are not created.
= Road self-intersection: Ensure it does not become self-intersecting.
o Building constraints
=  Building concavity.
=  Building elongation.
=  Building granularity.
=  Building local width.
=  Building orientation.



=  Building size.
=  Building squareness.
o Urban block constraints
= Aggregate buildings constraint.
o Miscellaneous constraints
= Meso control subagents constraint. Unconditionally proposes a plan to
activate all of its subagents, and accept the result.
Actions: These are functions which modify an agent or cause it to initiate changes in other
related agents.
o Line Actions
=  Accordion: Expand a bend series in the direction of its axis - rather like
extending an accordion.
= Bend removal: Executes the “Bend removal” algorithm to remove two
consecutive bends.
=  Plaster. Reduces coalescence conflict in a series of bends by smoothing.
= Minimal break. Expand a single bend with coalescence violation by
constructing a Delaunay triangulation “skeleton”.
= Maximal break. Expand a single bend with coalescence violation by
buffering around the line.
= QGeneralise by parts. Split up a line into smaller, which each have a
particular property that is the type of coalescence.
o Area Actions
= Polygon Squaring.
=  Polygon Eliminate.
= Polygon Enlarge to Rectangle. Replace a building geometry with the
Minimum Bounding Rectangle (MBR) for that building scaled to a given
size.
=  Polygon Scale.
=  Polygon Elongation. Enlarges or reduces a polygon along its axis.
= Polygon Simplify to Rectangle. Converts the polygon into a rectangle
while maintaining the area and orientation of the original polygon.
= Polygon Simplify. Reduces detail keeping the overall shape of the building.
= Polygon Relative Simplify. Simplifies a polygon by removing short edges.
= Polygon Orientation. Rotates the polygon.
= Polygon Local Width. Moves the closest parts of a polygon apart.
o Line Meso Actions
=  Generalise Parts Push Micro. This action constructs a new micro agent. It
should only be applied to meso agents and should normally only be called
as part of the generalise by parts plan proposed by the coalescence
detection constraint.
= Generalise Parts Diffuse. This action is normally used as a follow up to the
“Generalise Parts Push Micro” action above. It will diffuse the changes to
the micro agent through the geometries stored on this meso agent.
o Line Network Actions
=  Push Micro. Pushes the indexed micro agent controlled by this line
network meso onto the scheduler stack, with an active lifecycle.
= Diffuse. Diffuses the changes made by a previous invocation of “Push
Micro” throughout the road network.
o Urban Block Actions
= Aggregate. Merges overlapping micro-agents in a meso-agent.
Algorithms: Used in the agent constraints and actions.
Agent Scheduler: Acts as a coordinator of agents and their lifecycles.
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Process Methods: Several process methods have been implemented in Radius Clarity.

Summary of the system templates provided by the testers for Radius Clarity

1.

Interactive generalisation tools

1.1

1.2.

What tools does the system have for detection and visualisation of cartographic conflicts
before and after generalisation?

Radius Clarity can detect and mark up some conflicts. There are also mark-up navigation
tools which can drive the user to marked up objects.

Does the system support the generalisation of manually selected features? Please describe
shortly.

Yes. The selection can be manually, through windows display, using a rectangular region or
a query.

Generalisation operators

2.1.

2.2.

2.3.

2.4.

2.5.

Describe if the topology is preserved during generalisation and explain the mechanism, e.g.
by topological data model or as part of the operator.

It preserves the network topology and the shared geometries, but other topological
relationships (for example relative position) are not completely preserved.

Describe if the relationship with terrain is considered during generalisation, e.g. roads —
elevation lines.

No

Describe if spatial patterns and relations such as alignments or direct connections (e.g.
between building and streets) are manually selected, explicitly modelled and/or preserved
during generalisation.

No

Do you support modelling and generalisation for features with 2.5 or 3d geometries?

No

Can the system call services? Does the system provide generalisation functionality as
services?

No

Generalisation process

3.1.

3.2

3.3.

3.4.

3.5.

Describe the processing strategy applied for automated generalisation, for example batch
processing, rule-based or expert-systems, workflow, constraint-based, agent based, ....
Constraint based and agent based. On-line and batch are allowed.

How do set up the parameter, e.g. manually or automatically (scale based)? Is it possible to
specify the parameter manually? Is it possible to get default values for a given scale?

Most of the parameters are introduced manually. Some scale-dependent parameters are set
up automatically from the map specifications.

Does the system support generalisation zones (e.g. settlement area, mountainous area),
where specific parameter can be considered during the automated generalisation?

a) manually drawn b) automatically detected

Yes. It is possible to do partitions automatically and manually.

Is it possible to select features for generalisation based on spatial or semantic criteria?
Please describe.

Yes. Selection modes available using semantic criteria are class, attribute value or range of
attribute values. Selection modes using spatial criteria are dataset extent, window extend,
manually specified extents or using an existing geometry.

Does the system support incremental generalisation for updating? Please describe.

No



4. Multi-representation data modelling

4.1.

4.2.

4.3.

44.

4.5.

Does the system support the transformation from one data model into another model also
called schema transformation.

Yes

Is it possible to visualise two models at the same time?

Yes

Does the system store explicit links between feature representations of the same real world
object in different scales? Are there m:n-relations supported, for instance if 10 buildings are
represented in a smaller scale through 6 buildings? Are there links between different
geometry types possible such as area and line features, in case of geometry type change
during generalisation, e.g. a river is modelled as area object in one scale and as line object in
a smaller scale?

No. But in Radius Radius Clarity, there is a reference between the features in the source
data model and the corresponding feature in the target dataset, after the setup procedure.
Does the system support the versioning (of different temporal states) of a feature? Please
explain.

No. But in the Radius Radius Clarity Server module there is technology available to support
temporal states.

Does the system supports matching of features between different scales?

No

5. System properties

5.1.

5.2.

5.3.

5.4.

Which formats are supported for direct import and export? Does the system allow data
import with data transformation software such as FME or CITRA?

SHAPE and others. FME can be used.

Please characterise the graphical user interface for generalisation.

The interface is a Java based interface in a desktop environment. It contains a Display
Window in which the data is displayed and a title bar with several drop down menus for
opening forms and dialogs used in generalisation. It is also extensible and therefore has a
fully documented API.

Which languages are supported from the graphical user interface and the help manuals?

The default language is English however there is mechanism for translating the strings and
messages in the GUI into other languages.

Does an API exists allowing the customer to develop own generalisation functionalities? Is
it possible to write new generalisation algorithms?

There is a Radius Clarity API, in Java, C and LULL, which allows the user to develop their
own generalisation functionality and to customise the Gothic database.

6. Map production

6.1.

6.2.

Does the system offer cartographic symbolisation?
Yes

Does the system offer tools for map production?
No
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Advantages and limitations
The advantages and limitations of Radius Clarity can be summarised as follows:

Advantages
e  Good results in linear simplification and building generalisation.

Rule and agent based system.

Use of optimization techniques.

Several algorithms for road and building generalisation.
Environment to develop and research new generalisation algorithms.
Creation of automated generalisation workflows.

Limitations

e The following operations are missing: displacement, typification, collapse, etc.

e Topology is mainly maintained, but it can not be ensured that all the topological relationships
are completely maintained.

e  Only 2D data.

e Requires a basic understanding of object orientation, a good understanding of geospatial data
modelling, XML and Java knowledge for customisation.
Not easy installation.
More detailed information about the generalisation process should be provided.

axpand

Main generalisation functionalities

axpand technology is based on a true multi-representation data base (MRDB). Generalisation is
treated as a holistic process. It includes algorithms which are applied in succession as an entire
process and are steered by constraints. Algorithms are combined in a workflow, which makes it
possible to set up a generalisation process. Constraints, stored in files, can be entered, adjusted and
maintained easily. The generalisation zones functionality allows the generalisation of different areas
of a map using different constraints within the same process.
Integrated model transformation functionality makes it possible to generalise from one source model
to one or more different target models. Incremental updating of generalised data is supported by this
MRDB based generalisation system.
axpand provides different levels of automation: using a job list or using sophisticated workflow
technology that allows for the generalisation of complex data.
Each generalisation tool includes a graphical user interface, which allows the setup of parameters and
input and output files.
The following list contains the tools available in the Generalisation toolset. For each tool, the
generalisation degree is controlled by the user through parameters:
e Line displacement:
o Functionality parameters:

= Suppress orthogonality for intersections.

= Stiffness.

=  Self displacement.

o Object dependent parameters:
=  Priority: Indicates how flexible the line can be.
= Displacement effect: Indicates whether the object should have a
displacement effects on other objects.



=  Minimum distance. Describes the desired distance from the object to be
displaced.
= Network topology: Defines whether the line object should be linked to a
topology network.
Line simplification (point reduction):
o Functionality parameters:
=  Horizontal deviation
=  Maximum segment length
o Object dependent parameters:
= Line simplification of areas: Indicates if area boundaries should be
simplified or not.
Smoothing:
o Functionality parameters:
=  Typification: Indicates if highly curved areas will be typified along.
=  Smoothing rate.
Area displacement
o Functionality parameters:
=  Minimum distance.
=  Maximum movement.
o Object dependent parameters:
=  Priority area: Defines the flexibility of the area object.
= Displacement effect area: Defines if the objects should have a displacement
effect on other objects.
Area simplification:
o Functionality parameters:
= Distance: Determines the minimum length of the area side. During building
simplification edges that are too short will be discarded or stretched to the
minimum length.
Area aggregation:
o Functionality parameters:
= Distance
Area selection:
o Functionality parameters:
=  Minimum area to select objects
=  Maximum distance used to group selected objects if they are under
minimum area.
Scaling:
o Functionality parameters:
= Scaling factor.

Summary of the system templates provided by the testers for axpand

1. Interactive generalisation tools

1.1

1.2

What tools does the system have for detection and visualisation of cartographic conflicts
before and after generalisation?

The system provides a tool, which highlights features with conflicts after an automated
generalisation operation. Interactive editing is supported in a way that the user is guided
sequentially through all the conflicts generated during the generalisation process.

Does the system support the generalisation of manually selected features? Please describe
shortly.
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2.

The generalisation operations are applied on all features visible on the screen. A
generalisation of manually selected features is not supported. For this system, because
generalisation is an integrated process and the relationships between objects is critical,
generalisation is carried out by using a workflow which integrates all of the necessary
model and cartographic generalisation steps.

Generalisation operators

2.1.

2.2.

2.3.

2.4.

2.5.

Describe if the topology is preserved during generalisation and explain the mechanism, e.g.
by topological data model or as part of the operator.

The system preserves partially the topology.

Describe if the relationship with terrain is considered during generalisation, e.g. roads —
elevation lines.

No

Describe if spatial patterns and relations such as alignments or direct connections (e.g.
between building and streets) are manually selected, explicitly modelled and/or preserved
during generalisation.

The answer of the vendor is that these relations are preserved automatically during
generalisation. The answers of the testers are that some generalisation operator considers
relations implicit, for example during displacement of buildings against streets.

Do you support modelling and generalisation for features with 2.5 or 3d geometries?

No

Can the system call services? Does the system provide generalisation functionality as
services?

Axes Systems has worked on generalisation services, but during the test the service solutions
was not ready for productive usage.

Generalisation process

3.1.

3.2

3.3.

3.4.

3.5.

Describe the processing strategy applied for automated generalisation, for example batch
processing, rule-based or expert-systems, workflow, constraint-based, agent based, ....

Rule based. Batch processing.

How do set up the parameter, ¢.g. manually or automatically (scale based)? Is it possible to
specify the parameter manually? Is it possible to get default values for a given scale?

There are default parameter values given for the generalisation operators, but also a
manual specification of parameter is possible. There might be also recommendations for
suitable parameter settings for different scale transitions.

Does the system support generalisation zones (e.g. settlement area, mountainous area),
where specific parameter can be considered during the automated generalisation?

a) manually drawn b) automatically detected

The system does not support generalisation zones and the only way of selection some
specific regions is use the zoom functionality; consequently all features visible on the screen
will be generalised with the selected generalisation operators and parameter settings.

Is it possible to select features for generalisation based on spatial or semantic criteria?
Please describe.

The answer of the vendor is yes.

The answers of the testers are that the selection can be carried out only by feature class
level.

Does the system support incremental generalisation for updating? Please describe.

No

MRDB, data modelling

4.1.

Does the system support the transformation from one data model into another model also
called schema transformation.



Yes

4.2. Is it possible to visualise two models at the same time?

It is possible to visualise to models besides each other. But it is not possible to visualise
Seatures of different models within the same window, thus no overlay is possibly.

4.3. Does the system store explicit links between feature representations of the same real world
object in different scales? Are there m:n-relations supported, for instance if 10 buildings are
represented in a smaller scale through 6 buildings? Are there links between different
geometry types possible such as area and line features, in case of geometry type change
during generalisation, e.g. a river is modelled as area object in one scale and as line object in
a smaller scale?

No

4.4. Does the system support the versioning (of different temporal states) of a feature? Please
explain.

The answer of the vendor is that the system includes timestamps and relationships between
objects over time.

4.5. Does the system supports matching of features between different scales?

No

5. System properties

5.1. Which formats are supported for direct import and export? Does the system allow data
import with data transformation software such as FME or CITRA?
SHAPE and others. FME can be used.

5.2. Please characterise the graphical user interface for generalisation.
The GUI for creating workflows is a graphic representation of the workflow itself.
1t is suitable and intuitive.

5.3. Which languages are supported from the graphical user interface and the help manuals?
English and German.

5.4. Does an API exists allowing the customer to develop own generalisation functionalities? Is
it possible to write new generalisation algorithms?
No

6. Map production
6.1. Does the system offer cartographic symbolisation?
Yes
6.2. Does the system offer tools for map production?
Yes

The table of evaluation of the quality of the generalisation operators is not included in the report
because only the vendor has provided it, and no information has been provided by the testers.

Advantages and limitations
The advantages and limitations of axpand are as follows:

Advantages
e  MRDB system based that allows incremental updating and generalisation.

e Rule based system.
e  Possibility of workflow creation.
e  Generalisation tools inside a complete map production system.



Limitations

323

Topology is preserved partially.
Missing operators: collapse, typification, etc.

Only 2D data.

Poor documentation.
Complex installation.
It is not possible to customise existing algorithms or to add new algorithms.

Summary of the capabilities of the systems

The next two sections analyse the general capabilities and the quality of available operators based on
the information recorded in the system templates.

General capabilities
Table 9 shows the summary of the first part of the templates provided by the testers, related with the
general capabilities of the software systems. The answers of all system templates together are
presented in Appendix IX,
axpand capabilities are in light grey because only a novice tester provided the software system
template and partially filled.

ArcGIS CPT Radius Clarity | axpand
Interactive
generalisation
1 | tools:

Conflict

1.1 detection partially | partially partially
Conflict

1.1 visualization yes no yes
Generalisation
of  manually
selected

1.2 features yes no yes

Generalisation

2 | operators:

Topology s

2.1 preserved partially | partially partially
Relationship
with terrain is

2.2 considered no no no
Spatial
patterns  and
relations  are

2.3 preserved no partially no
25D or 3D
geometries yes

2.4 supported (2.5D) no no

2.5 Call services yes no no
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ArcGIS CPT Radius Clarity | axpand
Generalisation
2.5 services yes no no
Generalisation
process:
3.1 Batch mode yes yes yes
3.1 On-line mode | yes no yes
Rule,
constraint,
expert system,
agent,
3.1 based no partially yes
Parameters
manually  or
automatically
3.2 specified manually | manually manually
Generalisation
zones are
33 supported yes partially yes
Generalisation
zones
manually
drawn or
automatically manually/
33 detected manually | automatically | automatically
Selection  of
features for
generalisation
based on
34 spatial criteria | yes no yes
Selection  of
features for
generalisation
based on
semantic
34 criteria yes partially yes
Incremental
updating is
3.5 supported no no no
MRDB:
Schema
transformation
4.1 is supported yes no yes
Visualize two
models at one
4.2 time yes no yes
Links between
4.3 two yes no yes
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ArcGIS CPT Radius Clarity | axpand

representations
in different
scales are
supported

43

m:n relations
are supported yes no yes

43

Links between
different
geometries
supported yes no yes

4.4

Versioning is
supported yes no no

4.5

Matching  of
features
between
different scales
is supported yes no no

System

properties:

5.1

SHAPE format
is supported yes yes yes

5.1

FME, CITRA
or other
transformation

are supported yes no yes

52

GUI is
available yes yes yes

53

GUI and
manuals are in
English yes yes yes

53

GUI and
manuals are in
other

languages yes no no

54

Possibility  to
customise own
generalisations | yes no yes

54

Possibility  to
add new
algorithms yes no yes

Map

production:

6.1

Cartographic
symbolisation | yes no yes

6.2

Map
production yes no no
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Table 9

Summary of the first part of the completed system templates




From this summary we can make the following observations.

Concerning the interactivity we can say the following. All the systems have tools to partially detect
and visualize the conflicts generated by the generalisation processes; in CPT, which is a software
system that only works as batch process, only PUSH provides additional information to be used for
inspecting the results. ArcGIS and Radius Clarity allow the generalisation of manually selected
features. CPT does not allow this, because it works only on batch mode, neither axpand, because in
this software the generalisation is an integrated process that takes into account the objects together
with their relationships. As conclusion, most of the vendors provide tools for detecting and visualizing
the conflicts generated by the generalisation operations.

All the systems provide generalisation operators that preserve the topology, mostly partially, but the
relationships with the terrain or the spatial pattern and relations are not taken into account. Contextual
generalisation is not fully supported in all systems. Aspects as 2.5D/3D data or geoservices are not
available in most of the generalisation tested systems. Only ArcGIS can manage 2.5D data and
provides geoservices.

Relating to generalisation process, except CPT, which only allows batch mode, all the systems can
work on batch and on-line mode. All the systems, except ArcGIS, use techniques to optimize the
results of automatic generalisation, although they are implemented at different levels. Radius Clarity
and axpand are the only constraint-based systems. The selection of parameters is mainly done

manually in all the systems. The generalisation zones are available in all the systems, except in axpand.

ArcGIS and Radius Clarity allow spatial and semantic criteria in the selection of features to be
generalised, CPT allows semantic criteria partially and axpand does not allow any selection. An
important aspect of the production workflows is the dataset updating, and any system provides a
solution for incremental updating of generalised data.

ESRI and Radius Clarity have some tools to manage MRDB, as m:n relationships or links between
representations or different geometries of one object. ArcGIS and axpand support versioning. ArcGIS
provides tools for matching of features.

About system proper ties, all the systems support SHAPE format, and all of them, except CPT,
support transformation softwares as FME. Only ArcGIS and Radius Clarity have the possibility to
customise existing algorithms and to add new ones.

Except CPT all the systems allow cartographic symbolisation. In addition ArcGIS and axpand provide
a full map production system.

Quality of the available operators

Appendix X contains the second part of the templates, related to the quality of the generalisation
operators. For each object type, the values of the 3 systems which the testers provide information
(ArcGIS, CPT and Radius Clarity) are showed together. The lack of information for axpand is because
only the vendor has provided the evaluation of the quality of the generalisation operators, while no
information was provided by the testers.

The following observations can be done from the analysis of the mentioned table.

ArcGIS, CPT and Radius Clarity provide tools for building generalisation. CPT and Radius Clarity
achieve the best results and in the case of ArcGIS the results are acceptable.

ArcGIS and Radius Clarity have tools for read simplification and smoothing. The bend conflicts are
managed in Radius Clarity and, applying displacement, in CPT. Only CPT has displacement tools.
Any system has tools for road typification. Any system achieves good results.

ArcGIS and Radius Clarity have tools for railway simplification. Only CPT has displacement tools.
Any system provide tools for achieve good results.

ArcGIS and Radius Clarity have tools for border simplification. Only CPT has displacement tools.
Any system provide tools for achieve good results.
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ArcGIS and Radius Clarity have tools for the hydrographic network and coast line simplification
and smoothing. Only ArcGIS provides tools for area aggregation. Only CPT has displacement tools.
Any system has tools for typification. Any system achieves good results.

ArcGIS and Radius Clarity have tools for the landuse (mosaic) simplification. Only ArcGIS provides
tools for area aggregation. The best results are achieved using ArcGIS.

ArcGIS and Radius Clarity have tools for the relief/contour lines simplification. Any system
achieves good results.

Any system has tools to generalise isolated points.

ArcGIS and Radius Clarity have tools for isolated lines simplification and smoothing. The bend
conflicts are managed in Radius Clarity and, applying displacement, in CPT. Only CPT has
displacement tools. Any system has tools for typification. Any system provide tools for achieve good
results.

ArcGIS and Radius Clarity have tools for isolated areas simplification. ArcGIS provides tools for
area aggregation and Radius Clarity for area enhancement. Any system achieves good results.

3.2.4  Conclusions for the capabilities of tested software systems based on testers’ information

The results of this section, that studied the capabilities of the tested system, are summarised in Table
10. From the analysis we can draw the following conclusions.

All the software systems provide a set of tools but none of them achieve globally good results. Despite
the current limitations, all four systems can be implemented to automate partially the generalisation
processes and optimize the production workflows.

Topology is only partially managed and 2.5D is only supported in one of the systems. Some
functionalities are still missing in all the systems, for example incremental updating and full
contextual generalisation.

Although some systems allow the input of generalisation requirements through constraints or rules,
improvements in the definition of the user requirements and their implementation in the systems
would be necessary.

Only two of the systems allow the customisation of provided generalisation tools, for adding new
algorithms or modifying existing functionalities. (Customising the systems allows improving the
results and facilitates the integration of the systems in a production workflow.)

There are also additional minor limitations, such as poor or lack of information about the results of the
generalisation process, including reporting of errors, statistics, measurements, etc.

As was mentioned before, the analysis that describes the capabilities of the systems should be treated
with caution. One reason is that the evaluation of one software system, axpand, is not complete
because lack of information: only the vendor provided the software system template and only a novice
tester provided it, only partially completed. Other reasons are that the analysis is based on testers’
information that was provided in a heterogeneous manner and the unavoidable part of subjectivity in
the analysis and the summarisation of the templates, as well as in the elaboration of the conclusions. A
future project should define more accurately the templates and the criteria to complete them to reduce
the subjectivity of these types of results.
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3.3 Evaluation of test processes

The processing templates aimed at measuring the time spent by each tester on performing and
processing the generalisation tests for each software and each test case. Only the vendor University of
Hannover provided the filled processing templates (for all four test cases), while 27 filled templates
were provided by the project team testers.

If we look at the content of the provided templates, we notice a great heterogeneity in the way the
templates were handled. As the generalisation processes within the different software solutions could
differ, the templates could not be filled according to a particular pattern or form, although a default
filling was provided. For example some testers provided a single template per system, while others
provided a separate one for each test case. As a consequence the number of tests carried out and the
number of templates provided for the software is different and makes the interpretation difficult.

Also heterogeneity can be observed in the way the templates were filled. The instructions appear to be
fuzzy and as a consequence people did not measure time the same way and did not detail their work
the same way. For instance, some testers measured time in days and others in hours and minutes but
did not mention what a day of work correspond to in hours: an approximation of the number of hours
of a work day was used in the analysis below.

In conclusion, the time interpretation in the following analysis should be handled with care.

Table 11 and Table 12 show the kind of differences encountered in the way the tests were detailed in
the templates. On the one hand the template shown in Table 11 is very synthetic as the test is only
composed of three main steps: analysis, process and symbolisation. On the other hand, Table 12
shows only an extract of the complete template for the same test case but with another software. The
steps are much more detailed with even the counting of processed objects given (as asked in the
instructions).

Date Action (predefined) Specify Time spent Calculation time
11.2007 | Reading the manual 6 hours -
11.2007 | Installing the software 1 hour -
02.2008 | ICC data set: 15 hours -

Data analysis and
constraints to system

operations
02.2008 | ICC data set: Parameter setting for | 10 hours 2 hours
Generalisation generalisation and
processes, it includes
proofs and evaluation
03.2008 | Symbolisation Symbolisation setting | 10 hours
and output file
generation
03.2008 | Documentation Fill the templates 4 hours -
Table 11 A complete processing template for ESRI software and ICC test case.
Date Action (predefined) | Specify Time spent Calculation time
Installing the | Reading the manual lh
system
- Installing the software 3h
Importing the data | Importing the data 5 min
- Creating the signatures 5 min
Expressing the | Expressing selection in | 9 hours
constraints queries and processes
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Date

Action (predefined)

Specify

Time spent

Calculation time

Parameter  setting  for
building simplification

20 min

Parameter setting for road
generalisation

30 min

Coding a custom
constraint for greenhouse
aggregation

3 hours

Coding custom micro
constraints

2 days

Coding custom meso
constraints

6 days

Triggering
automated
processing

Triggering partition
creation

Number of
features/feature type:

all roads

test area boundary

1 min

2 min

Triggering selection

Number of
features/feature type:

all streets,
contours, walls

5 min

10 min

Operator:

block generalisation
(building  simplification
and aggregation of
buildings, flowerbeds and
sport grounds

Number of
features/feature type:

604 block polygons
buildings  inside  the
polygons

5 min

2 hours

To be continued

Table 12 First part of the processing template for Radius Clarity and ICC test case.

From the analysis of completed processing templates we can observe some general trends and we can
draw some interesting conclusions.

General trends
Despite the differences highlighted above, it is possible to identify some general trends on how the
generalisation tests were carried out. The most important one is that the tests were carried out with
caution and very seriously.
Indeed, the mean time spent on a test by a tester is 53 hours that correspond approximately to 1.5
week of full time work. Globally, the amount of work spent on the tests is approximately 6 person—

months.

In addition the vendor that filled the templates spent much less time on the tests with a mean of 4
hours, which is most likely because of the technical mastery on the software.




Another trend revealed by the templates is that computing time appears to be moderate in general.
Although not all generalisation constraints were solved and in spite of the small size of the test cases,
it is possible to conclude that the tested generalisation applications do not cost extreme computing
time.

Furthermore, the analysis of the processing templates shows similarities on the difficulty and easiness
to generalise between test cases: the time spent on each of the test cases is quite the same. The
analysis did also not reveal any influence of the user-friendliness of the tested generalisation systems.
Indeed, the time spent on a test case by novice (or expert) testers with different software is equivalent.
Although the details of the templates showed that the difficulties (in term of time spent on specific
actions) differ from one software to another, the final time is quite the same. The mean time spent on a
test for a system varies from 45 hours to 58 hours. According to the approximations highlighted in the
introduction of this section, the duration can be considered as equivalent.

However, one should be careful with interpretation of time spent on the tests, because it highly
depends on the time that testers were allowed to spend on each test. For example some organisations
allowed their employees to work at most 5-10 days on each test. Therefore most optimally, time spent
should be compared with the quality of the result. Only then can the differences between novice and
experts be completely analysed, and from there conclusion on the user friendliness of the system be
made.

Conclusions

In addition to the general trends revealed, the analysis of the completed processing templates allows
drawing some interesting conclusions. First, we notice a heavy amount of time spent by most testers
on the installation of the software. It appears to be a point that should get attention by the vendors.

The templates also confirm that technical mastery on such software is essential to reduce the amount
of time spent on the tests. Indeed, the CPT vendor tests are distinctly the quicker ones. Likewise,
testers considered as novices spent much more time on the tests than expert ones, particularly on
getting used to the software and its generalisation operations. For instance, a template revealed that a
novice tester spent 30 hours on testing the different proposed algorithms.

The templates also highlight two specific limitations of generalisation solutions in commercial
software (which are known in research), namely the difficulty to parameterise the complex algorithms
and the lack of default tools (for instance default algorithm sequences or default constraints) requiring
a lot of users” work. Thus, a CPT tester spent a third of the testing time in setting the correct
parameters for building displacement and typification. And regarding the lack of default tools, the
Table 12 template shows the huge amount of time spent on customising constraints in Radius Clarity
for ICC test case (8 days).

Finally, the computation time is very difficult to interpret. Indeed, no default computer configuration
was requested to carry out the tests and up-to-date computers can be much quicker than others. For
instance, for the same software, CPT, the vendor indicates a cumulated computation time of 48
minutes whereas a tester (with apparently a less effective machine) indicates 5 hours of computation
time.

3.4 Evaluation of constraint expressions

In the constraint expression templates, testers entered for a specific test case whether they were able to
express the constraints. At the start of the research, it was expected that these tables would provide
insight into what constraints can be expressed in the systems, i.e. into the generalisation functionalities
of commercial systems.
For this purpose, we calculated the percentage of the constraints that could be expressed in the
systems either ‘fully’ ‘partially’ and ‘not’ according to the testers, grouped by several criteria:

o number of objects involved in the constraints (one, two or a group);

o type of constraints (see classification introduced in Section 2.1.4)

o testcase
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o system

o feature class
An example of such calculated percentages per test case and per number of objects, per system, and
per feature class are shown in Table 13 to Table 16 (the system names are made anonymous for this

purpose).

On all objects
Test case ;

% Fully | % Partially | % Not
ICC 25% 13% 62%
IGNF 28% 16% 56%
KADASTER | 32% 11% 57%
OSGB 16% 20% 65%
Total 26% 14% 60%

Table 13 Constraint expressed, averaged per test case

On all objects

Software system

% Fully | % Partially | % Not
System 1 38% 14% 48%
System 2 16% 18% 66%
System 3 35% 8% 57%
System 4 29% 11% 60%

Table 14 Constraint expressed, averaged per system

Building Land use Road Water Elevation

% % | % | % % | % |% % | % | % % | % |% % | %
Test | Full | Par | No | Full | Par | No | Full | Par | No [ Full | Par | No | Full | Pa | No
case |y t t y t t y t t y t t y rt t

29 |23 |48 |26 14 |61 |29 65 |20 10 |70 (23 |4 73
ICC | % % % [ % % | % [ % 5% | % | % % | % [ % % | %
IGN |30 |23 |46 |29 71 | 37 56 |10 84 (14 |0 86
F % % | % [ % 0% | % [ % 7% | % | % 6% | % [ % % | %
KA |38 |27 [36 |33 63 |29 64 |37 |26 |37
D % % | % [ % 3% | % [ % 7% | % | % % | %
OSG [ 18 |28 |54 20 |80 |13 10 | 78 20 | 80 8 88
B % % | % [0% [% | % | % % | % [0% [% | % |5% | % [ %
Tota |29 |25 |47 |29 9% 63 |29 79 64 |19 11 |70 (15 |5 80
1 % % | % [ % % | % % | % % | % | % % | %

Table 15 Constraints expressed for a number of feature classes, per test case



System Building Landuse Road Water Elevation

% % % % % % % % % % % % % % %
Fully | Part [ Not | Fully | Part | Not | Fully | Part | Not | Fully | Part [ Not | Fully | Part Not

Sys;em 28% | 22% | 50% | 43% | 17% | 39% | 58% | 8% | 34% | 32% | 14% | 55% | 31% | 0% | 69%
System

2 26% | 32% | 41% | 5% | 6% | 90% | 12% | 9% | 79% | 5% | 6% | 89% | 6% | 2% | 93%
System

(] 0 (] (] 0 (] (] (] 0 (] 0 (] (] 0 0

s 35% | 15% | 51% | 49% | 7% | 44% | 34% | 2% | 64% | 30% | 13% | 57% | 23% | 15% | 62%
System

) 26% | 18% | 55% | 24% | 0% | 76% | 21% | 9% | 70% | 14% | 19% | 67% | 0% | 0% | 100%

Table 16 Constraints expressed for a number of feature classes, per system

Although conclusions from this analysis meet the objectives of the research of quantifying the state-
of-the-art of automated generalisation, we found that the analysis contains too many biases, which
may cause readers drawing wrong conclusions from the numbers. Therefore such conclusions are not
drawn here and the results of the analysis are left out from this report.

Several reasons can be listed for the ambiguity of these conclusions leading to misinterpretation:
Different absolute numbers are underlying the percentages and therefore percentages do not give a
complete view. For example, considerable more constraints were expressed for single objects (86, 27,
32 and 24) than for groups of objects (28, 4, 14, and 12).

The numbers do not indicate available functionality, but the constraints that testers considered to be
expressible (i.e. the available functionality according to the testers).

The importance of constraints was not taken into account. Consequently, the results for a very
unimportant functionality could have major influence on the calculated percentages.

We also learned that it is impossible to distinguish between ‘fully’ and ‘partially’ expressed
constraints, as the extent to which a constraint could be expressed in the systems was more dependent
on the view of testers than on a objective measures.

o The percentages are dependent on the specific constraints that were defined (and
ignored) for the test cases. For example some important constraints on groups of
objects are missing because they were difficult to formalise and therefore they are
not taken into account in this analysis.

o The score of a specific system corresponds directly to the number of constraints that
were defined in the specific expertise area of the software. For example the more
constraints defined for buildings, the better CPT (which is specifically suitable for
buildings) will score and vice versa.

It should be noted that a grouping of certain representative constraints could improve reliability of the
results of such analysis. To meet the limitations within the scope of this research, the testers’
information was studied in interaction with other aspects such as output, test case, system, and tester
to make more in-depth observations (see Section 3.6). A future test could consider selecting a
representative set of constraints to analyse availability of functionalities in commercial systems.
Although the testers’ information should be interpreted with care, we did make the following
observations from this analysis that are relevant for our research:

o About 50% of all the constraints could be expressed fully or partially in the systems.
This shows that systems contain a considerable amount of automated generalisation
capabilities in relation to the constraints defined for the test.

o The most supported constraints were those applying to a single object, i.e.
functionality addressing constraints for two objects and for groups of objects is less
available in commercial software. This was already highlighted during the OEEPE
project: one of the main conclusions was the general lack of contextual
generalisation capabilities in the commercial software. Contextual operations have
since then started to appear in commercial systems.

o The analysis shows overall low values for OSGB data set compared to the other test
cases. In some systems even less than 25% of the OSGB constraints could be
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expressed in the systems. This might be because of the complexity of the (NMA
specific) constraints influenced by the large scale transition from 1:1250 to 1:25K
when compared to the other test cases. Examples are the constraints on slope
hachures (to be introduced in the target scale) and the nine constraints addressing
how buildings should be aggregated depending on the initial pattern. The complex
and OSGB specific constraints on buildings also explain a high number of partially
expressed constraints in CPT (instead of fully).
From the explanation that testers gave for not being able to express certain constraints, we can also
conclude that functionalities for parameterisation are missing and that the software systems lack
functionalities for defining sensible groups for generalisation, such as ‘building blocks’. The systems
group objects by the partitions built from linear features. This does not always yield the best solution
since objects are often unevenly distributed across these partitions.

3.5 Automated evaluation of generalised outputs: results and conclusions

This section summarises the results of the automated constraint-based evaluation in which three
constraints were evaluated: minimum area of buildings, minimum distance between two buildings and
minimum distance between buildings and roads. The automated constraint-based evaluation has been
limited to these constraints because most time was put in the development of the method of automated
evaluation, as well as in the design of the prototype'. The constraints that are automatically evaluated
were selected because of their high formalisation degree.

Another limitation of the presented evaluation is that constraints are evaluated independently from
other constraints and therefore the interaction between several constraints is not addressed. However
the interpretation of the results does look in more detail to further understand low or high constraint-
violation values. Consequently this section provides insights into the method of automated constraint-
based evaluation.

The results of the automated evaluation of automatically generalised data are presented in Section
3.5.2. To show to what extent automated constraint-based evaluation is appropriate to identify the
quality of generalised data, we first applied the developed evaluation prototype to interactively
generalised data of Kadaster. The results are presented in Section 3.5.1.

3.5.1  Automated constraint based evaluation of interactively generalised data

We applied the prototype to interactively generalised data of Kadaster, scale 1:50k (the target dataset
of the test case of Kadaster). In this test we assumed that the interactively generalised data, which are
currently in production provide good generalisation results.

We evaluated two constraints: minimum area of buildings and minimum distance between buildings.

The results for the first constraint show that 27% of the buildings are smaller than the threshold (0.16

map mm?) and are therefore evaluated as bad (see Figure 4). However, when examining the data in
more detail, we found that many “too small buildings” are just a little below the threshold size. The
difference in minimum size, as mentioned in the written specifications (main source for the constraints)
and as used in interactive generalisation, can be explained in two ways. First, it is not possible for
humans to distinguish between the threshold and the threshold plus/minus a flexibility range, and,

therefore, cartographers use the thresholds with a notion of flexibility (Ruas, 1999; Bard, 2004).

Second, in specific situations the cartographer may have chosen to relax the size constraint to meet a
more important constraint, e.g., “keep important buildings.”

"it cost much more time than expected to prepare the outputs for the automated evaluation — around
700 output data sets had to be prepared manually and further homogenised for the automated
evaluation
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Figure 4 Results of analysing minimal building areas in interactively generalised data, scale
1:50k.

The automated evaluation of the constraint on minimal distance (2 map mm) in the interactively
generalised dataset also shows many violations of the constraint. 46% of the buildings are too close to
each other (Figure 5). The violations can partly be explained by the notion of flexibility and by
deliberately violating constraints to meet more important constraints, as just discussed.

Distribution of distance values between buildings 1:50k

Min distance threshaold - 46% of all building objects are to close

Distance {meters)

Building objects ordered by shortest neighbourhood distance

Figure S Analysis of minimum distance between buildings constraint violation on interactively
generalised data. The non-violated buildings are not shown in this graph.

However because of the high number of violations, we examined the conflict situations in more detail
and encountered many situations assessed as ‘bad’ as shown in Figure 6b and Figure 6¢. To
distinguish the case shown in Figure 6a (in which the minimum distance constraint does identify
cartographic conflicts) from those shown in Figure 6b and Figure 6¢ (which may be acceptable
solutions), minimal distance between buildings should be further refined in constraint definitions.
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Figure 6 Minimal distance constraint identifies unacceptable situations (a). Acceptable
generalisation solutions that violate the distance constraint (b and c).

The conclusion of this automated evaluation of interactively generalised data is that constraint-based
evaluation requires further research to be able to describe the quality of generalised data. Future
research should aim at better definition of constraints with respect to automated evaluation and better
understanding of the impacts and dependencies of several constraints.

Chapter 5 (discussion and conclusion) contains several recommendations on how constraint-based
evaluation can be improved to become more appropriate for assessing generalised data.

3.5.2  Automated constraint based evaluation of automatically generalised data

This section presents results of the automated evaluation of three constraints: minimum area of
buildings, minimum distance between buildings and minimum distance between buildings and roads.
It is very important to note that this evaluation only considers individual constraints. Therefore the
evaluation may not be used to evaluate the overall quality of the outputs, since some constraints may
have been violated intentionally to meet other more important constraint. In addition the individual
constraint may show good results because another constraint (i.e. keep density of buildings) was
highly violated.

To understand the concepts ‘constraint violation’, ‘average constraint violation” and ‘qualification’ as
used in this evaluation, we first explain them.

Constraint Violation (CV) is the degree of non-fulfilment of a constraint. CV is the quantitative
defiance of the generalised state from the ideal state defined by the cartographic constraint. The
smaller the defiance, the better fulfilled the cartographic constraint. CVs are expressed by values
between 0 und 1, where 1 denotes a maximum violation. In our evaluation where we only evaluated
legibility constraints the CVs either identify a cartographic conflict (CV=1) or a good solution
(CV=0).

Average Constraint Violation (CVpenge is an aggregation of constraint violations on individual
objects into one number. CVayeree are expressed by values between 0 and 1, where 1 denotes a
maximal violation of the constraint and vice versa (similar to CV).

Qualification is the transformation of quantitative evaluation results (CV, CV ayerse) into qualitative
statements about the quality of the generalisation solution. The transformation that we applied is as
follows:

IF 0 < CVpyerage < 0.25
THEN Qaverage = gOOd

ELSE IF 0.25 < CVyerage < 0.5
THEN Qgyerage = nearly good

ELSEIF 0.5 < CVerage < 0.75
THEN Quayerage = nearly bad




ELSE IF 0.75 < CVyyergge < |
THEN Qyyerage = bad

Automated evaluation of minimum area of buildings

The results of evaluating the minimum area constraints using CV, CV ayersee and qualification are listed
in Table 17.

In the remainder of this section, these results are interpreted and conclusions are drawn per test case.
Note that in the remainder of this section Kadaster is sometimes referred to as TDK. The reason is that
in the course of our project the Dutch National Mapping Agency (TDK) merged with the Netherlands’
Kadaster.

Test case System | Tester Nb of | Nb. of | Nb. of | Nb. of | CVyerage | Quality
inital map map map
map objects | objects objects
objects with with
CV =0 Cv =1
ICC CPT ICC 2709 886 828 58 0.07 good
(threshold:
0.16mm?)
ICC CPT Kadaster | 2709 887 697 190 0.21 good
ICC Radius | IGNf 2709 1381 640 741 0.54 nearly
Clarity bad
ICC Radius | OSGB 2709 2669 684 1985 0.74 nearly
Clarity bad
ICC ArcGIS | Kadaster | 2709 1881 938 943 0.50 nearly
good
ICC ArcGIS | ICC 2709 454 454 0 0 good
IGN CPT ICC 2019 98 98 0 0 good
(threshold:
0.2 mm%)"™"
IGN CPT ITC 2019 556 547 9 0.02 good
IGN CPT Kadaster | 2019 856 145 711 0.83 bad
IGN ArcGIS | Kadaster | * * * * * *
IGN Radius | IGNf 2019 1019 863 156 0.15 good
Clarity
IGN axpand | OSGB 2019 1529 1063 466 0.30 nearly
good
OSGB CPT ICC 13241 | 1692 1454 238 0.14 good
(threshold:
0.16mm?)
OSGB CPT ITC 13241 | 1265 1155 110 0.09 good
OSGB CPT Kadaster | 13241 | 1957 1957 0 0 good
OSGB Radius | OSGB 13241 | 7061 7061 0 0 good
Clarity
OSGB ArcGIS | Kadaster | 13241 | 2033 2032 1 0 good
Kadaster ArcGIS | ICC 4285 356 353 3 0 good
(threshold:0.16
mm?
Kadaster ArcGIS | Kadaster | 4285 105 105 0 0 good
Kadaster axpand | OSGB 4285 367 362 5 0 good
Kadaster CPT ICC 4285 358 337 21 0.06 good




Test case System | Tester Nb of | Nb. of | Nb. of | Nb. of | CV,yerage | Quality
inital map map map
map objects | objects objects
objects with with
CV =0 CV =1
Kadaster CPT ITC 4285 292 259 33 0.11 good
Kadaster CPT Kadaster | 4285 1822 239 1583 0.86 bad
Kadaster Radius | IGNf 4285 174 62 112 0.64 nearly
Clarity bad
Kadaster Radius | IGNs 4285 372 363 9 0.02 good
Clarity
Kadaster Radius | OSGB 4285 360 358 2 0 good
Clarity

Table 17: Number of map objects for both CV =0 and CV =1, and average quality assessment.

"The buildings in the outputs produced by Kadaster tester for IGN test case with ArcGIS have not
been generalised and therefore the minimum areas of the output buildings were not compared to the
optimal value

" For IGN test case the results for Zurich tester with axpand are missing

The graph representing these numbers, are shown in Figure 7

1
0,9 =l ome e o o o o o o o e e e e e e e
08 + —|— — - —-—-l-l-B—- —|-—- == == - - - = — |-
0,7 +0~HN—B~B—-N—-B—N—F—M—0—D—H—-D—N—P—F NP0~
0,6 +|~H~—1~Q=|-F~——F—Q——] 0=~~~ ~} =]~ -
05 +~l~B-0—u- B0~ ~|—~ ~ ]~~~ —-
0'4_._.__._._____._ e [ e B et B e et [l et [ e [ e B e [
03 + — |- -0 — === === == — — -
02 +~n—0-0-R0-P0-"-F-0"-B0-D—N———N—F———F— =B
01 rA—R—B-RRB0—0R 10— I —-I—-——-———-——---I—- -
oA A AN - ainnl (e
Q| S|S0 0000 SIS 0000 00O~ mO0O| S S v
Ol 8lZ20|go|olE|IEZ0|0E|go|lgo|Blo|olElg 220
L 328 382|828 L8 88228 L 82238
5135 2|2(5]e|5/5|3 2(2|5|5|3| 2 8|85 |2|5|5| 8|8 & 2
NIRRT R
ESls o< =S8 Flglw|<lv|l 8 IR
5 oo 5 3 5|C|lo 0| x 5 S
(&) e (@) P2y (@) e Ol < O
— — —
< < <
ICC IGN 0OSGB Kadaster

Figure 7: Average quality assessments of outputs, grouped per test case.

Minimum area of buildings: ICC test case

(Some conclusions are valid for all test cases. To avoid repetition, these conclusions are only
mentioned once, in the evaluation of the ICC test case. Consequently the section evaluating ICC test
case is longer than the sections evaluating the other three test cases).



When studying the results for ICC test case the following observations can be made (results are
graphically presented in Figure 8):

Constraint Violation of Minimum Area Constrainton Building Map Objects of the

ICC Data set

S —
05GB

IGHF {tester)

Il

ICC Icc TDK

Clarity (system) CPT{system) ESRI {system)
Generalisation System & Tester

Figure 8 Average constraint violation of ,,minimum area“ constraint on buildings of the ICC

data set per generalisation system and tester.

The CPT tests show good or near good solutions. The generalisation solution
generated by the ICC has the lower CV yerage Which means that it is the best solution.
Generalisation solutions generated with CPT seems to be of higher quality
compared to the other systems when only considering this constraint. However this
is a good example that assessing one constraint at the time, may cause
misinterpretation of the overall quality. In this case CPT decreases the violations by
eliminating the buildings with area under the minimum size. However instead of
elimination, other actions as exaggeration, aggregation, etc could be applied to
produce solutions that also meet the “keeping building density” constraint.

In both Radius Clarity tests a considerable amount of generalised buildings do not
meet the minimum area constraint. The average constraint violation counts up to
more than 50 percent of all buildings that are judged as “nearly bad”. That is, both
testers did not manage to realise the requirements to the buildings area size with the
software Radius Clarity. Further, it can be seen that the numbers of buildings in the
generalised states are significantly different. The initial ICC data set contains 2709
buildings. The generalisation accomplished by the IGNT tester resulted in a heavy
decrease of buildings, in contrast to OSGB tester.

In case of the solutions generated by ArcGIS, it can be concluded that it is possible
to achieve a generalisation solution which do not violate the minimum area
constraint with the software. The ArcGIS generalisation solution generated by the
ICC tester is of very good quality since every building exceeds the required
legibility threshold of 0.16 mm”. However the number of buildings differs strongly
in the ArcGIS outputs. In contrary to the Kadaster tester, the ICC tester reduced
strongly the number of individual buildings (e.g. by means of elimination,
aggregation). Closer examination of the generalisation solution provided by the ICC
tester, shows that a lot of n:1 or n:m generalisation operations had been applied,
mostly along the coastline where there was initially a high density of buildings. This
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might be a reason for the perfect satisfaction of the minimum area constraint since
conflicts of constraints in dense regions could be inhibited.

A conclusion that applies to all outputs is that constraint violations occur in clusters
(see Figure 9). Mostly, along the coastline, buildings are satisfactorily generalised
although the building density is relatively high. In contrary, upcountry the constraint
violations increase because of many small and isolated buildings. It is most likely
that the problem is caused by the characteristics of the data set itself, that is, these
clusters may occur where several cartographic constraints on the individual
buildings cause conflicts.

Figure 9: Visualised evaluation results of minimum area constraint in the ICC data set per
generalisation system and tester (above from left: CPT/ITC; Radius Clarity/IGNf,
ArcGlIS/Kataster; below from left: CPT/Kadaster, Radius Clarity/OSGB, ArcGIS/ICC)

To better understand how the constraints were respected, we analysed the reduction of buildings, see

Figure 10.
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Figure 10 Reduction of buildings in ICC test case in CPT, ArcGISand Radius Clarity outputs

From this figure we can observe the following. (This analysis is only reported for this test case, to
show that extra observations can be made from this analysis. As mentioned before, the other test cases
showed similar conclusions and therefore this analysis was skipped for the other test cases).

Firstly we observe partly different distribution of area sizes generated by ICC and Kadaster with CPT.
It is obvious that the ICC tester enlarged initially small buildings more whereas the Kadaster tester
enlarged initially large buildings more although both testers used the same parameters and
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generalisation software. Additionally, because both generalisation solutions contain the same number
of buildings, it can be assumed that another aspect influenced the modification of area sizes.

Secondly, in the Radius Clarity solution generated by IGNf the initially large buildings became larger
during generalisation while the area size of the largest buildings in the solution generated by the
OSGB remained nearly unchanged. A third conclusion that can be drawn for ArcGIS is that the ICC
tester enlarged more buildings with ArcGIS independently of the initial area size, which means that
that initially large buildings became larger too.

Minimum area of buildings: IGN test case

For IGN test case we can draw the following conclusions from the results (results are graphically
presented in Figure 11). Note that ArcGIS with Kadaster tester was not evaluated because the
buildings were not generalised, as was mentioned before. In addition axpand results were not available
for evaluation:
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Clarity (system)

Constraint Violation

CPT (system)
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Figure 11 Average constraint violation of ,,minimum area“ constraint on buildings of the IGN
data set per generalisation system and tester. In this figure the results of axpand testers (Zurich
and OSGB) are missing, see explaination in Section 3.1.

o Three out of four generalisation solutions are (nearly) well done concerning the
minimum area constraint.

o The ICC is the only tester who achieved to fully satisfy the constraint with CPT, that
is, in their solution, all remaining buildings are larger than the requested threshold.

o The Kadaster tester did not manage to translate satisfactorily the minimum area
constraint with the same software. However, on the basis of the two other solutions
generated with CPT it can be said that the system is able to translate the constraint.

o In contrary to the automatically derived generalisation solutions of the ICC data set,
in the IGN data set we cannot identify specific areas that cause problems across all
four generalisation solutions. The only potential problem area is marked in Figure
12. It is obvious that in those areas the initial density of buildings is very high.
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Figure 12 Potential problem area in the IGN data set concerning the minimum area constraint.

Minimum area of buildings: Kadaster test case

The following observations were made for the results of the Kadaster test case (graphically presented

in Figure 13):
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Figure 13 Average constraint violation of ,,minimum area“ constraint on buildings of the

Kadaster data set per generalisation system and tester

Both solutions generalised with ArcGIS are of high quality concerning the
minimum area constraint on buildings. Additionally they have in common that the
large number of individual buildings has been reduced during generalisation.

The satisfaction of constraints with CPT differs largely between the testers ICC/ITC
and Kadaster. The generalisation solution generated by the Kadaster tester contains
more buildings which do not meet the minimum area constraint. Additionally, the
data set generalised by the Kadaster tester has about 1500 map objects more than all
the others.

Except for two generalisation solutions (one produced with CPT and one with
Radius Clarity), most of the solutions generated by the testers are of high quality
concerning the legibility of buildings. That is, with every generalisation system
good results were obtained.

The two generalisation solutions that have a high average constraint violation do not
show a common spatial distribution of violated buildings (as identified in case of the
ICC data set).
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Minimum area of buildings: OSGB test case

For the OSGB test case we can conclude that the amount of buildings in the outputs differ
considerably within the outputs, even for the same system. Especially the numbers of buildings with
CPT were highly reduced. Most likely this is because a bug in CPT that eliminates all buildings that
intersect (or touch) a road (see also Figure 91, Section 4). Moreover CHANGE eliminates all the
buildings under the minimum, which is not a bug of the software, but done by design.

OSGE Dala Sk

Constraint Veolaton of Minimum Area Constraint on Builing Map Objects of tha

[T]

L )

Sy [ Eveimm)

B -
L o] ITC

=23
Tevver livation Spateh Teater

oK

(41

Figure 14 Average constraint violation of ,,minimum area“ constraint on buildings of the OSGB
data set per generalisation system and tester.
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Figure 15 Visualised evaluation results of buildings of the OSGB data set per generalisation
system (above: CPT; below, left: Radius Clarity, below, right: ArcGIS) and tester.

Findings and conclusions of automated evaluation of minimum area constraint

The conclusions on the evaluation of minimum area constraint can be summarised as follows. Firstly,
good solutions concerning the minimum area constraint were achieved by all systems and all test




cases (but not by all testers), although for same systems and test cases very different results were
achieved (see visual comparison in Section 3.6 for further explanation of these differences).

Secondly, for ICC test case we observed clusters of constraint violations in all generalisation
solutions, which may be a challenge of the specific test case, that is, these clusters may be derived
from both conflicts due to the application of several cartographic constraints on the individual
buildings and the interaction with map objects in the proximity, i.e. interaction with other constraints.
A third conclusion is that most solutions generated for Kadaster test case are of high quality
concerning the legibility of buildings. This has two reasons. Firstly fewer conflicts can be expected in
rural area, which is the main characteristic of the test case. Secondly, areas that are covered for more
than 10% by buildings are replaced by built-up areas in this test case.

Automated evaluation of minimum distance between two buildings

The results of evaluating the minimum distance between buildings constraint using CV, CV syerage and
qualification are listed in Table 18. It has to be noted that not all results per test cases, systems, and
testers are presented in this Table. The reasons are several.

An important reason is that the list of constraints provided by Ordnance Survey does not contain a
“minimum distance” for building objects. Consequently, the results for OSGB test case are not
presented here. In addition, some of the output shape files containing building features had not been
generalised by the testers and some of the output shape files were somehow corrupted, and thus not all
testers output was considered in this evaluation.

Test case Syste Teste | No. of map | No. objects | No. CVaer | Quality
m r objects Cv=0 objects CV
=1
Kadaster Radius | IGNf | 174 157 17 0.10 good
(threshold:0.2m | Clarity
m)
Kadaster Radius | IGNs | 372 316 56 0.15 good
Clarity
Kadaster Radius | OSG | 360 306 54 0.15 good
Clarity | B
Kadaster CPT ICC 358 356 2 0.01 good
Kadaster CPT ITC 292 280 12 0.04 good
Kadaster CPT Kad 1822 1002 820 0.45 nearly
good
Kadaster ESRI ICC 353 307 46 0.13 good
ICC Radius | IGNf | 1381 483 898 0.65 nearly
threshold:0.2m | Clarity bad
m
ICC CPT ICC 886 700 186 0.21 good
ICC CPT Kad 887 506 381 0.43 nearly
good
ICC ESRI | Kad 1900 152 1748 0.92 bad
IGN Radius | IGNf | 1019 509 510 0.50 nearly
(threshold:0.1m | Clarity bad
m)
IGN CPT ICC 98 96 2 0.02 good
IGN CPT ITC 556 517 39 0.07 good
IGN CPT Kad 856 753 103 0.12 good

Table 18 Number of map objects for both CV =0 and CV =1, and average quality assessment of
minimum distance constraint on building map objects
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This section discusses and interprets the results in detail per test case. In order to get more insight of
why the results are so, we will also show information on selection ratio (the number of buildings after
generalisation divided by the number of buildings before generalisation) along with the constraint
violation per generalisation solution. It is worth noting that the use of ‘selection ratio’ does not imply
anything regarding how the generalised objects were selected.

Minimum distance between two buildings: ICC test case
Results for ICC test case are presented in Figure 16.
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Figure 16 Average constraint violation of minimum distance between two buildings (upper) and
selection ratio (lower) of the ICC data set per generalisation system and tester

The following conclusions can be drawn for the outputs for ICC test case concerning the minimum
distance between buildings constraint:

Acceptable generalisation solutions were obtained with CPT by both testers (i.e. ICC and Kadaster).
The evaluation results show the solution by the ICC tester is “good” and the one by Kadaster is
“nearly good”.



Tests with Radius Clarity and ArcGIS failed to generate acceptable solutions. But the average
constraint violation (0.65) of the solution derived by IGNf tester using Radius Clarity is not as bad as
the violation (0.92) of the solution by Kadaster tester using ArcGIS.

Within this test case, a positive correlation can be observed by comparing the distribution of selection
ratios (Figure 16, upper) with that of average constraint violations of minimum distance constraint
(Figure 16, lower) of all outputs. It appears that the lower the selection ratio, the higher degree of
constraint violation was for these generalisation solutions, as more objects get deleted the chance
becomes higher to satisfy the minimum distance constraint.

While the ICC and Kadaster testers selected nearly the same amount of buildings (886 and 887,
respectively) and both solutions are quite acceptable, the ICC result is better than the Kadaster result
(see also Figure 17¢ Figure 17d). A closer look at the solution generated by ICC shows that CPT
software addressed the constraint violation by shrinking the buildings under violation situations. This
means that CPT is able to respect this constraint in certain ways.

This results show that this test case is more difficult to tackle for the generalisation systems than the
other test cases in terms of minimum distance between buildings. This is most likely because in the
initial ICC data set, density of the buildings along the coastline is relatively high, buildings are much
bigger than in other locations, and buildings are close to each other than in all the other test cases. If
testers and systems fail to handle the minimum distance constraint, buildings in such regions are likely
to violate the constraint. This is probably why the constraint violation of outputs of this test case is on
average higher than in the other test cases (see Table 18).

(a) IGNT (Radius Clarity) (b) Kadaster (ArcGIS) (c) Kadaster (CPT)

(d) ICC (CPT)
Figure 17 Evaluation results of minimum distance between two buildings of the ICC data set per
tester (system); the red indicates situations of violation; black circles highlight clusters of the
violation

Indeed in most of the generalisation solutions (Figure 17a to Figure 17c), violation of the minimum
distance between two buildings tends to occur in clusters along the coastal regions (see highlighted
regions in black circles). It seems that all solutions in this case except the one generated by ICC failed
to respect the minimum distance constraint. However, these violations may also be a consequence of
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relaxing this constraint to meet more important constraints (e.g. keep the sizes of buildings).
Consequently this is a good example of how considering single constraints does not enable to draw
meaningful conclusions as to how can the generalisation systems respect this specific constraint.
Many buildings with topological errors were introduced in the solution derived by IGNf (Radius
Clarity), where building blocks intersect roads in the end result. This happens mainly in the clusters in
Figure 17a. See also Figure 31, Section 3.6.1.

Minimum distance between two buildings: IGN test case
Results for IGN test case are presented in Figure 18.
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Figure 18 Average constraint violation of minimum distance between two buildings (upper) and
selection ratio (lower) of the IGN data set per generalisation system and tester

The following conclusions can be drawn for the outputs for IGN test case concerning the minimum
distance between buildings constraint (axpand results are missing):



In general, high quality solutions concerning the minimum distance constraint between two buildings
were derived by three testers (ICC, ITC, and Kadaster) with CPT. The solution generated by IGNf
with Radius Clarity is on the other hand “nearly bad”.

Although the solution by ICC with CPT software is the best of all four solutions, this only means that
this solution respects this particular minimum distance constraint in a good way. The rather low
selection ratio of this solution (98 buildings out of 2019, see also Figure 19b) may also indicate that
other constraints like preservation of structures or black-white ratio were violated.

The differences between selection ratios among IGNf, ITC, and Kadaster testers are not very
significant, especially the results of IGNf and Kadaster tester applied similar selection ratio (Figure 18,
lower). However, the solution by Kadaster with CPT shows a greater advantage over the one by IGNf
with Radius Clarity concerning the minimum distance constraint. Hence we can assume that the
Kadaster tester was able to express this constraint with CPT system while IGNf failed to do so with
Radius Clarity. As a visual support of this, a closer look at the solution by IGNf tester shows that a
topological error (proximate building polygons intersect) was introduced to the output data set. In fact,
it seems to be the case that parts of the initial buildings were enlarged to meet the minimum area
constraint, but none of these enlarged buildings were displaced or typified to reduce the violation of
minimum distance between two buildings.

A common observation that can be applied to all four solutions is that the violation tends to occur in a
cluster (highlighted in Figure 19). This is mainly because the density of the initial buildings in this
cluster is relatively higher.

gt
o=

®© 0O

(a) IGNf (Radius (b) ICC (CPT) (c) ITC (CPT) (d) Kadaster (CPT)
Clarity)
Figure 19 Evaluation results of minimum distance between two buildings of the IGN data set
per tester (system); the red indicates situations of violation; the black circle highlights a cluster
of the violation

Minimum distance between two buildings: Kadaster test case

Results for Kadaster test case are shown in Figure 20.
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Average Constraint Violation of Minimum Distance Constraint between Two Buildings of
the Kadaster Data Set
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Figure 20 Average constraint violation of minimum distance constraint between two buildings
of the Kadaster data set per generalisation system and tester

The following conclusions can be drawn for the outputs for Kadaster test case concerning the
minimum distance between buildings constraint:

In general, all generalisation solutions for Kadaster test case respect the minimum distance between
two buildings rather well. Six out of seven solutions were well done (marked as “good”), while only
one generated by the Kadaster tester using CPT is marked as “nearly good”.

All tests performed in all three generalisation systems (Radius Clarity, CPT, and ArcGIS) provided
good results. However, we cannot conclude here whether it is because all these systems can respect
this constraint properly (e.g. displace buildings to avoid their getting too close), or it is because these
systems were just ignoring this constraint. If we have a closer look at the initial data set in the
Kadaster test case, we see that two other reasons for this high quality may also be possible. First, the
density of buildings in the initial data set is in general not very high (i.e. the buildings are not very
close to each other). Secondly, due to a specific constraint in Dutch case — building blocks should
become “built-up area” if their densities > 0.1, many of the relatively denser areas were transformed
into parcels of “built-up area” type in the solutions (see also Section 0). As a result of these two
reasons, high quality concerning the minimum distance constraint can be expected even without
explicit consideration of this constraint. Compared to solutions by the other testers, the solution
generated by the Kadaster tester with CPT software appears to have a much higher degree of CV,erqge
than the others, although the quality of the solution is still acceptable (marked as “nearly good”). This
may be because in the output generated by the Kadaster tester, much more buildings are selected than
in the other outputs (see visual results in Figure 21; the selection ratio per generalisation solution is
also quantified in Figure 22), and that many dense areas were kept where violation of the constraint is
high. However, this violation may also be the result of interaction among constraints, that is, relaxing
the minimum distance constraint in order to compromise with other constraints (e.g. spatial
distribution).
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Figure 21 Visualised evaluation results of minimum distance constraint between two buildings
of the Kadaster data set per tester (system); the red indicates situations of violation

To get more insight into the relationship between selection ratio and the violation of the minimum
distance constraint between two buildings, selection ratios of all outputs of the Kadaster data set are

visualised in Figure 22.
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Selection Ratio of Generalisation Outputs of the Kadaster Data Set
(the initial data set contains 4274 building objects)
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Figure 22 Selection ratio of all outputs of the Kadaster data set

The initial data set contains 4274 building objects. Except for the solution derived by Kadaster where
over 40% buildings were selected, all the other solutions have selection ratios all below 10%.
According to results in Figure 20, those solutions with selection ratio below 10% are evaluated as
“good” concerning the constraint, while the one by Kadaster (selection ratio > 40%) is regarded as
“nearly good”.

If we compare the distribution of selection ratio (Figure 22) and that of average constraint violation
(Figure 20) per generalisation solution, an observation is that there appeared to be a positive
correlation between selection ratio and the average constraint violation in the Kadaster test case, while
few variations can be observed. For example, although selection ratio of the solution derived by IGNf
using Radius Clarity is the lowest and the quality of this solution is very high concerning the
constraint, the solution is not of highest quality of all the outputs (again we can conclude the triviality
that the more buildings are kept, the more difficult it is to meet the minimum distance between
buildings constraint).

Findings and conclusions of automated evaluation of minimum distance between two buildings

Firstly, only CPT software achieved good solutions concerning the minimum distance constraint for
all test cases and all testers, while the other systems (i.e. Radius Clarity, ArcGIS; axpand was not
considered) failed to achieve acceptable solutions for all test cases except for the Kadaster test case.
Secondly, the observed violation of minimum distance constraint between two buildings appeared to
have a positive correlation with selection ratio for all the test cases. As mentioned earlier, the more
deleted buildings the higher the chance of satisfying this particular minimum distance constraint. It is
however worth mentioning that a deletion of objects is a simple way to satisfy this constraint. In an
extreme case all objects could be deleted, which would satisfy this constraint in a perfect way. This is
definitely not what one would expect for a good generalisation solution. Of course, the characteristics
of the initial data set also influence constraint violation. For example, in the Kadaster test case (a rural
area) where the buildings blocks with relatively higher density should be transformed into “built-up
area” and the density of the remaining buildings is relatively lower, all the generalisation systems and
testers obtained good results concerning this constraint; whereas in the ICC test case, the violation of
the constraint is on average higher due to buildings that are too close to each other in the coastal
regions. An additional observation is that although isolated consideration of a single constraint does
not enable to draw meaningful conclusion as to how can the generalisation systems respect this



specific constraint, a closer look at all the solutions shows that the CPT software is able to respect the
minimum distance constraint between two buildings.

Automated evaluation of minimum distance between buildings and roads

This section interprets and discusses automated evaluation of the minimum distance between
buildings and roads. For evaluating this cartographic constraint, map objects to be evaluated should be
in their symbolic forms. That is, road features represented by lines in almost all the data sets have to
be assigned with a signature to represent the width of their symbols defined by the NMAs. Only with
the signature the evaluation system can “see” the symbols and take the widths of road symbols into
account.

Specifically for this evaluation a lack of results balanced over all test cases, limits the reliability of the
results. However, as will be shown below, the results do provide important insights with respect to the
automated evaluation method itself. Therefore we added this section in the report without disclosing
the system names.

In the evaluation of the minimum distance constraint between buildings and roads, the calculation of
CV average 18 €xplained as follows. Since two different feature classes were involved in the evaluation,
the number of all violated objects (including violated buildings and violated roads) was firstly counted,
notated as |VO|. Then the number of all map objects being evaluated (including all buildings and
roads) was counted, notated as |O|. The average constraint violation is computed as: CVergge
=|VOo}/0]|.

The results of this evaluation are presented in Table 19.

Due to the complexities of this evaluation, that is, a number of subclasses constitute the road class and
they are in separate shape-files (often even in more files than the initial data set), the evaluation has to
be carried out on a subclass-by-subclass basis. However, the evaluation in this way does not show a
holistic view of minimum distance between building class and road class. In order to address this
problem, different types of road (shape-files) were combined together into one shape-file while
keeping each of their signature widths unchanged, before another evaluation test could be carried out.
The results for Kadaster and IGN test case are presented in Table 19.

The first two parts of this table are the results before the combination of different types of roads, while
the third part is after the roads were combined. The following paragraphs will discuss these three parts
respectively.

Test case | System | Tester Thematic | Thematic  : Signature | No. of | CVyyer | Quality
class 1 class 2 + width map age
' (map mm) | objects
(building
+road)
Kadaster S1 IGNf Building | Local Road 1 0.6 mm 174 +276 | 0.16 good
(threshold: :
0.02) :
Kadaster S1 IGNf Building | Motorway | 1.3 mm 174 + 48 0.00 good
Kadaster S1 IGNf Building | Other Road | 0.6 mm 174+1596 | 0.09 good
Kadaster S1 IGNf Building | Platform : 0.6 mm 174 + 15 0.04 good
Kadaster S1 IGNf Building | Runway ' 0.6 mm 174+ 6 0.00 good
Kadaster S1 IGNf Building | Street 1 0.6 mm 174 +562 | 0.10 good
Kadaster S1 IGNs Building | Part of | 0.6 mm 372 +44 0.08 good
Road !
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Test case

System

Tester

Thematic
class 1

Thematic
class 2

| Signature
' width
| (map mm)

No. of
map
objects
(building
+road)

CVaver

age

Quality

In case of the IGN dataset, there are some contradictions in its symbolisation template, especially for Total
width and Symbol schema. Finally, the following values are used for this evaluation (see Signature width

column).

IGN S1 IGNf Building | Major Road | 0.9 mm 1019 +34 | 0.11 good

(threshold: |

0.1 mm) :

IGN S1 IGNf Building | Secondary : 0.7 mm 1019 +96 | 0.14 good

Road ;

IGN S1 IGNf Building | Minor Road : 0.6 mm 1019 +346 | 0.45 nearly
E good

IGN S1 IGNf Building | Street ¢ 0.6 mm 1019 +208 | 0.50 nearly
: good

The following results are obtained through combining different types of road together into one shape file
(pre-processing), to obtain a holistic view of the violation of minimum distance between Building and Road
classes. The values of Signature width (in the bracket) used for different types of road are corresponding to
the type information respectively (also in bracket).

IGN S1 IGNf Building | Road 1 (0.9, 0.7, | 1019+684 | 0.73 nearly
(threshold: (major, 1 0.6, 0.6) bad
0.1 mm) secondary, | mm
minor and |
street)
IGN S2 ICC Building | Road 1 (0.9, 0.6)|98+380 |0.15 good
(major, | mm
minor) !
IGN S2 ITC Building | Road i (09, 0.7, | 555+684 | 0.39 nearly
(major, 1 0.6, 0.6) good
secondary, | mm
minor and |
street) !
IGN S2 Kadaster | Building | Road 0.9, 0.7, | 865+ 684 | 0.55 nearly
(major, 1 0.6, 0.6) bad
secondary, | mm
minor  and
street)
Kadaster S1 OSGB Building | Road (all | Different | 360+2224 | 0.26 nearly
(threshold: types) | signatures good
0.2 mm) |

Table 19 Average constraint violation, quality assessment of minimum distance between
buildings and different subclasses of road class




Minimum distance between buildings and roads respecting different road types: IGN test case
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Figure 23 visualised evaluation results of minimum distance between building and different
types of roads in the solution of IGN data set generated by IGNf with System1; the red colour
denotes violation situations

Only one solution generated by IGNf tester with System1 was evaluated concerning the minimum
distance between buildings and different types of roads. Note that only buildings and roads at risk of
constraint violation are visualised in Figure 23.

The subfigures in Figure 23 show that spatial proximity and densities of road networks influence
greatly the violation of minimum distance between buildings and roads. Table 19 also shows an
interesting trend of an increase of the average constraint violation with the decline of roads in their
thematic levels. For instance, constraint violation between buildings and streets is larger (0.50) than
that between buildings and major roads (0.11). This is probably caused by the fact that in this specific
generalisation solution, minor roads and streets are much closer to those inner-city areas where
building densities are higher. In addition, these minor roads and streets form dense network clusters
which cause more conflicts with buildings. Nevertheless, these explanations cannot be generalised to
cover many other cases since the samples are too small.

Minimum distance between buildings and roads respecting different road types: Kadaster test case

The solution of the Kadaster data set generated by IGNTf (or IGNs) with System1 was evaluated where
the various types of road were considered separately.

The results show good values for meeting the minimum distance between buildings and different
types of roads. The reasons for this are several. A first observation is that buildings on the one side
and both motorways and runways on the other side are never too close to each other. This is because
these two types of roads are situated far away from both the non-generalised and the generalised
buildings. Consequently few or no violations of this constraint can be expected between these two
types of roads and buildings in this specific data set. In addition, higher constraint violations are
observed between buildings and local roads, other roads, and streets respectively, although all of the
three are still regarded as “good”. In these three cases more spatial interaction between buildings and
roads can be expected. The good results are achieved for several reasons: 1) transformation of dense
areas in “built-up” areas (see highlighted regions in Figure 24); 2) deletion of buildings (whereby it is
not known which constraint caused the deletion - minimum area, minimum distance, both together, or
other constraints); 3) displacement of objects (the minimum distance constraint do not say how many
buildings/streets were displaced).
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Figure 24 The interaction between buildings and roads in the solution of the Kadaster data set
by IGNf with System1; highlighted regions denote areas where buildings are transformed into
“built-up” areas.

Minimum distance between buildings and roads aggregated for all road types

(Because of the limit number of available results we did not divide this section in different test cases.)
In the above two cases, the minimum distance between different types of roads and buildings were
evaluated separately against buildings. Although such a separation leads to the insights of which types
can cause the violation of the minimum distance constraint, we also need an aggregated measure, for
example to compare the evaluation that does respect different road types in the solution generated by
IGNf with System] (the second part of Table 19) with the aggregated evaluation of the same solution
(the first row from the third part of Table 19).

For the aggregated evaluation, all types of roads were merged into one shape-file while their different
signature widths remained. An unexpected result of this evaluation is that the aggregated evaluation
reported a constraint violation (0.73) between buildings and all types of roads. This violation is much
larger than any of the constraint violations observed in the separate evaluations: major roads (0.11),
secondary roads (0.14), minor roads (0.45), and streets (0.50)), respectively.

We assured that this discrepancy is not caused by some error introduced in the evaluation process and
looked into more detail in a possible explanation using a simple example as shown in Figure 25. In
this example, a spatial separation of Type I and Type II Road is made to simplify this example. Such a
separation is not necessary in real datasets, but different road types indeed influence different subsets
of the whole building set, i.e. subsets of buildings violating the minimum distance constraint caused
by different types of roads are sometimes different. A closer look at Figure 23c and Figure 23d
supports this idea. The idea is idealized in this example (see Figure 25).
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Figure 25 An example to explain the discrepancy between separate and aggregated evaluation;
this example solution consists of 1000 buildings located at three clusters (in circles) and two
types of roads (both Type I and Type II Road contains 100 roads respectively).

Let us first consider the evaluation of the minimum distance between buildings and Type I roads.
Suppose all 400 buildings in the upper cluster where too close to all 100 roads of Type I:

CVaverage = (400+100) / (1000+100) = 0.45

Then we consider the evaluation of the minimum distance between buildings en Type II roads. In this
fictive evaluation all 400 buildings in the lower cluster are too close to all 100 Type II roads, which
also will results in CVaverage = 0.45.

If we consider now the evaluation of minimum distance between buildings and the two road types
together, we will see that under the same conditions 800 buildings (400 in the upper and 400 in the
lower cluster) and 200 roads (100 are of Type I and 100 are of Type II) are violating the minimum
distance constraint. Consequently CVaverage would result in (800+200) / (1000+200) = 0.83.

This discrepancy means that the evaluation based on a separation between different types of roads can
lead to a different conclusion than the aggregated evaluation concerning the minimum distance
constraint. In other words, one should pay attention to such differences whether she/he wants to make
a constraint-based evaluation based on a separate or aggregated evaluation, especially when a feature
has different thematic values.

Starting from this knowledge five generalisation solutions generated by different testers and the two
systems were evaluated and compared concerning the minimum distance between buildings and all
types of roads (see the result in the third part of Table 19). The results visualised in Figure 26 give an
aggregated view of the constraint violation of these solutions.

From this Figure we can draw the following conclusions. Because of the limited results, we will
analyse both test cases (IGNF and Kadaster) together.
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Average Constraint Yiolation of minimum distance between buildings and all roads
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Figure 26 Average constraint violation of minimum distance between buildings and all types of
roads of outputs per generalisation systems, testers and data set.

On the whole, the two systems were able to generate good solutions but not by all the testers nor for
all the test cases (data sets) concerning the minimum distance constraint between buildings and roads.
Acceptable solution was obtained by the OSGB tester with System1 for the Kadaster data set. In the
IGN data set, acceptable solutions were obtained by both the ICC and ITC testers with System2, while
the other two testers failed to generate acceptable solutions concerning this constraint.

The solution derived by ICC with System2 seems to be the best solution concerning the constraint.
Nevertheless, isolated consideration of a single constraint does not enable to draw meaningful
conclusions as to how can the system and/or tester really respect the specific constraint. A closer look
at

Figure 27b shows that this good solution may be explained because many buildings were removed
during the generalisation (only 98 buildings were selected out of 2019 initial buildings).

Similar clusters of violation situations are observed for most solutions of the IGN test case
(highlighted regions in

Figure 27). This can be explained by the proximity of dense building clusters and dense road networks.
A difference between these clusters is that in the solution derived by IGNf with Systeml1, the violation
in central part (also highlighted) is higher than other solutions of the IGN test case (see

Figure 27).

Findings and conclusions of automated evaluation of minimum distance between buildings and
roads

From the automated evaluation of the minimum distance between roads and buildings we can draw
several conclusions.

First, an obvious finding is that high density of generalised roads network, or high density of
generalised buildings, or high density of both, brings more difficulties to respecting the minimum
distance between buildings and roads constraint. This means that results of the generalisation will
depend largely on the condition of the initial data set and those objects having been selected. A second
finding is that although evaluating the violation between buildings and roads by separating different
road types may give insight into which types of roads may cause spatial conflict, the evaluation results
derived from separating different types of roads may differ considerably from the results obtained by
aggregating all road types. In the case of identifying which solutions are better than others, an
aggregated approach may be preferred. Still, based on isolated consideration of the minimum distance
constraint between buildings and roads (i.e. not taking into account how this constraint interacts with



other constraints) one cannot make meaningful conclusions as to how the generalisation systems can
respect this constraint. More importantly, for this evaluation most time was spent to design the
methodology and build the prototype. Therefore the results of the automated constraint-based
generalisation must not be used to analyse possibilities and limitations of individual software. Instead
they provide insights into differences between solutions of one test case (second research question)
and into automated evaluation and possible biases of the method. These last findings can be used for
future research to fine-tune the method.
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Figure 27 Visualised evaluation results of the minimum distance between buildings and all types
of roads per generalisation system, tester, and test case: (a) - (d) are solutions of the IGN test
case; (e) is a solution of the Kadaster test case; the red indicates violation situations; black
circles highlight clusters of violation situations.
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3.6 Evaluation by comparing generalised outputs: results and conclusions

The focus zones that were chosen to compare outputs for one test case are presented in Figure 28.
Each focus zone covers one or more locations in the dataset and is associated with a particular known
generalisation problem on which the visual comparative assessment concentrates. This section
describes the results for the comparative analysis of each zone by presenting the problem of the focus
zone, the initial data, what was expected according to the specifications (the NMA specific constraints
referenced here can be found in Appendix VI), test outputs, comments/questions with respect to the
outputs, and findings and main conclusions of the visual comparison. Apart from the output maps,
also the output layers and the constraint expression templates have been studied to understand the
reasons for the differences between outputs of the same test case. The section ends by presenting main
findings and conclusions of this evaluation.

This section presents many visualisations of the output data. Please note that the coloured figures
available in de PDF version of the report may be required to be able to understand the details of this
evaluation.
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Figure 28 Focus zones selected for comparison evaluation
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3.6.1 ICC - Town centre blocks and streets representation (selection, aggregation).

Initial data:

Figure 29 Initial data

What was expected according to the specifications:

Concerned data:

building (area),
block (area),
flower bed (area),
sport ground (area),

building site (line): border of a block, ensures the continuity of the block border at the places where
there is no building inside the block adjacent to its border. The ICC constraint definition template
contains constraints on the buildings sites, but the expected output data were the blocks, not the
buildings sites. Thus the testers had to translate the constraints on the buildings sites into constraints
on the blocks. This has also been done in the summary of the defined constraints below.

Defined constraints and guidelines (summary):
1CC-1-32-49, ICC-1-57-61, ICC-2-15-18, ICC-3-16-19, additional constraint on blocks interdistance

sent by email.
Individual buildings

Individual flowerbeds
Individual sport grounds
Two buildings

Two blocks

Groups of buildings

Group of blocks

Building and flowerbeds inside

a block

100

presence/absence, minimum size, granularity (minimum dimension
of small details), squareness; preservation of size, shape and
orientation.

presence/absence, minimum size, granularity
presence/absence, minimum size

minimum distance

minimum distance

preservation of density and spatial distribution inside a block,
preservation of alignments, preservation of the main orientation of
an alignment

preservation of distribution and connectivity of the streets (inter-
block space) during blocks aggregation

under certain size conditions, flowerbeds should be eliminated and
building enlarged (or the contrary)



For information, extract of the ICC paper map:

Figure 30Extract of ICC paper map

Outputs on this zone:
See next pages.

Comments/questions with respect to the outputs:
None.

Results of comparative evaluation:

First, it is interesting to notice that the two results obtained by the ICC tester(s) (who are expert of
ICC specifications) with CPT (as expert tester) and ArcGIS (as novice tester) are quite different from
each others, and that they are also quite different from what has been obtained by the other testers of
CPT respectively ArcGIS. Most likely this is because the ICC tester tried above all to satisfy the
constraint on the minimum distance between blocks, and thus used lots of displacement and
aggregation (see the first two paragraphs below).

Inter-block a ggregation: All the outputs have kept the initial aggregation level, except the output
produced by the ICC tester on ArcGIS. According to the specifications, more aggregation should have
been performed (to respect the constraint on blocks inter-distance), but the tested systems do not
enable it. The attempt performed on ArcGIS by the ICC tester (novice) results in a complete loss of
the streets patterns, which is contrary to the specifications (see zones C, D and E). The Kadaster tester
on ArcGIS did not use the aggregation algorithm probably for this reason.

Buildings size: In almost all the outputs, in town centre the buildings have been aggregated and
enlarged to completely cover the blocks (zone C and D), except in the output obtained by the ICC
tester on CPT, where on the contrary the size of the buildings has been decreased (but not the size of
the blocks). This is because the ICC tester is the only one who tried to increase the distance between
the buildings and the median axes of the streets (i.e. to enlarge the streets). The displacement could
theoretically be applied either on blocks and buildings, while the other ones should just follow to
preserve the topological consistency. The ICC tester chose to apply it on buildings, and failed in
preserving the topological consistency with the blocks. And finally the buildings seem to have been
too much decreased: the resulting width of streets is 0.6 mm in average, against 0.3 expected and
around 0.15 initially.

Final shape and in ter-distance of the bl ocks: In the case where the blocks are finally completely
covered by a building (see zone C), the blocks have not been moved compared to the original dataset,
which means that the inter-distance between blocks is the same as the original one (most of the time
not respecting the specifications). The only exception is the output obtained by the ICC tester with
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CPT, since it can be considered that the buildings were displayed instead of the blocks (cf. just above,
“buildings size™).

In all the results, the building that completely covers the block is not topologically consistent with the
block. In particular, the borders of the building sometimes pass through the borders of the blocks, thus
locally reducing the width of the street. This case arises at a few places in the outputs obtained by the
Kadaster tester on ArcGIS and the CPT tester on CPT, and much more often in the outputs obtained
by the Kadaster and ICC testers on CPT, and by the IGNF tester on Radius Clarity. In order to avoid
this problem, the buildings should at least have been clipped to the blocks (which is a simple GIS
functionality). Let us notice that this has been attempted by the IGNF tester on Radius Clarity, rather
successfully in zone C but not in zone E because of a bug. This has not been attempted in CPT
because no clipping tool is provided. This is also true for ArcGIS but here the reason is not clear. In
the output obtained by the OSGB tester on Radius Clarity, almost no generalisation has been
performed.

Buildings selectio n: In the outputs obtained with CPT, too many buildings have been eliminated,
namely in zone D in small blocks containing only one building. The ICC tester notifies this problem
and reports on problems of parameters setting in CHANGE and TYPIFY. In zone B (suburban space,
scattered residential buildings), the results obtained by the different testers of CPT are very different:
the number of kept buildings triple from the outputs obtained by Kadaster (novice) and ICC (expert)
testers, to the outputs obtained by the ITC (novice) and CPT (vendor) testers. There might be a
problem of misunderstanding the ICC specifications, but the ICC tester also reports on “too many
eliminated buildings” and reports that “isolated buildings” are not unambiguously determined. On the
output obtained by the OSGB tester with Radius Clarity (expert), a few buildings have been
eliminated (not enough), sometimes not the best ones in terms of spatial distribution (see zone A).
This is due to the lack of a real selection algorithm in Radius Clarity (only selection on size or
semantic criteria can be done). No selection has been performed with ArcGIS either.

Buildings aggregation inside a block: Buildings aggregation inside a block has only been performed
on Radius Clarity by the IGNF tester (expert), in order to solve buildings size and proximity conflicts.
The results are poor (see zones A and E) because the aggregation algorithm is too poor to be used
intensively, contrary to what is recommended by 1Spatial (the only criterion to aggregate two
buildings is their inter-distance and the return aggregate is the MBR of the aggregated buildings).
With no (or failing) clipping of the resulting aggregate on the initial block, it leads to aggregated
building overlapping several blocks. The OSGB tester of Radius Clarity (also expert) has chosen not
to use the aggregation algorithm, probably for this reason. The second reason might be that it is not
clear if using the clipping algorithm provided in Radius Clarity should still be considered as an off-
the-shelf use of Radius Clarity (an algorithm for clipping two geometries is part of the Radius Clarity
API, but it needs to be encapsulated in order to be usable as a generalisation algorithm).

Building holes: Small holes have successfully been removed by CPT. On ArcGIS, the testers could
not directly translate this constraint in the system. The Kadaster tester reports that no tool exists to
check the presence of holes. The ICC tester reports that the parameters of ArcGIS do not correspond
to the parameters of the constraint. In Radius Clarity, the same case occurs as for clipping a building
to the border of its block: an algorithm to keep only the outer line of a polygon is part of the API, but
it has to be encapsulated to be used as a generalisation algorithm. The OSGB tester (expert) has
considered that it was not part of the off-the-shelf version of Radius Clarity, while the IGNF tester
(also expert) has done the encapsulation and used it.



Main conclusions:

o

O O O O

o

specifications regarding the size of unique buildings in town centre blocks are not
clear

the aggregation algorithms of Radius Clarity and ArcGIS provide bad results

in ArcGIS and Radius Clarity, buildings selection algorithms are missing

the CPT selection (typification with TYPIFY) is not straightforward to parameterize
all the software miss a good algorithm for streets selection and typification (block
aggregation)

for a same software and (apparently) a same understanding of the specifications, the
testers are more or less cautious, i.e. they prefer to perform almost no generalisation
(with no generation of errors) to solutions where generalisation has been performed,
but has also generated lots of errors.

Radius Clarity can provide very different results depending if one accepts to
encapsulate some algorithms belonging to the API of the out-of-the box version or
not (the OSGB tester has almost not modified the initial data).
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Figure 31 Test outputs of focus zone
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3.6.2  ICC - Coastline generalisation

Initial data:

Figure 32 Initial data

What was expected according to the specifications:
Concerned data:

coast line (line),

quay adjacent to sea (area),
breakwater adjacent to sea (area),
beach (line or area),

rocky area (area)

Defined constraints and guidelines (summary):

ICC-1-9-11, ICC-1-20-29, ICC-1-78-82, ICC-2-4-6, ICC-3-2-4,

Coast line :  Granularity (minimum dimension of small details), non-
coalescence (minimum dimension of small significant details),
local shape preservation

Quay . Presence/absence, minimum size, granularity, coalescence;
collapse to line is required for thin parts

Rocky area : Presence/absence, minimum size, granularity (minimum
dimension of small details)

Beach : Presence/absence, minimum size, granularity (minimum
dimension of small details)

Coast line and (rocky area,

beach, breakwater, quay) . Adjacency preservation

Coast line and (rocky area or

beach) :  Minimum distance
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For information, extract of the ICC paper map:
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Figure 33 Extract of ICC paper map

Outputs in this zone:
See next pages.

Comments/questions with respect to the outputs:
None.

Results of comparative evaluation:

The generalisation of the coastline is very minor on all the outputs, except in the output obtained by
the IGNF tester (expert) with Radius Clarity, where a strong geometric simplification has been applied,
with loss of shape and adjacency with other themes.

Granularity of the coastline. The granularity constraint has been expressed by the testers of Radius
Clarity and ArcGIS (either on the coastline or on the sea polygon) and could not be expressed on CPT.
On Radius Clarity, both testers (IGNF and OSGB, experts) tried to solve this constraint by applying a
Douglas-Peucker algorithm, not exactly in the same way. The Douglas-Peucker parameter represents a
distance between the initial and filtered line, while in the specifications a minimum distance between
vertices was given. The IGNF tester reports that he has chosen the parametric value of Douglas-
Peucker equal to the threshold indicated in the specifications (despite the fact it did not correspond to
the same physical reality), but it is likely that there has been an error of a factor 10 on top of it (0.2
map mm instead of the required 0.02 map mm). This results in an over-generalisation and loss of
shapes in the IGNF output (although no shape preservation constraint was explicitly set in the
specifications for the coast line), and also in loss of consistency with other themes. The OSGB tester
designed Radius Clarity to iteratively apply Douglas-Peucker with increasing parametric values, while
controlling the progression of the vertices inter-distance. Although the OSGB tester was probably the
closest to have really, fully expressed the constraint, the OSGB output is actually identical to the
initial dataset. There might have been a problem during the execution of the generalisation process, or
the constraint might have actually already been satisfied in the initial dataset (the required
interdistance between two consecutive vertices, 0.02 map mm, is very low). On ArcGIS, the ICC
tester (novice) also mentions that the parameter expected by the system is not coinciding with the
parameters expressed in the constraint. A simplification has however been performed by both ArcGIS
testers with a fixed parametric value. The result is correct compared to what was expected (the



coastline visually appears very granulose, but the minimum interdistance of 0.02 map mm i.e. 1
terrain meter is respected).

Selection of quays. The elimination of quays and breakwaters on length criteria has been managed in
ArcGIS and Radius Clarity, not in CPT.

Caricature of quays. The specifications give granularity and non-coalescence constraints for quays,
i.e. they indicate under which conditions a small detail of a quay should be considered non significant
and deleted, or on the contrary significant. For significant thin protrusions, a collapse to line is
required. On CPT, no tester has been able to express these constraints because CPT does not provide
tools to perform simplification or collapse on linear elements. On ArcGIS, the testers mention that
there is no tool for the caricature of such man-made line features (detection of significant protrusion
and collapse to line, elimination of others). On Radius Clarity, the two testers noticed that the
constraints were theoretically designed for polygonal objects, while the objects were actually linear.
Thus the OSGB tester ignored the constraints and the IGNF tester translated them to the sea polygon,
but it is solved by means of a simplification that results in losses of consistency between the quay and
the sea polygon. No collapse of the thin protrusions to lines has been done either.

Adjacency preservation and minimum distances. On CPT, contrary to Radius Clarity and ArcGIS
the granularity and non-coalescence constraints could not be expressed, but constraints on adjacency
preservation and minimum distances could be expressed. The minimal distance between the coast and
islands could be expressed by all testers, although the outputs do not seem to be different on this
aspect from the original data — was the constraint already satisfied? The proximity constraint between
initially adjacent coast line and beach or rocky area has not been expressed by two testers and partially
expressed by the ICC tester (expert) but it is not clear why. The adjacency constraint between
coastline and all adjacent features could be expressed by all testers, however it is not really useful as
no simplification of the coast line could be done, which is the operation that requires adjacency
preservation.

Main conclusions:

Radius Clarity and ArgGIS allow to handle granularity constraints by simplifying the coastline with a
line simplification algorithm, and to eliminate linear features on a length criterion, but they do not
manage topological consistency between features, neither the proximity constraints between linear
features.

CPT, on the contrary, does manage adjacency preservation and proximity constraints, but it does not
manage the simplification and caricature of line features.

Both in Radius Clarity and ArcGIS, setting the parameters for line simplification according to
granularity criteria expressed as minimal distance between two successive vertices is not
straightforward.

No software provides the adequate tools to caricature the quays (man-made features with thin
protrusions) and to collapse some parts of them to lines
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d) ArcGIS, Kadaster tester (novice)

(f) CPT, Kadaster tester (novice)
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(h) CPT, CPT tester (vendor)
Figure 34 Test outputs of focus zone
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3.6.3  ICC - Generalisation of complex junctions

Initial data:

What was expected according to the specifications:
Concerned data:

Roads (line)

Defined constraints and guidelines (summary):

ICC-2-3, ICC-3-9.

Between two roads : Minimum distance

Interchange  (composed  of
roads) : Minimum distance; displacement required, or simplification of
shape if not enough space

For information, extract of the ICC paper map:

Figure 36 Extract of ICC paper map

Outputs on this zone:
See next page.

Comments/questions with respect to the outputs:
None.

Results of comparative evaluation:

Interchange generalisation. CPT enables to displace roads away from each others thanks to the least
square adjustment of PUSH. It results, in all the outputs obtained with CPT, in generalised
interchanges where the proximity conflicts have been solved by displacement. This results in big
displacements and parallel ramps far from each others (sometimes even further than the required
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0.2mm). In some cases, in would probably have been better to remove some ramps (e.g. lower right
ramp on the third extract, as done in the ICC paper map indeed), but CPT doesn’t enable to typify
interchanges. Some self-intersections have also been generated by CPT: it is a known bug of PUSH.
The vendor recommends decreasing the density of vertices to avoid it, but here it appears in round
parts of ramps where the vertices density ensures the shape to keep its round aspect.

Radius Clarity and ArcGIS do neither provide tools for roads displacement nor tools for interchange
typification, thus nothing has been done. Besides interchange generalisation, in the result obtained by
the Kadaster tester on ArcGIS some road segments are missing, resulting in important losses of
connectivity in the network. It might be due to the elimination of short road segments performed
thanks to an SQL query to satisfy a constraint on minimum length of a cul-de-sac road segments
(constraint ICC-1-65). This constraint was expected to only concern cul-de-sacs, but the SQL query
may have selected those segments as well for any reason (e.g. segment connected to road segments
from another class, thus wrongly assessed as cul-de-sac).

Less complex junctions. The generalisation of roundabouts and branching crossroads is bad in all the
outputs (first extract) or more precisely, they have not been generalised at all. This might be because
of the fuzziness of the notion of “interchange”: although in the specifications the term “interchange”
was intended for all kinds of junctions as soon as they are not simple crossroads, some testers might
have interpreted as concerning “complex interchanges” only. As the interchanges are not made
explicit under the form of “interchange objects” in the ICC data, the doubt was possible. Or they have
not generalised them because no tool was adapted to their generalisation. In some cases (both testers
on Radius Clarity, Kadaster tester on ArcGIS) the roundabout suffers from a loss of shape, probably
due to the simplification done on road segments in order to decrease their granularity.

A remark on how the testers interpret the constraints and their translation into the system. The
four CPT testers obtain similar results, but do not assess the translation of the constraint on
interchanges (ICC-3-9) in the system in the same way. The Kadaster and ICC testers consider they
have partially expressed the constraint (and not fully, because no use of the typification can be
planned), whereas the CPT tester considers he has not expressed the constraint in the system at all,
which would lead to expect no result on interchanges in the corresponding outputs. In the same time,
the Kadaster and ICC testers consider they have not expressed the generic constraint on minimum
distance between objects at all (ICC-2-3), while the CPT tester considers he has fully expressed it. So,
in the Kadaster and ICC output, the result on interchanges seems to be due to efforts of the tester to
generalise interchanges, whereas in the CPT output, the interchanges have been handled as a particular
case of a generic proximity constraint.

Main conclusions:

CPT proposes a displacement tool for roads (PUSH), while Radius Clarity and ArcGIS do not. PUSH
sometimes generates self-intersections locally.

No software proposes tools for interchange detection and typification

No software proposes tools for the simplification of less complex junctions

Similar results do not mean that the constraints have been handled in the same way by the testers
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3.6.4  ICC - Generalisation of suburban buildings
Preservation of buildings spatial distribution and buildings alignment.

Initial data:

Figure 38 Initial data

What was expected according to the specifications:
Concerned data:

Buildings (area),
Roads (line)

Defined constraints and guidelines (summary):
1CC-1-32-33, ICC-2-22-23, ICC-3-15-20.

Building . Presence/absence, minimum size,
isolated buildings should be kept, buildings with size
<0.16mm? can be collapsed to building symbols

Road and building : Minimum distance; displacement required, unless building
almost parallel to road

Between two buildings :  Minimum distance; aggregation or displacement required

Group with high density of

building symbols . Preservation of the shape of the group

Building block : Preservation of density and spatial distribution

Group of aligned buildings : Preservation of the alignment, preservation of its main
orientation

type of geometry;



For information, extract of the ICC paper map:

Outputs on this zone:
See next page.

Comments/questions with respect to the outputs:
None.

Results of comparative evaluation:

Density preservation: The outputs preserve the original density, except the output obtained in CPT
by the Kadaster tester and on ArcGIS by the ICC tester (too many buildings eliminated), and the
output obtained on Radius Clarity by the IGNF tester (overdensity due to too many aggregations,
which results in big buildings as in a town centre and thus a high black/white ratio). Among the three
testers that could not generate satisfying outputs regarding density preservation, difficulties to express
the constraint are only reported by the ICC tester on ArcGIS. The Kadaster tester of CPT seems to
have tried to decrease the density (misinterpretation of the ICC specifications?) and considers that the
constraint has been fully expressed. The IGNF Radius Clarity tester also considers he has fully
expressed the density preservation constraint: either he is too optimistic, or there in a bug in the
algorithms triggered by Radius Clarity to satisfy this constraint.

Size of buildings: The size of the buildings seems to be conform to what was expected (at least they
are legible), except in the outputs obtained on Radius Clarity. On Radius Clarity, the IGNF tester has
kept the result obtained with the standard tuning of Radius Clarity for building blocks generalisation
(because the results were good in urban parts of the data set), but on scattered small buildings it gives
bad results, aggregating them into big rectangle buildings. On the contrary, the OSGB tester has not
kept this result and ends up with buildings that have not been generalised at all (thus too small). This
shows the interest to detect areas of different buildings densities and to generalise them differently
(something already done in research, with methods proposed by e.g. Boffet (2001), Gaffuri &
Trevisan (2004), Chaudhry (2007), Steiniger (2008), and about to be used in production e.g. at IGN
France).

Patterns preservation: Based on a visual assessment of the outputs, it appears that the constraints for
preserving the initial distribution of buildings have only been taken into account by CPT, thanks to the
use of the typification process contained in “TYPIFY” (based on Kohonen features net). It is however
interesting to notice that the Kadaster tester of CPT considers the constraint could not be translated
into the system (contrary to the others CPT testers, who consider the choice of using TYPIFY as
sufficient to claim the constraint has been expressed).

With both ArcGIS and Radius Clarity, two situations arise depending on the strategy of the tester
(more than their skills with the software). Either the tester considers it is impossible to express it (lack
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of tool to measure spatial distribution), but it is compensated by the fact that the tester has not
performed any decreasing of the number of buildings (considering no satisfying tool was available),
which results in a pattern preservation de facto (Kadaster tester on ArcGIS, OSGB tester on Radius
Clarity). Or the tester has still tried to decrease the number of buildings in order to solve the size,
proximity and density constraints: ICC tester on ArcGIS and IGNF tester on Radius Clarity. Both
testers consider the pattern preservation constraint has been partially expressed, but according to the
outputs (bad preservation), it seems that only the idea to aggregate buildings could be expressed.
Besides this, it can also be noticed that on the output obtained on ArcGIS by the ICC tester, where big
aggregates of blocks have been created, the symbolisation makes it difficult to immediately
differentiate between buildings inside a block (light grey) and holes in the block i.e. remaining inter-
block space (white).

Main conclusions:

Only CPT provides a typification tool (that ensures de facto a selection with pattern preservation)

No system provide a way to measure the pattern preservation

For a same software, the strategy varies from one tester to another between trying to satisfy
“generalisation constraints” (that trigger generalisation) even if it means relaxing preservation
constraints, or the contrary. In other words the testers are more or less cautious.



(b) Clarity, IGNF tester (expert) (c) Clarity, OSGB tester (expert)

(f) CPT, TDK tester (novice) (9) CPT, ICC tester (expert)
Figure 40 Test outputs of focus zone
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3.6.5 ICC — Parallelism between roads and buildings.

Initial data:

]

R
Figure 41 Initial data

What was expected according to the specifications:
Concerned data:

Buildings (area),
Roads (line)

Defined constraints and guidelines (summary):

ICC-2-19, ICC-2-21-22.

Road and building : Minimum distance, relative orientation; if the
difference of orientation is initially <15°, the
parallelism must be enforced. In this case, if
the initial distance is <0.15 map mm the
building must be set adjacent to the road.

For information, extract of the ICC paper map:

Figure 42Extract of ICC paper map

Outputs on this zone:
See next page.

Comments/questions with respect to the outputs:
None.



Results of comparative evaluation:

No tester reports he has been able to fully express the constraints on relative orientation between roads
and buildings. On CPT, according to the reports done by the testers, the parallelism between a
building and its nearest road is enforced by the PUSH least squares process, only for buildings that are
represented by a polygon (not for buildings collapsed to points). However, it seems that no threshold
can be entered under which the parallelism should be enforced. On ArcGIS and Radius Clarity, no
means is provided to enforce such parallelism, either for polygonal or punctual buildings
(computation of symbol orientation, as the orientation of the closest road).

Main conclusions:
Only CPT provides a means to enforce parallelism between roads and buildings, but only for
buildings represented by a polygon and without the possibility to parameterise it.

119



(f) CPT, Kadaster tester (novice) (g) CPT, ICC tester (expert)

Figure 43 Test outputs in focus zone
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3.6.6  IGNF — Buildings (selection, interdistance, size).

Initial data:

Figure 44 Initial data

What was expected according to the specifications:
Concerned data:

Buildings (area),
Roads (line)

Defined constraints and guidelines (summary):
IGN-1-4-22, IGN-2-1-6, IGN-3-1-6, IGN-3-13.

Individual buildings . presence/absence, minimum size, granularity (minimum
dimension of small details), squareness; preservation of
size, shape, orientation, positional accuracy, geographic
meaning (aggregation should not result in many small
individual houses looking like a big building).

Between two buildings :  Minimum distance, preservation of adjacency

Road and building : Minimum distance, relative orientation; if the difference
of orientation is initially <15°, the parallelism must be
enforced. In this case, if the initial distance is <0.05 map
mm the building must be set adjacent to the road.

Buildings inside a block : Type of representation (density > 0.9 => block
becomes a built up area); preservation of spatial
distribution, distribution of characteristics, density.
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For information, extract of the IGN paper map:

mm-u‘“

prce——es T =1 E
Flgure 45 Extract of IGN paper map

Outputs on this zone:
See next page.

Comments/questions with respect to the outputs:
None.

Results of comparative evaluation:

Buildings size: The selective enlargement of buildings to ensure they reach a minimum size is
possible in Radius Clarity and CPT, not in axpand and ArcGIS. Thus on axpand and ArcGIS,
regarding the size constraints the only possible thing to do was to remove the buildings below 0.12
map mm? as required by the specifications.

Regarding the preservation of the relative sizes between buildings, in the right part of the left picture
the relative sizes are lost in all the outputs, except the ones where the size of the buildings has not
been modified at all (Kadaster tester on ArcGIS, both testers on axpand).

Buildings selection: On Radius Clarity and CPT, because of the enlargement performed on buildings
it was needed to perform a building selection (contextual selection, preserving the initial distribution).
As shown by the output obtained by the IGNF tester on Radius Clarity, this is not possible on the out-
of-the-box version of Radius Clarity: no algorithm for contextual building selection is available. The
output obtained by the Radius Clarity tester (vendor) seems to indicate that the version customised by
1Spatial for the test includes such an algorithm. The results are more or less correct in dense zones
(centre of village), where the initial distribution of buildings is homogeneous across the space. But the
initial spatial distribution is lost in areas with scattered buildings. On CPT, the TYPIFY process
enables to manage buildings selection while preserving the spatial distribution. But the parameter to
indicate how many buildings to keep is difficult to tune, as reported by the ICC tester (expert) and as
shown by the differences of buildings density in the outputs obtained with CPT. This is because CPT
expects a “reduction rate”, while the specifications mention a target density defined on a block by
block basis.

Buildings interdistance: ArcGIS, as well as Radius Clarity in its out-of-the-box version, do not
provide any buildings displacement algorithm, which explains the poor quality of the outputs obtained
respectively by the Kadaster and IGNF testers regarding road-building proximity. The version of
Radius Clarity customised by 1Spatial (vendor) does include such an algorithm, which results in a
correct taking into account of the road-building interdistance. The results are also correct with CPT
and axpand (out-of-the-box versions), as they include displacement algorithms. Nevertheless, on
axpand, because the buildings could not be enlarged (see above) this interdistance constraint is far
easier to satisfy. Thus we cannot conclude on the quality of the buildings displacement algorithm
provided by axpand.



Main conclusions:

None of the tested software provides all the tools necessary to handle the size, density and
interdistance constraints on buildings. CPT provides the largest panel but imposes to turn the small
buildings into points.

None of the tested software proposes a default transition function for the buildings sizes that preserves
the relative values. Radius Clarity would enable it, but the Radius Clarity tester (vendor) has
apparently not expressed this constraint, and the output obtained by the IGNF tester suffers too much
from density and proximity problems to assess it.

There is a problem in the way the parameters of the algorithms are expressed: the parameters express
the transition expected between the initial and final state, considering that all the data should undergo
the same transition (e.g. percentage of size increasing in ArcGIS, reduction rate for typification in
CPT). Such parameters are difficult to match with specifications that indicate what is expected as a
result, possibly depending on the initial state (e.g. absolute minimum size, density equal to the initial
density).
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(i) AXPAND, OSGB tester (j) AXPAND, ZURICH tester
Figure 46 Test outputs in focus zone
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3.6.7 IGNF — Mountainous roads (coalescence in bends series)

Initial data:
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Figure 47 Initial data
What was expected according to the specifications:
Concerned data:

Roads (line)

Defined constraints and guidelines (summary):

IGN-1-23-26. One road : Non coalescence, avoid holes in the symbol; preservation of
shape and positional accuracy.

For information, extract of the IGN paper map:
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Outputs on this zone:
See next page.

Comments/questions with respect to the outputs:
None.

Results of comparative evaluation:

ArcGIS does not enable to deal with road coalescence. The other three tested software do, in different
ways. CPT does it through a global minimisation process based on least squares (PUSH): coalescence
is thus handled as a proximity occurring inside an object. In the same way, axpand handles
coalescence through a global process based on snakes. Radius Clarity handles it by splitting the road
into homogenously coalesced parts and handling them separately with dedicated enlargement
algorithms.

On Radius Clarity, the IGN tester (who was novice with road generalisation) ended up with holes in
the symbols, partly due to a parameterisation problem (bends on top of the figures), partly due to a
bug in the algorithm that propagates the enlargement of one bend to its neighbours (bend in the lower
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right corner in left picture). The Radius Clarity vendor output shows that these problems can be solved
but the heads of the hairpin bends are rather too much enlarged.

It seems that on axpand, the right parameterisation is difficult to find and the generalisation is not
completely driven by the actual conflicts present in the data: either the shape is rather well preserved,
but not all the coalescence conflicts are solved (OSGB tester output, one bend coalesced on left
picture); or the coalescence conflicts are completely solved, but the heads of the hairpin bends are far
too much enlarged (Ziirich tester output).

On CPT, all testers managed to solve the coalescence problems but as a side effect the bends tend to
be rather too much enlarged (not optimal shape preservation). It is obvious in the output obtained by
the ITC tester, picture in the middle, but it is true on all outputs either for thinnest or for largest roads.
Surprisingly, on the outputs where the shape is best preserved for largest roads (Kadaster and ITC
testers), the shape is far less well preserved for the thinnest roads, and vice versa (CPT and ICC
testers). It seems to be difficult to find a parameterisation that fits for all categories of roads at the
same time. The choice to enlarge the bends more or less is not only linked to the shape preservation
constraint. It is also linked to the positional accuracy constraint, and all the CPT testers report that it is
impossible to express it in CPT, which might explain why the obtained solutions are not completely
optimal. Another possible explanation would be that the testers might have tried to preserve relative
positions between roads and contours (at least true for the ICC tester). Finally there might be fuzziness
in the specifications which caused that all results of the project team testers contain bends that open
too much. However the vendor did manage to limit the opening by identifying a “0” distance (maybe
it was not obvious that a “0” distance between the road symbol and itself was expected within a bend).
It is also interesting to notice that, contrary to the other CPT testers, the Kadaster tester considers that
the coalescence constraint could not be expressed in CPT, although the obtained results are very
comparable to the results obtained by the other testers (and very acceptable).

Main conclusions:

ArcGIS does not handle coalescence

In Radius Clarity there is a (known) bug in the out-of-the box version, apparently corrected in the
vendor version

In CPT and axpand, the heads of the hairpin bends are generally too much enlarged (right
parameterisation difficult to find)

For comparable outputs obtained with the same software, the testers do not assess identically if and
how much they have expressed the constraints.
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(c) CLARITY, IGNF tester . (d) CLARITY, CLARITY tester (vendor)

1IN
(1) AXPAN (j) AXPAND, ZURICH tester
Figure 49 Test outputs in focus zone
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3.6.8  IGNF — Vegetation (selection and geometric simplification)

Initial data:

Figure 50 Initial data, the zone is rotated by 90° in anticlockwise direction, in order to be able to
display all results on a same page

What was expected according to the specifications:
Concerned data:

Forest (area)

Defined constraints and guidelines (summary):
IGN-1-31-32.

Forest arca . Shape preservation, minimum size of holes; reduce number of
vertices by 50%.

For information, extract of the IGN paper map

Figure 51 Extract of IGN paper map

Outputs on this zone:
See next page.

Comments/questions with respect to the outputs:
None.

128



Results of comparative evaluation:

First, there is a problem in the specifications: no granularity (or minimum dimension) constraint is
defined, but the constraint presented as a shape preservation constraint also includes a guideline that
requires decreasing the number of vertices by 50%. Moreover, the required decrease of granularity is
identical throughout the objects, probably because the initial over-granularity is known for being
uniform.

Only two testers report that they have expressed the constraints in the system: the Kadaster tester on
ArcGIS and the IGNF tester on Radius Clarity. On CPT, the constraint was not expressed (only the
ICC tester explains why, and the reason is that no simplification operator is available). On axpand,
both testers report that they could not express the constraints. An explanation is given by the Ziirich
tester: the notion of preservation constraint does not exist in axpand. It seems to denote that the tester
did not see the required decreasing of number of vertices, which is not surprising as it was “hidden”
behind a preservation constraint. But in the same time, it can be noticed that in the output obtained by
the Ziirich tester lots of vegetation areas have been deleted (some small and some very large). The
OSGB tester of axpand reports that he also observed (and did not keep) such a result while trying to
apply a simplification algorithm on the vegetation areas.

Main conclusions:

A problem in the definition in the constraint has lead to misinterpretations.

No simplification algorithm applicable to forest areas is available in CPT.

The simplification algorithm available in axpand seems to have a bug and inappropriately eliminates
many objects.
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(f) CPT, ITC téster (novice)

i ‘:Jw"i = = Lol
(g) CPT, ICC tester (expert)

(i) AXPAND, OSGB tester (j) AXPAND, ZURICH tester
Figure 52 Test outputs in focus zone



3.6.9  IGNF — Ski lifts representation

Initial data:

Figure 53 Initial data

What was expected according to the specifications:

Concerned data:

Ski lift (line)
Defined constraints and guidelines (summary):
IGN-2-13.

Between two ski lifts :  Minimum distance

For information, extract of the IGN paper map

Outputs on this zone:
See next page.

Comments/questions with respect to the outputs:
None.

Results of comparative evaluation:

Nothing could be done in Radius Clarity neither in ArcGIS, because there is no tool for displacement.
In CPT, the ITC and ICC testers consider they have expressed the constraint while the CPT and
Kadaster testers do not seem to consider they have expressed it at all, although the ski lifts have
actually been displaced in the four outputs. We can notice that the final distance between ski lifts are
far bigger in the ICC output than in the other three outputs, most probably because of a different
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interpretation of the symbol width (the ICC tester has considered the whole symbol including the
small transversal lines, while the others three have only considered the main line). Actually the
specifications were not precise on this point. This results in very distorted ski lifts, because there is
definitely not enough space for all with such a big interdistance. In the ITC output, they are less
displaced than in the ICC one, but still twice more displaced than in the CPT and Kadaster ones. All
the CPT outputs (except the ICC one) introduced a distortion in the straight part of the ski lift in zone
A (see above figure), probably because it was tried (and succeeded) to preserve the relative positions
of the ski lift and the road (i.e. to avoid to create an intersection). Although this was not asked by the
specifications, it was surely a good idea to avoid this. But a better solution should exist, that avoids
creating this intersection while also preserving the straight shape of the ski lifts.

The two testers of axpand obtain similar results. The ski lift in zone A has not been distorted, but the
relative position with the road is lost. The Ziirich tester denotes an ambiguity in the constraint (the
final expected distance is 0.2 map mm, but a displacement is preconised only if the initial distance is
>0.1mm — thus it is not obvious what should be done in the case of an initial distance <0.1mm).

Main conclusions:

Radius Clarity and ArcGIS do not provide any displacement tool

Differences are noticed in symbol width interpretation

Some testers tried to maintain relative positions between road and ski lift although it was not required
by the specifications: idea of “universally admitted constraints”.

No output does perfectly handle shape preservation and preservation of relative positions with roads
For comparable outputs obtained with the same software, the testers do not assess identically if and
how much they have expressed the constraints.



(g) CPT ICC tester (expert) (h) CPT CPT tester (Vendor)
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(1) AXPAND, OSGB tester (j) AXPAND, ZURICH tester
Figure 55 Test outputs in focus zone
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3.6.10 Kadaster — Channel network: selection

Initial data:

=

il I o

Figure 56 Initial data

What was expected according to the specifications:
Concerned data:

River (line)

Defined constraints and guidelines (summary):

Kadaster-1-23-24, Kadaster-2-10.

River: Presence required under certain attribute conditions

For information, extract of the Kadaster paper map (the northern third of the zone is missing):

Outputs on this zone:
See next pages.

Comments/questions with respect to the outputs:
None.

Results of comparative evaluation:

None of the constraints defined by Kadaster requires a pruning of the channel network. Three testers
have carried out such a pruning however: the two Radius Clarity testers after studying the paper map
provided by Kadaster, and one Kadaster tester (on CPT) because he knows the Kadaster map
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specifications. This shows that in some cases not only the constraints definition template has been
taken as reference by the testers as the expected specifications.

In the output obtained by the Kadaster tester on CPT the pruning has been done on attribute criteria,
but in an external software (this is an error as the test protocol did not allow it), because CPT does not
enable to perform selection based on attributes.

In the output obtained by the IGNF tester on Radius Clarity, the selection has also been done on
attribute criteria, but in Radius Clarity. Finally, the pruning done by the OSGB tester on Radius
Clarity is lighter (more channels kept) and the used criteria are not obvious (possibly pruning of dead
ends on length criteria).

Theoretically this does not enable to conclude on the capacities of the tested systems regarding
artificial networks typification. But it is likely that no system provides such tools, as this was reported
by the testers for the generalisation of the street network in town centre in the ICC dataset.

Main conclusions:

A problem is encountered in the specifications (incomplete), which makes the outputs hard to evaluate.
Although it cannot be categorically deduced from the outputs, it is likely that none of the tested
software provides a typification tool for man-made networks.



(b) ArcGIS, Kadaster

(a) Initial tester (novice)

(c) ArcGIS, ICC
tester (novice)

(d) ArcGIS, ArcGIS tester
(vendor)

(e) Clarity, OSGB (f) Clarity, IGNF tester
tester (expert) (expert)

(g) Clarity, IGNS (h) Clarity, Clarity
tester (novice) (vendor)

Figure 58 Test outputs in focus zone (1/2)
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Figure 59 Test outputs in focus zone (2/2)
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3.6.11 Kadaster — Settled area: building selection.

Initial data:
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Figure 60 Initial data

What was expected according to the specifications:
Concerned data:

Building (area),
Glasshouse (area),
Road (line/area),
Land use (area)

Defined constraints and guidelines (summary):
Kadaster-1-1-4, Kadaster-1-30, Kadaster-2-1-4, Kadaster-3-5.

One building or glasshouse
Presence/absence, minimum size, granularity (minimum
dimension of small details), prevent aggregation; important
buildings (specific class) should be kept and enlarged if
needed, other small buildings should be deleted.

Two buildings :  Minimum distance

Building and road : Adjacency (if initially close)

Group of buildings inside

land use parcel . Representation depending on density: the land use parcel

should become “built up area” if density > 0.1
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For information, extract of the Kadaster paper map:

Outputs on this zone:
See next pages.

Comments/questions with respect to the outputs:
None.

Results of comparative evaluation:

Creation of built up areas from dense enough land use parcels:

This has not been performed on axpand (only one output available), because the tester did not find
how to do it. As the tester is a novice of axpand, either axpand does not enable to do it or there is a
problem of documentation.

All other tested systems were able to do it (since at least one tester of the project team managed to do
it), but on all the systems it seems to be hard: every time, not all of the testers have managed to do it,
and often the testers who managed to do it report it was hard. It is also interesting to notice that not all
the testers who have managed to create the built up areas are experts of the tested system, and not all
the testers who have not managed to create the built up areas are novices. On CPT, it is to be noticed
that CPT provides an attribute on meshes that marks them as “to be turned into built up areas”, but
does not enable to create the built up areas, strictly speaking (i.e. to create objects in a class “built up
area”). In other terms, it performs the “clever” part of the work, but in a production line a post-
processing using another system is required to do the remaining mechanical part of the work.

When built up areas have been derived, they are not always the same. We can distinguish between
three groups of outputs:

(1) Outputs derived by the Kadaster tester of ArcGIS, the IGNF and Radius Clarity (vendor) tester of
Radius Clarity (pictures b, f and h): contains the most built up areas (and the same across the three
outputs). After investigation in the data, it seems that all the land use parcels for which the initial
density of buildings is > 0.1 have been turned into built up areas.

(2) Outputs derived by the OSGB tester of Radius Clarity and by the ICC tester of ArcGIS (pictures ¢
and e): very few parcels (and the same in both outputs) have been turned into built up areas. This is
probably due to a sequencing problem: it seems these two testers have turn into built up areas the
parcels with a density greater than 0.1 affer removing the buildings below the size threshold, whereas
all the other testers have computed the density on the initial data, i.e. before removing the buildings
below the size threshold. In one case the tester did not pay attention to the order in which the
operations had to be done. In the other case, it is due to a misinterpretation of the specifications:
confusion between how important it is that a constraint is satisfied (which was indicated in the



constraints definition template), and what constraint should be handled first (which was not indicated
in the constraints definition templates).

(3) Outputs derived by the ArcGIS (vendor) tester of ArcGIS and the Kadaster and CPT (vendor)
tester of CPT: contain far more built up areas than in group (2) but a bit less than in group (1), and not
exactly the same across the three outputs. Actually, the three concerned testers did not only consider
the constraint definition templates provided by Kadaster to tune the systems. They also tried to obtain
something similar to the paper map provided by Kadaster, and two of the three testers who provided
this solution have also an extra expertise of the Kadaster specifications (namely the Kadaster tester
and the ArcGIS tester, since ArcGIS had a collaboration with Kadaster). Now, in the case of the two
CPT testers, the liberties taken with the reference thresholds have been in a way provoked by a
necessity: the density considered in the Kadaster specifications was computed in the land use parcels
(that do not include the part of blocks covered by the roads), while the only entity on which the
density can be automatically computed in CPT is the mesh (i.e. block). Thus, the threshold had to be
adapted anyway. The same happened in ArcGIS (the vendor reports having computed the density on
blocks), although in this case it was not by necessity (the density could have been computed on the
land use parcels).

Buildings selection:

The building selection is quite different from one output to another. This is mainly explained by two
reasons. First, the buildings that end up inside a built up area, and that are above the size threshold,
have not been handled in the same way by all testers: most of the testers have removed them, but some
have kept them. This is due to an ambiguity in the specifications. Second reason, the built up areas are
not the same in all the outputs (some outputs don’t even have any, in those ones all the buildings
above the size threshold have been kept).

Now, in the outputs classified in group (3) with respect to the creation of built up areas, not all the
instructions present in the Kadaster specifications have been followed. If it had been the case, the
spatial distribution of buildings would have been completely lost as complete rows of buildings were
below the size threshold. Although there was no constraint of spatial distribution preservation, the
three testers seem to have tried to preserve it (which was surely a good idea, cartographically
speaking). On CPT, the selection and generalisation of the buildings was achieved by the two testers
thanks to a combined used of the “Typify” and “Change” components of CPT. On ArcGIS, a
prototype currently under development, called “Optimizer”, was used. In both cases the results are
quite similar to the paper map provided by Kadaster (although they do not respect the specifications
provided by Kadaster under the form of constraints).

Main conclusions:

Turning dense parcels into built up areas is possible in all the systems except maybe axpand, In fact
for axpand we cannot conclude if it is possible to turn dense parcels into built up areas, but at least it
is not straightforward: the only axpand tester, who was a novice, did not succeed to do it. In the other
three systems, turning dense parcels into built up areas is possible but is still far from being
straightforward.

Differences in sequencing have led to very different results

Ambiguity in the specifications regarding whether to keep buildings in the parcels turned into built up
areas.

The paper map provided by Kadaster was used as a reference by several testers.
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(b) ArcGIS,

Kadaster tester
(a) Initial (novice)

(d) ArcGIS,
(c) ArcGIS, ICC ArcGIS tester
tester (novice) (vendor)
(e) Clarity, (f) Clarity,
OSGB tester IGNF tester
(expert) (expert)

(h) Clarity,

Clarity tester
(g) Clarity, IGNS (vendor)

tester (novice)
Figure 62 Test outputs in focus zone (1/2
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(a) Initial

(i) CPT, Kadaster
tester (novice)

(§) CPT, ITC
tester (novice)

(k) CPT, ICC tester
(expert)

(1) CPT, CPT
tester (vendor)

(m) AXPAND,
OSGB tester
(novice)

Figure 63 Test outputs in focus zone (2/2)
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3.6.12 Kadaster — Generalisation of parallel roads and cycle tracks.

Initial data:

Figure 64 Initial data

What was expected according to the specifications:
Concerned data:

Road (line)
Cycle track (line)

Defined constraints and guidelines (summary):
Kadaster-1-7-12, Kadaster-2-6.

One road . Presence/absence (attribute and length criteria), representation
by keeping separate tracks or by a collapsed line.
One cycle track . Presence/absence

Parallel road and cycle track
Specifications incomplete — the document written by the CPT
tester of CPT (vendor) seems to indicate that the cycle track
can be eliminated if its width is low (2-4m) and the road
belongs to a certain category.
No minimum distance between roads (or road/cycle track), no constraint preventing overlaps.



Outputs on this zone:
See next pages.

Comments/questions with respect to the outputs:
The symbol widths are different from one output to another, due to erroncous widths given first. Of
course thinner widths facilitate the generalisation...

Results of comparative evaluation:

The specifications regarding what to do with parallel roads or roads/cycle tracks are fuzzy (constraint
Kadaster-2-6 was incomplete). In this comparative analysis, we consider the constraint was to
eliminate cycle tracks parallel to roads, which is what most testers seem to have understood (but
which is still fuzzy: does not tell what to do with two parallel roads for instance).

The selection has been attempted by the testers of ArcGIS using an SQL selection: the ICC tester
considers having expressed the constraint fully, Kadaster tester partially because some other roads
have been accidentally deleted, the vendor (ArcGIS tester) does not report on expressing this
constraint.

On axpand, the only tester reports being unable to express this constraint, and trying to do
displacement instead.

On Radius Clarity, the OSGB tester managed to do the selection by using the API to perform spatial
selection, while the IGNF tester considered it impossible with the out-of-the-box version of Radius
Clarity.

On CPT, the CPT tester (vendor) performed the selection manually using ArcGIS, in order to avoid
overdensity before road displacement. The ITC and ICC testers did not perform the selection at all and
performed displacements. The Kadaster tester does not report doing anything regarding this constraint.
The outputs in which some attempts of displacement have been done (ITC and ICC testers on CPT,
OSGB tester on axpand) show distortion on the external parallel roads (difficulties to preserve
parallelism) — it is to be noticed that the density of roads was locally very high (as explicitly
mentioned by the CPT tester of CPT).

Main conclusions:

Fuzziness in the specifications regarding parallel roads, roads/cycle tracks
Only axpand and CPT provide road displacement tools

Displacement without any appropriate elimination before is definitely hopeless
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3.6.13 Kadaster — Railways typification

Initial data:

=

b

L =4 3]

i \ Wiia

Y

Figure 69 Initial data; the zone is rotated by 9b° in anticlockwise direction, in order to be able to
display all results on a same page

What was expected according to the specifications:
Concerned data:

Railway (line)

Defined constraints and guidelines (summary):
Kadaster-1-15, Kadaster-2-8, Kadaster-3-7.

One railway . Positional accuracy (preservation)
Two railways . Aggregation forbidden
Group of parallel railways
Select main tracks
(in other words, a pruning is required, but each kept feature is expected to actually correspond to one
initial feature and be kept in place — no typification allowing an n-m matching as long as the contour
of the group is kept)

For information, extract of the Kadaster paper map (the left half is missing):

Outputs on this zone:
See next pages.

Comments/questions with respect to the outputs:
None.

Results of comparative evaluation:

No tester has modified the railways, except the OSGB tester on axpand (small distortions on short
edges) and the ICC tester on CPT (some displacement with loss of shape, not necessarily done on
purpose, they might also have been a side effect of a displacement of other types of features, and the
railways have not been set as fixed although CPT enables it). No system provides any tool for network
selection.
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Main conclusions:

No typification tool appropriate to railways available in any of the tested systems

The only (small) modifications noticed on railways are undesirable side effects of displacement
applied to other feature types (CPT and axpand).

(l) ArcGIS, Kadaster tester (n0V1ce) - (m) AXPAND, OSGB tester (nov1ce)
Figure 71 Test outputs in focus zone



3.6.14 OSGB — Adjacent buildings representation

Initial data:

Figure 72 Initial data

What was expected according to the specifications (aggregation, simplification, shape preservation):
Concerned data:

Building (area)
Fence (line)

Defined constraints and guidelines (summary):

OSGB-1-5-8b, OSGB-3-9, OSGB-3-11.

Individual buildings : Granularity (minimum dimensions of small details), minimum size and position of
holes

Group of adjacent buildings
Should be aggregated into one big building.

Group of fences : One fence out of two should be omitted.

For information, extract of the OSGB paper map:

Figure 73 Extract of OSGB paper map
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Outputs on this zone:
See next page.

Comments/questions with respect to the outputs:
Only the outputs obtained by the OSGB tester on Radius Clarity and by the ITC tester on CPT show
the fences — and they have not been generalised.

Results of comparative evaluation:

No tester has managed to express the constraint on fences. It is probably on the one hand because it is
very specific, on the other hand because there was an ambiguity on the class containing the fences in
the initial data.

The output obtained on ArcGIS is the only one that includes a simple aggregation of the adjacent
buildings as required (operation sometimes better known as “dissolve”, which normally is a very
standard operation for a GIS). Unfortunately, one row of buildings has been lost (block in the middle),
the reason is not clear. Surprisingly, the tester does not report that he has translated this constraint.

On CPT, an aggregation has been performed but the holes have been lost although they were far above
the minimum size threshold. Although no constraint asking for a preservation of the holes has been
defined, this was surely not expected. According to the testers, this is due to the Typify component of
CPT, which systematically fills in the holes (Change preserves them).

On Radius Clarity, the aggregation algorithm is not adapted to this kind of data.

Main conclusions:

No tester has been able to express the constraints on fences

ArcGIS is the only system providing a tool for aggregation of adjacent buildings (‘dissolve’)

The building aggregation algorithm of Radius Clarity is not adapted

In CPT, the holes in buildings/groups of buildings are lost

One case where a constraint seems to have been expressed (and satisfied) and the tester does not
assess having expressed the constraint.



= e e =
(b) Clarity, OSGB tester (novice)
Not expert of OSGB specifications

(f) CPT, IC tester (expert)

Figure 74 Test outputs in focus zone
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3.6.15 OSGB — Detached buildings and fences

Initial data:

Figure 75 Initial data

What was expected according to the specifications:

Concerned data:

Building (area),
Fence (line)

Defined constraints and guidelines (summary):

OSGB-1-5-8b, OSGB-2-2-3, OSGB-3-1-8, OSGB-3-11.

Individual buildings

Rows of houses

Group of fences

Granularity (minimum dimensions of small details), minimum
size and position of holes

The houses should be aggregated by two or three, or
represented  individually, depending on their initial
interdistance

Rules to omit a part of the fences, depending on the kind of
houses (semi-detached, detached) and their interdistance

For information, extract of the OSGB paper map:

-

=

)
218

==
.
s




Outputs on this zone:
See next page.

Comments/questions with respect to the outputs:

As in the previous focus zone, the fences are only present in two outputs out of six, and they have not
been generalised. Not all the testers have reported if and how they have translated the constraints into
the tested system (missing information namely for the Kadaster tester on ArcGIS and the CPT tester
on CPT).

Results of comparative evaluation:

As in the previous zone, no tester has managed to express the constraint on fences. It is probably on
the one hand because it is very specific, on the other hand because there was an ambiguity on the class
containing the fences in the initial data.

No aggregation has been performed on Radius Clarity because the only available aggregation
algorithm gives bad results on such data.

On ArcGIS, a dissolve seems to have been done (aggregation of adjacent buildings), as well as a
systematic aggregation of very close buildings. It does not seem that the aggregation by two or three
buildings has been carried out.

The CPT testers have tried to express the rules to choose the aggregation level depending on the
interdistance. They assess the expression of this constraint as hard. The outputs are different from one
tester to the next.

Main conclusions:

No tester has been able to express the constraints on fences

Only on CPT the constraint requiring an aggregation by 2 or 3 buildings has been partially expressed
— assessed as hard to express
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(b) Clarity, OSGB tester (noic)
Not expert of OSGB specifications

Figure 77 Test outputs in focus zone



3.6.16 OSGB — Dual carriageway representation, roads parallelism preservation.

What was expected according to the specifications:
Concerned data:

Roads (line)

Defined constraints and guidelines (summary):

OSGB-2-10.

Dual carriageway : Should be collapsed

For information, extract of the OSGB paper map:

Outputs on this zone:
See next page.

Comments/questions with respect to the outputs:

There was a problem with the initial roads classification: contrary to what was required in order to
simplify the tests, in the initial dataset all the roads were in the same class and the testers had to
reclassify them using an attribute. The ICC tester of CPT had a problem, lost the attribute and could
not perform the reclassification, thus dealing with larger symbols than required on small roads. This
emphasizes the problem encountered on the side effects of dual carriageway displacement reported
below.
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Results of comparative evaluation:

None of the tested software provides a tool for collapsing the dual carriageways. However not all the
outputs are identical.

On ArcGIS and Radius Clarity, the testers have done nothing and the final data are strictly identical to
the initial ones. It is the same in the output obtained with CPT by the Kadaster tester, who chose to do
nothing.

Still on CPT, the CPT tester reports that the collapse has been performed manually, “in order to have
correct input for road and building displacement”. It was indeed required to avoid problems while
displacing roads and buildings. This was specific to CPT as neither ArcGIS nor Radius Clarity
provide usable roads and buildings displacement algorithms in their out-of-the-box version.

Contrary to the CPT tester, the ICC and ITC testers of CPT have reported that the collapse was
impossible due to a lack of tools, but they still have tried to do road displacement (in order to satisfy
other constraints). As a result, the two components of the dual carriageways have been moved away
from each others (contrary to the specifications), and have also caused losses of parallelism on
neighbouring roads, which is bad even if the OSGB specifications do not explicitly require to avoid it
(note that for the ICC output, the big symbol widths increase the phenomenon — see comment above).
The fact that two testers of CPT had this problem, and that the vendor felt it necessary to perform the
collapse manually, denotes that the displacement tool of CPT (push) does not enable to “freeze” the
components of the dual carriageways with regard to each other (i.e. to freeze their relative positions).
As the dual carriageways are in a separate class, it probably means that it is impossible to express a
constraint like “do not try to achieve a minimum distance between an A-road an another A-road” or
“try to preserve the initial distance between any A-road and any other A-road that is initially close to
it”.

What is possible in CPT is to freeze some objects so that they do not move but still push their
neighbours. It could have been used here for the dual carriageways components in order to limit the
problems, but no tester chose this option, either because they did not know it (problem of expertise
and/or documentation) or because they thought it was not the best option.

Main conclusions:

No software deals with dual carriageways collapsing

In CPT, it causes more problems than in the other systems because CPT is the only one that proposes
a tool for road displacement: once again, if no generalisation is performed all the preservation
constraints are satisfied, whereas if you take the risk to generalise, you can provoke undesirable side-
effects even if you also solve a part of the problems.

On a same software, some testers are more cautious than other ones (again).
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(c) ArcGIS, Kadaster tester (novice)

Figure 80 Test outputs in focus zone
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3.6.17 Main findings and conclusions of evaluation by comparing outputs

Several conclusions can be drawn from this evaluation.

The first conclusion concerns the capacities of the tested systems with regard to the NMAs
requirements. Only a few generalisation problems that were raised by the test cases appear to be fully
solved by the out-of-the-box systems. A first explanation is that the data are very different from one
NMA to another (schema and content), and that the specifications are often complex and sometimes
very specific. Thus customisation would be required, which is normal.

However even for “classical” problems that appear in most of the test cases, not all needed
functionalities are provided by the out-of-the-box systems. We can observe a general lack of
contextual algorithms on groups of objects (typification, selection). Displacement is only available in
CPT (based on least squares) and axpand (based on snakes). In Radius Clarity, it is present (based on
the “beams”) but not usable without customisation. For other classical problems, algorithms are
present but either their parameterisation is difficult because it does not match well the way the
specifications are expressed (e.g. line or area simplification, buildings aggregation), or there is a lack
of controlling tools to detect where to apply and how to parameterise the algorithms and to control
their effects (e.g. patterns detection, discrimination between urban and rural areas, etc.). Two remarks
can be added to this. First, many of the identified shortcomings have been studied in research and for
some of them known solutions exist. Secondly, some of the shortcomings seem to already be under
study and/or have already been corrected by the software suppliers, as shown by the results obtained
by the vendors in their parallel testing (buildings elimination and displacement algorithms in ArcGIS
and Radius Clarity, for instance).

The second conclusion stemming from the comparative evaluation is that the outputs obtained by the
different testers on a same test case often appear to be noticeably different from each others, and that
the differences of capabilities of the tested systems only partly explain it. Indeed, even the outputs
obtained with a same system are often quite different. Three main reasons have been identified to
explain the noticed differences, on top of the differences of capabilities of the tested systems.

First, the specifications provided by the NMA are sometimes fuzzy and do not completely translate
their actual requirements. A bit of fuzziness in specifications is normal, and it is well known that there
is never one single solution to a generalisation problem. But here we refer to very different outputs of
which some do not conform to what the NMAs were expecting, and where the differences can be
explained by too fuzzy or incomplete specifications causing the testers difficulties to interpret. The
fuzziness or incompleteness encountered in some of the NMAs specifications is surely due to the
limitations of the “constraint approach” followed by the project to express them. Indeed, it seems that
constraints on the final result are sometimes not sufficient to fully express without ambiguity what is
expected: in some cases, specifying the expected transformation too can help if this transformation is
always the same and if it is well known. It is surely interesting to notice that within this project fuzzy
or incomplete constraints always resulted in very different interpretations and thus solutions among
the testers.

The second reason that can explain the differences noticed in the outputs is related to the difficulties
encountered by the testers to parameterise the systems. This is partly related to the level of expertise
of the testers with respect to the system but not only. Quite often, testers of different levels of
expertise for a same system report difficulties to parameterise it for a same part of the process. This is
all the more the case when the testers that are experts of the systems are not expert of the concerned
test case (i.e. do not work in or with NMA that provided the test case). Sometimes, the systems could
be better documented. But it also shows that understanding how a given system reacts to a given kind
of data and generalisation problems requires quite experienced users. The software providers could
help this parameterisation task by providing default or typical parameterisations. Helping the user to
express its specifications into a generalisation system also remains an open research question, even if
a few research studies have already been done on this topic.



The third and last reason that explains the differences noticed in the outputs is related to the
“psychology” of the testers. The testers are indeed more or less cautious when they choose a solution
among the ones they obtained through different attempts. Some testers choose to keep a solution
where generalisation has been performed, but has also generated lots of errors (some constraints are
well satisfied and others very degraded, or some parts of the dataset are well generalised and others
very badly). Other testers prefer to keep a solution where almost no generalisation has been performed
but no error has been generated. Related to this “psychological aspect”, it can be noticed that quite
often, in the same situation the testers do not assess in the same way if they have been able to express
a given constraint. Some are more optimistic than others. And some assess if they have been able to
express the constraint, while others assess if the system has been able to solve it.

A last conclusion that can be drawn from the comparative evaluation task is related to the notion of
“universal, implicit” constraint. In several cases, testers have tried to satisfy constraints that were not
asked for by the specifications, but that translate classical cartographic knowledge. The concerned
constraints are preservation constraints, especially constraints related to the preservation of relative
positions and spatial distribution of objects. For some of them, the NMA who provided the concerned
test case was asked to react and every time, they approved the initiative taken by the testers.

3.7 Expert evaluation: results and conclusions

This section presents and interprets the results of the expert evaluation. It firstly presents details on
how the evaluation was carried out in Section 3.7.1. Then it presents the results of the four tasks of the
survey separately:

Section 3.7.2 presents the results of the global evaluation, i.e. how the generalised outputs were
globally perceived by the cartographic experts

Section 3.7.3 presents the results on how well individual constraints were solved according to the
experts

Section 3.7.4 presents examples provided by the respondents on well, badly and differently solved
constraints

Section 3.7.5 presents how experts ranked the generalisation outputs for their test case

Main findings and conclusions of the expert evaluation are presented in Section 3.7.6.

Although the expert evaluation is, in contrast to automated constraint-based evaluation, a way to study
constraints satisfaction in their context, i.e. taking the specialities of situations into account, one
should be careful in the interpretation of the results. Firstly because the statements expressed by the
experts are only qualitative (at most ordered) statements that are hard to summarise over one test case
or one software system (as is required to evaluate over a number of outputs). Secondly, the evaluation
is largely influenced by personal characteristics of the respondents. This subjectivity could have been
reduced by having a large number of respondents. However only six respondents for four different test
cases completed the survey (it took a large amount of work), and none of the test cases had outputs of
all software systems produced by both project team testers and vendors (see Table 7 and Table 8). In
addition, the outputs were not completely anonymous, i.e. codes on each output, and file names gave
information on who generated the output as one of the respondents observed. This might have been a
source of bias.

3.7.1 Details on the responses of the expert evaluation
The survey and accompanying materials were sent at the end of July, 2008, and by November 1%,

results of six respondents were returned (See Table 20). Although the ICC response was the result of
two experts completing the survey together, their combined efforts count for one completed survey.
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NMA Number of  completed
surveys

ICC 1

IGN 2

Kadaster | 2

OSGB 1

Table 20 Response to the expert evaluation.

Not all respondents performed all the four tasks of the survey, see Table 21.

The quality statements for the global indicators (Table 5, Section 2.4.3) and the answers for the
detailed constraint-based evaluation (Table 6, Section 2.4.3) were complete, except for some parts in
the survey of one of the IGN respondents. However ranking the generalised outputs, a task that could
be done quickly based on the experiences gained at the end, was done by all but the ICC respondent
(see Section 3.7.5). A remark should here be made about the ICC test case. The expert indicated that
Radius Clarity outputs were not evaluated since the two outputs of the Project team testers differed too
much: in one output, few objects were generalised and in the other one, the results were bad compared
to the examples provided by the vendor. The vendor’s output, on the other hand, consisted only of
screen dumps that could not be used for a full comparison. Hence, all Radius Clarity outputs were
ignored in the ICC survey.

Annotating the maps with at least ten examples of situations in which constraints were well solved,
badly solved or very differently solved was only done by half of the respondents for the well and
badly solved examples, and relatively few respondents gave examples for differently solved situations.
The lower completeness scores of this task are probably often related to time constraints of the
respondents. On the other hand the OSGB respondent indicated that in most outputs of OSGB data
only building generalisation was attempted, and that ten examples in each category could not be found.

The responses of the cartographic experts and the analysis of these responses are added in Appendix
XI.

ICC OSGB
Part Type expert IGN experts Kadaster experts expert
qubal Quality v v 71% v v v
indicators statements
Single v v v v v v
objects
4 Two  same | , v v v v v
Detailed objects
constraint- Two
based different v v v 4 4 4
evaluation objects
Group  of | , v v v v v
objects
Ranking - v v 4 4 4
No. of well 7 12 11 3 10
solved
Exampl'es of | No. of badly 3 13 i 14 10 6
constraints solved
No. of | - 7 - 1 4 -




ICC OSGB
Part Type expert IGN experts Kadaster experts expert
differently
solved
Focus zones | ICC - - Kadaster | Kadaster OSGB

Table 21 Completeness of answers provided by the 6 cartographic experts.

The results presented below are in principle related to project team testers’ output. If this is not the
case, this will be explicitly mentioned.

3.7.2  Global expert evaluation

Although the questions in the survey resulted in mainly qualitative answers, we applied a method to
quantify the results. For the global evaluation we first calculated frequencies of quality statements per
global indicator. In a next step the quality statements were transformed into harmonised scores so that
they can be compared for several indicators. The results of both methods are presented below and the
analyses are added in Appendix XI.

Frequency of respondents’ scores

The respondents were first asked to assess the entire map outputs at macro level, and indicate their
opinion about seven global quality indicators for each software separately in the form of a choice out
of several pre-defined quality statements. These are basically Likert scales. A Likert scale is a
psychometric scale commonly used in questionnaires. When responding to a Likert questionnaire item,
respondents specify their level of agreement to a statement. The scale is named after its inventor,
psychologist Rensis Likert.

To provide some overview of the scores on the quality statements, frequencies of answers given by
the six experts were calculated for each indicator and each software. Since there were no axpand
outputs for ICC and OSGB (see Table 7 and Table 8), and no Radius Clarity outputs taken into
account by ICC (as explained above), the sum of the frequencies for each indicator is 21. Figure 81
displays the results. These results are briefly described for each indicator below. For each indicator
also main respondents’ comments are cited.

1. Legibility
®m CPT m Clarity = Axpand m ArcGIS

16
14
12

10 -

Good Above average Average Below average Poor

Number of answers

o N B OO
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2. Manual editing required
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5. Main detected errors
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6. Number of main positive aspects
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7. Information reduction
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Acceptable Undergeneralized

Overgeneralized

Figure 81 Frequencies of answers given by 6 cartographic experts for global quality indicators.

1. Legibility

None of the outputs was evaluated as ‘good’ on legibility. Most outputs are evaluated as ‘below
average’, and all software systems contribute to the high frequency for this quality statement.
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Respondents selected relatively low quality statements for the legibility of the outputs generalised
with axpand.

The legibility of two Radius Clarity outputs are ranked as ‘above average’, but the other outputs are
all ranked lower.

The legibility of three CPT outputs are ranked as ‘above average’, but there is also some spread over
‘average’ and ‘below average’.

The legibility reached with ArcGIS is more consistent, with two outputs ranked as “average” and the
four others as “below average”.

Many comments are added by the respondents, particularly on how buildings are handled in the
outputs, and further on roads; less on other features. The OSGB respondent mentions a problem with
the output of CPT (see also Section 3.7.5).

The respondents report many differences between outputs, both among Project team testers’ outputs
and between Project team testers’ and vendors’ outputs. Sometimes, it is caused by the use of different
symbology by vendors. For details, see the comments tabs in the spreadsheet with results in Appendix
XI..

2. Manual editing required

Each output needs manual editing, and the frequencies increase towards the end of the Likert scale:
the highest frequency is for many manual editing required (15 out of 21, being also the absolute
highest frequency over all indicators), and all software systems contribute to this high score.

ArcGIS output receives relatively low quality statements.

axpand output receives again low statements (only ‘many”).

Quality statements for Radius Clarity and CPT output are spread.

The ICC respondent commented that although much editing is needed, generalisation using the
software is more efficient than full manual generalisation. On the other hand, the OSGB respondent
indicated in one case (for Radius Clarity output) that a full manual generalisation would be preferred.
Again there are many detailed comments provided on buildings and roads, less on other features (see
Appendix XI). Also here, respondents reported many differences among the outputs (both of Project
team testers and of vendors). One respondent mentioned that this is because vendors were able to do
more with their software, e.g. displacement.

3. Deviation from the map of the original data

The highest frequency of answers concerning deviation of the original data is for ‘acceptable’, and all
software systems contribute to the high frequency for this quality statement.

Three outputs (one of each software except CPT) are considered ‘highly acceptable’ concerning
deviation from original data.

Together, ‘highly acceptable’ and ‘acceptable’ have a frequency of 12 out of 21, but there is a broad
spreadAxpand and Radius Clarity outputs are spread over all four quality statements, ArcGIS and
CPT outputs over three.

One respondent mentioned that some deviations are caused by the use of different symbology between
input and outputs. Also the respondents mentioned situations with too little deviations
(undergeneralised situations?), or with too many deviations, or situations were no generalisation is
visible. This can be linked to a point that we have made earlier about the cautiousness of the testers
(Section 0). Some preferred doing nothing rather than showing very bad result while others found that
it was more interesting to show the best possible generalisation even if the results were globally worse
than the initial state. Outputs differ again with vendor outputs, which is explained by the respondents
by the fact that vendors were able to use more functionality (see also Appendix XI).

4. Preservation of geographic characteristics

There is no clear trend in the quality statements on preservation of geographic characteristics; no
outputs are evaluated as ‘poor’, but similar frequencies occur for all other categories, with spread in
quality statements for outputs produced by each software.



In most cases, geographic characteristics are preserved, and there are fewer differences between the
outputs than above. However, preservation happens in some cases because no selection (or
generalisation) has been done. In some other cases, characteristic features disappeared (rural buildings,
fences; see Appendix XI). This could be a result of the lack of contextual awareness of most of the
out-of the-box solutions, i.e. they do not adapt well to different contexts, and therefore some
contextual situations are well treated while others are not.

5. Number of main detected errors

For the number of main detected errors, the highest frequency is calculated for ‘many serious’, and all
software systems contribute to this frequency.

Frequencies for other quality statements are low and spread for the outputs of all software, except
axpand

No answers to this question were provided by one respondent, leading to a frequency of four for ‘no
response’.

Several respondents mentioned that context was not considered in the output. Further many comments
deal with the generalisation of buildings and roads, and some with other features (see Appendix XI).
Again many differences are mentioned between the various outputs, except for the CPT output in the
OSGB test case.

6. Number of main positive aspects

The highest frequency of answers identifying the number of main positive aspects is for ‘few’, and all
software systems contribute to this.

The remaining quality statements show spread for outputs produced by each software, except axpand.
Again, no answer by one respondent lead to four times ‘no response’.

Positive comments on ArcGIS outputs were mainly related to building generalisation and the creation
of built-up areas (Kadaster test case). For axpand outputs, positive comments are on displacement of
buildings and roads, for Radius Clarity outputs also on aspects related to buildings and roads, and for
CPT outputs on displacement, and again on aspects related to buildings and roads (see Appendix XI).
Respondents observed differences in outputs for both the IGN and Kadaster test case.

7. Information reduction

The highest frequency of answers related to information reduction is for ‘undergeneralised’, and all
software systems contribute to this again.

ArcGIS output is only assessed as “‘undergeneralised’.

Some outputs of Radius Clarity and axpand are assessed as ‘acceptable’, but other outputs of this
software are ‘under-‘ or ‘overgeneralised’.

Both ICC and IGN respondents reported that more reduction is needed. For one IGN respondent
generalisation in some outputs is hardly visible. The OSGB respondent mentioned that in ArcGIS
outputs more reduction is needed; CPT outputs are acceptable. One Kadaster respondent explained
that features are over-, under-, or not generalised due to missing constraints (see Appendix XI).
Again, differences between outputs are reported, except for CPT output for the OSGB test case.

Harmonised respondents’ scores

The calculated frequencies of answers for each indicator provide a first indication of possibilities and
limitations of the generalisation software according to the respondents. However it is not easy to
compare frequencies of answers for different indicators that make use of different Likert scales. This
has several limitations. Firstly the bar charts in Figure 81 do not provide information on which
indicators the generalised outputs scored well and on which indicators the outputs scored badly. In
addition the bar charts do not indicate whether there are noticeable differences between software
systems for one indicator (or for all indicators). Finally the bar charts are not able to show noticeable
differences between respondents or test cases.
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To make the results for the different indicators more comparable, the quality statements were
transformed into harmonised quality scores. The quality scores were distributed in such a way that the
most positive answers on each Likert scale always have a score of +2, and the most negative ones a
score of -2 (see Table 22).

As you can see from the table some interpretation was required to translate the answers into scores, i.e.
how bad is ‘some manual editing required’ compared to ‘non serious and many detected errors’? This
interpretation was established through consensus reached in an expert group, i.e. it was discussed and
agreed during one of the project team meetings.

1. Legibility; iy .

4. Pregservaz]ion characteristics 2. Manual editing required
Good 2 None 2
> average 1 hardly any 1
Average 0 some more -1
< average -1 Many 9
Poor -2

3. Deviation from original 5. Main detected errors
highly acceptable 2 non-serious / few 2
Acceptable 1 non-serious / many 0
moderately acceptable 0 serious / few 0
Unacceptable -2 serious / many -2
6. Number of main positive aspects 7. Information reduction
Many 2 Acceptable 2
reasonable number 1 undergeneralised -2
Few 0

None 5 overgeneralised -2

Table 22 Standardised scores for quality statements of global indicators

In the next step, average scores were computed per indicator, over all software and over all
respondents. This gave a rough indication of the relative quality of the different indicators, as
perceived by the respondents, i.e. on which indicator the outputs scored high and on which indicator
the outputs scored low. The result is displayed in Figure 82. Indicators with negative average scores
show on which aspects the generalisation software systems should improve, while positive scores
show that outputs are relatively better appreciated by the respondents on these aspects.



Global scores for quality indicators, all software
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Figure 82. Average scores for each indicator.

To better understand the average scores, we analysed if scores are noticeable different from each other.

We identified a noticeable difference, if we calculated a deviation of 0.7 or more:

o Dbetween a specific score of one system and the average score all systems per global

quality indicator;
o Dbetween the score of one respondent and the average score of all respondents over
all indicators and software systems, as well as for one system only

Negative deviations point to relatively poor solutions, positive deviations to relatively good ones.
Noticeable deviations were only identified in case of evaluations provided by more than one
respondent. It is important to understand that relatively means “compared the average score”. So a
noticeable high score may still indicate a poor (but higher than average) score and a low score may
still indicate a high score (but lower than the average).
A threshold of 0.7 (which is a considerable deviation) is chosen because it emphasises substantial
deviations. Very precisely comparing the respondents’ answers is inappropriate since only six
respondents evaluated the outputs of (only) four different test cases.
A first analysis compared the scores of different systems per global quality indicator (over all
respondents). This analysis resulted in the following noticeable differences:
Legibility: outputs of axpand have a deviation of -0.8 (average score for all systems is -0.5). This is in
line with the results of the frequency calculations above.
Number of main positive aspects: again, outputs of axpand deviate negatively: -0.7 (the average
score for all systems is 0.7).
Information reduction: outputs of ArcGIS and axpand have a noticeably lower score (both -1.0), while
CPT deviates similarly, but in positive direction (+1.0) (the average score for all systems is -1.0).
A second analysis per respondent over all indicators and all software resulted in the following
noticeable differences:
One of the IGN respondents has a deviation of +0.8 (from an overall average of -0.4). Thus this
respondent was relatively positive in his judgements.
A further analysis of the above scores per expert for different software system revealed that:
Both IGN respondents were relatively positive about Clarity (deviations of +1.5 both), while the
expert of the OSGB and one of the experts of Kadaster gave relatively low scores (-1.2 and -0.9); the
average score over all respondents for Clarity is -0.1.
Both experts of IGN were also relatively positive about CPT (+0.9 and +1.2), while both experts of
Kadaster gave relatively low scores (-1.1 and -1.0); the average over all respondents is 0.0.
These differences can be due either to an (unintentional) excessive optimism/pessimism of the
concerned experts towards the concerned systems, OR to a better/lower capacity of these systems to
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deal with the concerned test case, since each expert only evaluated the results of the test case provided
by his/her NMA. A good means to dismiss the first hypothesis would have been to make the output
blind for the expert evaluation. Besides this, it is also noticeable that for the cases with two
respondents (IGN and Kadaster) the results of both respondents deviate in the same way.

Other deviations for individual indicators and for all indicators per software systems are smaller than
0.7.

3.7.3  Detailed constraint-based expert evaluation

After the global evaluation, the respondents were asked to evaluate how far specific constraints on
single objects or different objects are met in the generalised outputs, taking into account the
interaction between constraints at specific locations. For this evaluation the initial defined constraints
were simplified into constraints that could be visually evaluated (see Section 2.4.3).

The respondents rated the constraint satisfaction in the outputs for each software at a scale from 1
(very bad), 2 (bad), 3 (acceptable), 4 (good) to 5 (very good).

A general observation for this part of the survey is that the respondents found it difficult to say for
some constraints whether they are relevant for the concerning test case or not. This is noticeable in the
comments and in the scores. Sometimes, only one of the two IGN or Kadaster respondents gave scores,
while the other one filled in NR (not relevant). Examples for IGN are minimum dimensions of
individual contours, and the constraints for islands; for Kadaster, the granularity and shape of
individual roads are examples.

The respondents evaluated the outputs for four types of constraints separately: constraints on
individual objects (discriminating between feature types), constraints on two objects of the same class,
constraints on two objects of different classes and constraints on groups of the same objects. In the
next four subsections the results of these four evaluations, i.e. as bar charts, respondents’ comments
and noticeable differences in scores are presented separately.

The analyses of the responses on detailed constraint-based evaluation are added in Appendix XI.

Evaluation of constraints for individual objects

For every feature type, the average scores per constraint (i.e. minimum dimension, granularity and
shape preservation) over all software systems was calculated. These scores are represented in Figure
83.
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7. Individual islands

Min. dimensions

Granularity

Shape

Figure 83. Average scores of individual objects for outputs generated by Project team testers.
The meaning of the scores is: 1. very bad; 2. bad; 3. acceptable; 4. good and 5. very good.

Table 23 shows the results per constraint.

coast lines
land use objects

coast lines
land use objects

Minimum dimensions Granularity Shape preser vation (with
slightly higher scores for
most individual objects)

Very bad - bad: Very bad - bad: Bad:

coast lines
land use objects

islands islands
Still below acceptable: Still below acceptable:
buildings contour lines
rivers
Acceptable: Acceptable: Acceptable:
buildings roads buildings
roads contour lines roads
contour lines islands
rivers
Nearly good
rivers

Table 23 Averaged respondents’ scores of three constraints on individual objects

From this summary we can observe that only the three constraints for roads are met in an acceptable
way; results for individual buildings, contour lines and rivers are nearly acceptable; constraints for
other feature types were not well solved according to the respondents.
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There are not many comments added to this part of the evaluation, and the ones that are given are
mostly rather general. For example the ICC respondent indicated that for individual land use objects
and contour lines no generalisation is visible. The IGN experts mentioned the same problem for some
constraints (mostly shape) related to buildings, land use objects, roads and contour lines. For the
OSGB case, the main problem with buildings are the holes. For land use objects, roads, contour lines
and rivers, the OSGB respondent mentioned that there were no constraints specified, except for
granularity of land use objects, but no generalisation is visible here. For the Kadaster case, more
specific shortcomings are mentioned (e.g.: for land use objects/minimum dimensions: that only the
whole area was taken into account, not the width). See Appendix XI for details.

Next, for each constraint on the different feature types, noticeable differences between software
systems were calculated (like previously, as deviations > 0.7 from the average scores over all software
systems for the same feature type and constraint).

Noticeable differences between software systems

Noticeable differences can be observed for the following feature types:

Buildings: for minimal dimensions, outputs of Axpand have a deviation of -0.7, hence its average
score is lower than the score over all software systems for this constraint. On the other hand, outputs

of CPT deviate in a positive way (+0.7). The average score over all systems for this constraint is +3.00.

For granularity we can observe a similar trend: deviations are -1.0 (Axpand) and +1.0 (CPT), while
the average for all systems is +2.6.

Contour lines: Axpand and Clarity have positive deviations for shape (both +0.7), and CPT has
negative deviation for shape (-0.8); the average for all systems here is +2.8.

Noticeable differences between Project team testers’ and vendors’ output

Noticeable differences between Project team testers’ and vendors’ outputs (per constraint: average of
scores for Project team testers’ output for each software system minus the same scores for vendor’s
output if applied to the same test case) were calculated and identified:

Buildings: for granularity, the ArcGIS project team testers’ output (available for the Kadaster case
only) has a negative deviation of -1.0, so the experts found that the vendor (with an average score of
+3.0) performed better than the Project team testers.

Roads: for minimum dimensions, the Radius Clarity Project team testers’ output has a negative
deviation (-1.3), and for shape, CPT as well (-0.8). Also here, vendors seem to perform better: their
average scores are +3.7 for minimum dimensions, and +4.0 for shape.

Noticeable differences between respondents
Noticeable differences were also calculated between respondents. All deviations are <0.7.

Noticeable differences between test cases

Finally, to study if there are noticeable differences for a software system between test cases,
deviations between scores for each software system per test case and scores over all test cases for the
same software were calculated. We found the following noticeable differences:

The ICC test case has a negative deviation for ArcGIS (-0.8; average over all cases is +2.7).

The OSGB test case has a positive deviation for CPT (+0.8; average over all cases is +3.0).

Evaluation of constraints for two similar objects

The analysis of the respondents’ scores was repeated for the category constraints on two objects of the
same type. Only a single constraint had to be evaluated by the respondents: minimum distance
between the objects. Average scores for each combination of two same objects over all software
systems were calculated, see Figure 84. From this Figure we can see that most of the scores are very
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bad to bad. Nearly acceptable are scores for buildings, roads, islands and rivers, and this is the
maximum score given by the respondents.

Constraint: minimum distance
5
4
3
2 J —
1 I I I . )
O 1 T T T T T T T
Buildings Land use Roads Ski lifts ~ Contour Spot Rivers Islands
objects lines heights

Figure 84. Average scores of two objects, same type for outputs generated by Project team
testers. Meaning of the scores: 1. very bad; 2. bad; 3. acceptable; 4. good 5. very good.

The most common comment made here was that no constraints were specified for the specific feature
types (OSGB, Kadaster). The ICC respondent mentioned that no generalisation was visible for land
use objects and spot heights, and in the IGN outputs, spot heights were not visible. The OSGB expert
reported that for buildings, nothing was done (see Appendix XI).

Noticeable differences between the generalised outputs were also calculated.

Noticeable differences between software systems

Noticeable differences between software systems are identified as:

For two buildings: outputs of ArcGIS and axpand have clearly lower scores than the average for all
software (resp. -1.0 and -0.7, where the average is +2.5). CPT, on the other hand, has a high positive
deviation (+1.2), so the outputs were assessed as relatively good.

For two roads: outputs of ArcGIS again clearly deviate negatively (-1.0), while CPT again has a
positive deviation (+1.0). Average scrore for all systems is here +2.5

For two contour lines CPT outputs show positive deviation (+1.3; average for all systems is +2.0).

Noticeable differences between Project team testers’ and vendors’ output

Noticeable differences between outputs of Project team testers and of vendors are identified as:

For two buildings: ArcGIS Project team testers’ output has a negative deviation (-2), so the vendor
output (only available for the Kadaster case, but with a score of +3.5) is clearly considered better.

For two roads: Clarity Project team testers’ output has a negative deviation (-1.0), so here the vendor
output (score of +3.3) is also better evaluated.



Noticeable differences between respondents

The analysis also showed one noticeable difference between respondents: one of the Kadaster
respondent has a deviation of +0.8 but it is based on scores for two buildings only, while the constraint
for other objects is marked NR (not relevant). Therefore, this can hardly be considered a ‘noticeably
difference’.

Noticeable differences between test cases

Noticeable differences between scores of different test cases are:

For the ICC test case, ArcGIS shows again a negative devation (-0.8; average over all cases is +1.8),
hence scores are relatively low.

For the OSGB test case, there seems to be a negative deviation for Clarity (-1.0), but since it is
based on scores for two buildings only, the deviation is not considered very relevant (overall average
here is +2.0).

Evaluation of constraints for two different objects
The above mentioned calculations (i.e. average score for each constraint) were repeated for constraints
on two different feature types (see Figure 85). The respondents evaluated three constraints for every

combination of feature types, i.e. minimum distance, relative position and consistency between themes.

The combination railtrack-other type and fence-building were only assessed by the OSGB respondent.
In addition two combinations were not considered relevant in any of the test cases. These are: 6. road
and administrative limit: and 12. river and administrative limit. Constraints that are not represented by
a bar in Figure 85 are also considered not relevant by any of the respondents.

From Figure 85 we can observe that for none of the combinations, the three constraints are met in an

acceptable way. Only for consistency between river and roads the outputs provide acceptable solutions.

1. Building - road | 2. Land use - building |
1 5
‘ 4
| 3
.
1o
Min. distance Rel position Consistency | Min. distance Rel position Consistency |
between themes | between themes |
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3 3 !
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1 1
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175



3. Road - embankment 7. Contour line -road
5 5
4 4 i
3 3
2 2
1 1
0 A T T i 0 T
Min. distance Rel position Consistency | Min . distance Rel position Consistency |
between themes | between themes |
2 2
1 J 1
0 - 0 . :
Min. distance Rel. position Consistency | Min_ distance Rel position Consistency |
between themes | between themes |
10. River -road 11. River - embankment \
5 5 | ‘
4 i 4 | ‘
3 3 | ‘
2 2 }
1 1 J
0 - T T 0
iiin. distance el position i M. distance Rel. position Consistency i
between themes | between themes |
< _ : 14. Rail track-other type (a) |
13. Coastline - contourline \ 15. Fence-building (b) |
) ] ° |
4 | ‘ 4 |
3 ] |
2 | | 2 L i
(b)
Nl B BN e
. ; [ ]
Min. distance Rel. position Consistency | Min. distance Rel position Consistency |
between themes I between themes I

176

Figure 85. Average scores of two different objects for outputs generated by Project team testers.
Meaning of scores is: 1. very bad; 2. bad; 3. acceptable; 4. good and 5. very good.




Table 24 shows the results per constraint.

Minimum distance or | Relative position Consistency between themes
dimensions

Very bad - bad: Very bad - bad: Very bad - bad:

all combinations, none reaches | almost all combinations almost all combinations

‘acceptable’ or higher

Slightly higher, but still below | Slightly higher, but still below

acceptable: acceptable:
building - road building - road
contour line - building contour line - building
contour line - river

Acceptable:

river - road

Table 24 Averaged respondents’ scores on minimum distance, relative position and consistency
between themes

The ICC respondent only commented on the combinations contour line - river and coast line - contour
line. In both cases, no operator seem to have been applied to meet the minimum distance constraint.
The IGN respondents indicated that in some cases there is no generalisation visible (for the
combinations building - road, contour line - building); and they identified a consistency problem
between roads and rivers. The OSGB respondent reported that in many cases, OSGB had not specified
any constraint and therefore they did not evaluate the solutions. Furthermore, nothing was done for
(some) constraints in the combinations building - road, land use object - river and road - embankment,
and in the two combinations that were only evaluated for the OSGB case: rail track - other object and
fence - building. For the Kadaster case, the only comment (expect for ‘no constraints specified’) was
for relative position in the building - road combination: in axpand output, building and ditch intersect
(see Appendix XI).

Again, noticeable differences between software systems were identified.

Noticeable differences between software systems
Building - Road: for minimum distance, outputs of ArcGIS have a deviation of -0.9, while CPT has a
deviation of +1.0, while the average score for all systems is +2.2.

Noticeable differences between Project team testers’ and vendors’ output

Noticeable differences between Project team testers’ output and vendors’ outputs are:

Building - Road: for minimum distance, ArcGIS PT tetsers’ output (for the Kadaster case only) has a
negative deviation (-1.0), so the vendor output (average score of +2.5) is again considered better.
Clarity Project team testers’ output also has a negative deviation (-1.3; average for the vendor output
is +3.3). For relative position, ArcGIS Project team testers’ output (for the Kadaster case) gives the
same result as for minimum distance (-1.0, while nthe average score for vendor output is +2.5).

Road - Embankment: for minimum distance, CPT Project team testers’ output has negative deviation
(-1.0; the vendor’s score is +3.0).

Noticeable differences between respondents
Scores of individual respondents did not show noticeable differences.

Noticeable differences between test cases
Finally, there is one noticeable difference between different test cases:
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For the ICC test case, ArcGIS has, given the deviation, relatively low scores (-0.9), while the overall
average is +1.8.

Evaluation of constraints for groups of objects

For groups of objects, the respondents were asked to evaluate two constraints: quantity of information
and preservation of spatial distribution. Average scores for both constraints are presented in Figure 86
and summarised in Table 25. From the results we can see that none of the outputs contained
acceptable solutions for the quantity of information for a group of objects. Also spatial distribution is
hardly well solved in any of the outputs, except for group of rivers.

Quantity of information Spatial distribution
Very bad - bad: Very bad - bad:
all groups almost all groups

Slightly higher, but still below acceptable:
group of contour lines

Almost good
group of rivers
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Table 25 Averaged respondents’ scores on quantity and spatial distribution in generalised
outputs

Constraint: quantity of information

5

4

3

2

0

Buildings Land Roads Contour Spot Rivers Islands

use lines  heights
objects




Constraint: spatial distribution

RN

BuildingsLand use Roads Contour Spot Rivers Islands
objects lines  heights

Figure 86. Average scores for constraints on groups of objects in outputs generated by project
team testers. The meaning of the scores is: 1. very bad; 2. bad; 3. acceptable; 4. good and 5. very
good.

Comments reveal the following: in ICC outputs, no generalisation if visible for groups of land use
objects, spot heights, rivers and islands. No comments were added by IGN respondents. The OSGB
respondent indicated (like one of the Kadaster respondents) that for many groups of objects
constraints were not specified. Specific comments relate to groups of buildings (rules of amalgamation
are not followed) and to groups of roads (the collapse of dual carriageways is not done); see Appendix
XI.

Noticeable differences between software systems were identified in the following cases.

Noticeable differences between software systems

Group of buildings: for quantity of information, outputs of ArcGIS (for the Kadaster case) have a
deviation of -0.9, while CPT outputs have +0.9 (average for all software systems is +2.4).

Group of contour lines: for spatial distribution, outputs of Axpand and Clarity have a positive
deviation (both +0.8), while outputs of CPT have a negative one (-1.0). Average for all software
systems here is +2.7.

It should be noted that unexpectedly good scores may be caused by missing functionality. For
example in Radius Clarity no tester did anything on the contour lines because of missing displacement
tool while with other software some testers tried something that degraded the distribution.

Noticeable differences between Project team testers’ and vendors’ output

Noticeable differences between Project team testers’ outputs and vendors’ outputs are:

Group of buildings: for quantity of information, ArcGIS Project team testers’ outputs (for the
Kadaster case) have high negative deviation (-2.5, while the average vendor’s score is +3.5). Clarity
Project team testers’ outputs give a more modest deviation (-0,8; vendors’ score here is also +3.5). For
spatial distribution, ArcGIS Project team testers’ outputs (again: only for the Kadaster case) have a
deviation of -2.0 (vendor’s score is +3.0).
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Noticeable differences between respondents
Noticeable differences between respondents were not observed.

Noticeable differences between test cases
For the ICC test case, ArcGIS has again relatively low scores (-0.7), while the overall average over all
test cases is +2.1.

3.74  Examples of well, badly and differently solved constraints

Next the respondents were asked to analyse specific situations in more detail, taking the whole context
(i.e. all involved constraints at specific locations) into account, and provide at least ten examples of
well solved, badly solved and very differently solved situations. The number of examples provided is
indicated already in Table 21. It should be realised that these examples are only selections made by
the experts based on what they had seen in earlier parts of the evaluation. Therefore they are not
necessarily the best, worst or most differently solved examples that can be found in the outputs for
each test case. Results of the provided map fragments and details on the respective tabs can be found
in the spreadsheet in Appendix XI.

The respondents were also asked to comment on the focus zones identified by the comparison
evaluation (see Section 3.6). The respondents’ comments are summarised separately for ICC, IGN,
OSGB and Kadaster below.

ICC:
Problem | Comment
1 CPT achieves the best solution for town centre blocks.
2 Coast line generalisation is not visible in almost all the tests.
3 CPT and RADIUS CLARITY have applied some generalisation, including displacements
in road interchanges.
4 CPT achieves the best solution in suburban building areas.
5 Parallelism between roads and buildings is not maintained.

IGN:
The IGN respondents did not comment because they did not understand the task.

OSGB:

Problem | Comment

Adjacent buildings representation. Adjacent buildings have often been adequately
blocked together. However, in a number of occasions, large holes in the middle have
1 been filled. Also, this blocking process seems to have crashed in a number of occasions
(see in bad examples: B6). The outline of the resulting block is never adjusted with the
road casing (in any software package), which badly affects the quality of the result.

Detached buildings and fences. The character of detached buildings has been maintained,
2 although the rules for aggregating the buildings have not been followed. Fences have

been completely removed in all the solutions, which do not meet the specifications.




Problem

Comment

Dual carriageways. None of the dual carriageways have been collapsed. One tester has
performed some displacement between both lanes (which does not give a good result),

3 others have done nothing. While doing nothing allows the graphical output to look
almost right, it does not allow a symbolisation with a pecked separation line in the
middle of the symbol, as required by the specifications.

Kadaster:

Problem | Comment
Channels network: no clear selection in constraints.

Channels network. A good study area. Only Radius Clarity shows some effort for this

1 item. I wonder if ‘Typify’ from CPT can give some results. There can be 2 (or more)
manners to look at this problem: selection of channels, or merging area objects; both
typifying the character of the landscape with channels / ditches.

Built-up areas: most small buildings are deleted, but re-coding to built-up area is not
done (in most outputs).

2 The test examples of CPT and ESRI (the good ones) come close to a good solution. With
some more attention to the used parameters it should be acceptable. Maybe some Push is
needed as next process.

The result of parallel roads and cycle tracks is bad.
Parallel roads and cycle tracks (attention, the parallel roads can be also roads with

3 another classification). Cycle tracks are also defined as roads of a certain class. The tests
give different results. Displacement is possible but needs a good fine-tuning. Also
topology is needed to change the underlying objects.

This item needs better solutions than done in the tests.

4 . . .

No typification of railways.

5 Another test case should be: area merging and typification of area objects, i.e. the region
with forest objects where number 1 is placed, and left of it.

6 The same region as 5. The road selection and simplification need some attention.

3.7.5  Ranking the generalised outputs

The next task in the survey was ranking the generalised outputs obtained by different systems based
on the earlier global and detailed evaluations.The aim was not to rank software systems on how well

they respect NMA requirements, but to see if some systems are better suited to specific test cases.

The results of the ranking are presented in Table 26. These should (like most results of the expert
evaluation) be interpreted with care, taking into account that they are based on the experiences gained
by the respondents during the evaluation. Also, the outputs differed in quality and per test case. In
some cases it was obvious that the Project team tester was not very familiar with the software, and in

most of the OSGB outputs, only buildings seemed to be generalised.

Table 26. Suitability of software for automated generalisation as perceived by cartographic
experts of the respective NMAs for test data of that NMA.

Rank | ICC IGN OSGB Kadaster
1 - Radius CPT ArcGIS
2 - CPT ArcGIS Radius

3 - axpand Radius Cla‘rij{m
4 - ArcGIS - axpand
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The ICC respondent did not rank the systems since (s)he only evaluated Project team testers outputs
generated by ArcGIS and CPT, and vendors’ outputs generated by CPT. The expert indicated,
however, that both software systems offer generalisation options, that could be useful in combination
with manual generalisation.

Main comments from respondents of other NMAs are summarised below.

IGN:

For ArcGIS: difficult to see if generalisation has been applied, e.g. on objects like buildings and roads;
actually it is only visible on rivers.

For axpand: almost no generalisation on buildings; road generalisation is good, but there is a problems
with coalescence of bends.

For Radius Clarity: best outputs, although outputs of Project team testers and of vendor differ. Good
results for roads and buildings.

For CPT: also good results for roads and buildings, but the generalisation of buildings can still be
improved.

OSGB:

For ArcGIS: amalgamation of buildings and management of holes in buildings is adequate and better
than with CPT; building simplification, however, is less effective and would require more human
intervention than with CPT. No adjustment of the building outlines with the road casings.

For Radius Clarity: results for buildings can hardly be evaluated, since there seem to be several
versions of the generalised buildings on top of each other. The tester was probably not very familiar
with Radius Clarity.

For CPT: most convincing results for buildings, although problems remain (stability of the software:
algorithm crashed (i.e. it deletes building intersecting roads, see Section 0 and Figure 91), resulting in
empty areas that actually have a high density of buildings; holes are not well managed; no adjustment
with road casings). Shape simplification of complex buildings is a strong point; often results are
acceptable or good.

Kadaster:

The outputs generated by ArcGIS seem to satisfy more constraints than Radius Clarity, and therefore
ends up in the first place. It enables re-coding or deleting of objects based on attribute selection, as
well as aggregation of areas and simplification of buildings; it gives some good generalisation results
for built-up areas and roads. On the other hand, displacement, enlargement of buildings and areas, and
selection based on spatial distribution are missing.

axpand looks very similar to CPT, but there was only one axpand output, in which adjacent roads
were badly solvedAxpand enables selection, deletion and some aggregation of areas; simplification
and displacement of buildings, and displacement of adjacent roads. There is, however, no selection
possible on certain attributes, no enlargement of buildings and other areas, and no selection on spatial
distribution.

Radius Clarity offers selection based on some aspects (like attributes and small areas), but not on
others (e.g. adjacency, spatial distribution). It offers aggregation, enlargement and simplification, and
roads and built-up areas are in some outputs reasonable. Displacement is missing.

CPT also enables selection on some aspects (e.g. areas), but not on others (like attributes, adjacency,
spatial distribution); furthermore, simplifying and displacement of buildings and displacement of
adjacent roads. Generalisation of built-up areas and displacement are promising. There is, however, no
aggregation and enlargement possible.



3.7.6  Main findings and conclusions of expert evaluation

Automated evaluation of single constraints does not take into account that violation of one constraint
might have been necessary to meet another, more important one, as was seen in Section 3.5. The
results of the expert evaluation address this problem, since the respondents are able to evaluate
generalised outputs on individual constraints taking the specific context into account.

From the expert evaluation, several conclusions can be drawn.

The expert evaluation of the generalised outputs on global indicators resulted in the following main
findings. Firstly, the generalised outputs scored well on the following global indicators:

Deviation from the map of the original data: although the majority of the answers is ‘highly
acceptable’ or ‘acceptable’, the range of answers for each software system is broad.

Preservation of geographic characteristics: ‘poor’ results are not observed by any of the respondents,
while a variety in scores exist. Half of the outputs are considered ‘good’ or ‘above average’, but
opinions about solutions produced by the same software system vary and there is no clear trend.
However, good scores on preservation are biased for situations where no generalisation has been done
as shown by the statement below about “Information reduction”, i.e. outputs are globally assessed as
undergeneralised.

Secondly, the generalised outputs scored less on the following global indicators:

Legibility: none of the outputs is considered ‘good’; most outputs are evaluated as ‘below average’
and all software contributes to this. Few outputs are considered ‘above average’, but opinions about
the outputs generated by the same software systems differ.

Manual editing required: each output requires manual editing, mostly quite a lot and this is true for all
software systems.

Number of main detected errors: the highest frequency is for ‘many serious’ errors, and all software
systems contribute to this.

Information reduction: most outputs, independent of the software systems that produced it, are seen as
‘undergeneralised’.

Number of main positive aspects: the respondents found only a few main positive aspects in the
outputs and this is true for all software systems.

Another finding are the noticeable differences of scores on global indicators between software
systems:

ArcGIS: information reduction (negative)

axpand: legibility, main positive aspects and information reduction (negative)

Radius Clarity information reduction (positive).

Furthermore, for the IGN test case, the respondent is rather positive about Radius Clarity and CPT,
while for the OSGB and Kadaster test cases, experts gave relatively low scores on the global indicator
for Radius Clarity. Kadaster experts also gave relatively low global indicator scores for CPT.

These differences may have different causes, i.e. an (unintentional) excessive optimism/pessimism of
the concerned experts towards the concerned systems, better/lower capacity of these systems to deal
with the concerned test case, or because each expert only evaluated the results of the test case
provided by his/her NMA. To further investigate this, a future test could make the outputs blind for
the expert evaluation. Also interesting would be to include interactively generalised maps in this blind
expert evaluation.

From the expert evaluation of generalised outputs considering individual constraints (in their context)
the following observations were made.

Firstly we observe that best results are obtained for constraints on individual objects, specifically for
roads and buildings. However the average scores for the way in which the three constraints for
individual objects (minimum area, granularity and shape) were handled are in most cases relatively
low:

For minimum dimensions, the highest score is ‘acceptable’ for buildings, roads, contour lines and
rivers. This is in line with the results of the automated constraint-based evaluation (Section 3.5.2)
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For granularity, the highest score is ‘acceptable’ for road and contour lines.

For shape, ‘acceptable’ scores are given to buildings, roads, islands and (almost ‘good’) to rivers.
Overall, only individual roads have ‘acceptable’ scores for the three constraints.

Secondly, for minimum distance constraint between similar objects, the scores are very bad to bad.
Nearly acceptable scores were attributed to buildings, roads, islands and rivers, and this is the
maximum score given by the respondents for this constraint. For none of the combinations, all three
constraints between two different types of objects (minimum distance, relative position, consistency)
are met in an acceptable way. Acceptable solutions were only obtained for consistency between river
and roads.

Finally none of the outputs contained acceptable solutions for the quantity of information and the
spatial distribution of a group of objects is not handled well in any of the outputs, except for the
spatial distribution of group of rivers (even almost ‘good’), which was however a generalisation
problem that hardly occurred in the test cases.

Noticeable differences were detected on respondents’ scores between software systems, between
project team testers’ and vendors’ outputs and between test cases (compared to the average scores).
These differences may show the fitness for one system to handle the specificities of a given test case,
examples are relatively high scores of CPT for minimum dimensions, granularity and quantity of
information of buildings, as well as for minimum distance constraint. In case of preservation
constraints, noticeable differences may also indicate situations that are not touched at all by some
systems, where other systems did perform (some) generalisation. Examples are relatively high scores
of axpand and Radius Clarity for shape and spatial distribution of contour lines, of which it was
known that they had not been generalised.

Differences between project team testers’ and vendors’ outputs show also that either mastery of the
software is required to obtain the best possible solutions (for example CPT) or that, depending on the
cases, the vendors have really made an effort on the additional developments for their parallel testing
(for example Radius Clarity).

Although in general the findings of the expert evaluation look quite negative, one should be aware that
the context of the project is cartographic generalisation for NMAs (i.e. for paper maps), which means
that the cartographic experts had high quality output in mind during their evaluation. In addition it
would have been nice to have included some manually generalised outputs in the survey (while doing
it blind) because the level of exigence of the experts is known for often being "absolute" and not
necessarily related to what can be done manually.

A final remark on the expert evaluation is important.

Although the expert evaluation provides insights into several quality aspects of the generalised outputs,
the results should be interpreted with care, as mentioned in the beginning of this section.
Generalisation is a subjective process, in which the context plays an important role, and often more
than one result is acceptable. Evaluating the outputs with only a limited number of respondents does
not sufficiently level this subjective aspect, even though no noticeable differences were found between
respondents of the same test case. However the evaluations were carefully performed by cartographic
experts of the test cases. Consequently the results do provide important insights into quality aspects of
the generalised outputs, which can be confirmed with automated constraint-based evaluation or by a
follow up survey in the future.



4. Vendors’ solutions

This section reports on the vendors’ tests (Section 4.1). In addition it presents developments of the
systems since the tests (June 2007) and references to examples of implementations in practice, both
information as provided by the vendors.

4.1 Vendors’ tests

The vendors that participated in the project were invited to perform parallel tests in which they could
do anything they like as long as they reported on it. As mentioned in Section 3.1, we received outputs
from three vendors: ESRI, University of Hannover and 1Spatial.

University of Hannover tested all four test cases using the same version of the software as project
team testers did; ESRI tested only the Kadaster test case with existing ArcGIS functionality enriched
with functionalities implemented in an optimizer prototype and 1Spatial tested both the IGN France
test case and the Kadaster test case with a number of extra algorithms that were not available in the
commercial version that was tested by the project team.

The vendor’s outputs were evaluated in the several evaluation parts of the project (see previous
chapter). The vendors provided information on how they carried out (i.e. which step they took and
what (extra) functionality they applied) and how they perceived the tests. This information is
presented in this section. Because the tests performed by the vendors followed different approaches
and because the vendors provided information in a different way with varying level of detail, this
chapter describes the tests of the different vendors in a qualitative, heterogeneous manner. The aim is
to give insights into what the vendors did; what extra functionality they used and how they perceived
the tests.

The heterogeneity of the information provided to us by the different vendors in combination with our
goal to present as much of the provided information in this chapter prevented us to apply a common
approach in presenting the vendors’ tests.

The output maps provided by the vendors are added as Appendix VIII.

4.1.1 ArcGIS

ESRI delivered a limited number of test outputs to give a flavour of what might be possible in the
future. The ESRI team conducted tests with research prototypes implementing optimisation running
in the ArcGIS environment. The tests focused on building generalisation in which displacement,
exaggeration, and elimination was applied. More details about these prototypes can be found in
Monnot et al (2007) and Lee and Hardy (2007).

It should be noted that not all capabilities that are developed by ESRI in research environments will
meet the demanding technical and commercial criteria to make the transition to product. As such,
these tests and their results must not be interpreted as a commitment by ESRI to provide specific
capabilities in future software product releases.

The tests were conducted on one of the four EuroSDR test cases, i.e. the Kadaster test case. In
particular, the ESRI testing concentrated on buildings, in conjunction with roads and land parcels.
The methodology that was applied to the buildings contained several steps:
o The original 10K buildings were processed in a geoprocessing model using the
standard SimplifyBuilding tool, to remove small protuberances which would not be
significant at target scale. A minimum area parameter was also applied at this stage
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to remove very small buildings (sheds, garages etc). This resulted in a set of
‘candidate buildings’ for further optimisation.

o A tessellation of partitions was built with standard tools, using road centrelines and
some parcel boundaries extended to road centrelines. The extended parcels were the
result of a bespoke process using ArcObjects, created by ESRI NL.

o Those partitions containing buildings were separated, and fed into a geoprocessing
model which invoked the Optimizer (i.e. the research prototype), for each partition,
to load buildings and roads into cache and then apply a set of rules made up of
constraints and actions. These rules and the constraints were defined in an XML file
read by the Optimizer.

The constraints applied included:

o Building minimum area

o Building minimum side length

o Building-to-building separation

o Building to road separation

o Building to road orientation

The results of the optimization were a set of optimized buildings, suitable for 50K presentation. In a
separate process, partitions were classified according to the density of housing within, and partitions
above a threshold were converted to be land cover of type ‘urban area’, suppressing the individual
buildings. The result provided by ESRI is shown in Figure 88 (initial state in Figure 87).
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Figure 87 Initial data of Kadaster test case tested by ESRI
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Figure 88 Output on Kadaster test case provided by ESRI

Change/Push/Typify

University of Hannover (provider of Change/Push/Typify) was the only vendor who provided test
outputs for all the four test cases. They performed tests without any customisation of CPT software,
although they did some operations outside CPT software (i.e. model generalisation operators in

ArcView).

The vendor reported its experiences in a processing description per test case, as summarised below.

IGN test case

Extracts of results are shown in Figure 89 and Figure 90. The following steps were performed for the

IGN test case:
o

e}

Selection of contour lines of multiples of 50 m (this was not a constraint but based
on own insights!)

Important and industrial buildings are generalised with CHANGE. All buildings are
introduced in a next step in PUSH

The distance to ski-lifts is specified

Roads, rivers, contour lines and ski lifts are displaced against each other using the
specified distances with PUSH

Buildings are typified with TYPIFY based on meshes created from administrative
boundaries and roads

Typified buildings were processed with CHANGE afterwards to simplify them.
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o No meshes were exceeding 0.9 density of buildings, so no meshes were turned into
a block
The vendor’s observations for the IGN tests are:
o The river did not run in its talweg in the initial dataset. Therefore this could not be
assured by PUSH during the process and the wrong situation is preserved
o PUSH does not yield appropriate results when objects (e.g. a river and contour line)
meet at acute angles. This bug is being repaired.

(left) and after (right) displ
ski-lifts.

Y TR
) AMN Y
:f-?“;"""ﬁ"‘\?\"{x A\

= 1. ) _"I

Figure 90: Displacement of roads — especially look at the opening of the bends.



OSGB test case
The following steps were performed for the OSGB test case:

o Buildings were simplified with CHANGE (aggregation of adjacent buildings of
same type; minimum facades widths of 10m were eliminated; buildings smaller than
100m’* were eliminated)

o Master (thick) contour lines were selected manually

o Contour lines were displaced with PUSH; as alternative solution the contours were

reduced in the number of points using Douglas Peucker

Dual carriage roads were eliminated with ArcView

Railways, roads and buildings were displayed with PUSH. Parameter value 1m was
used instead of 0.33mm as mentioned in the specifications, since this yielded better
results (after visual inspection)

The vendor’s observations for the OSGB tests are:

o Buildings with holes lose their courtyard and buildings intersecting (and touching)
roads are eliminated, see Figure 91.

o O
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Figure 91: Buildings intersecting with the roads are eliminated (shown in pink, left); result after
elimination (right).

ICC test case
Extracts of the results for ICC test case are shown in Figure 92 and Figure 93.
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Figure 93: Two examples, where talweg-points are correctly moved together with river and
contour line.

The following steps were performed for the ICC test case:

o Multiples of contour lines were deleted with ArcView

o Roads, rivers, contour lines, buildings and coast lines are displaced against each
other with PUSH

o Buildings are typified with TYPIFY (roads are used for meshes). Symbols of size
0.5mmx0.5mm were created (instead of 0.4mmx0.4mm as specified in constraints).

o Typified buildings are processed with CHANGE afterwards to adapt geometric
granularity of large buildings (which are not symbolised) to the given constraints
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The vendor’s observations for the IGN tests are:

o

o

Although the specifications indicate that streets do not have to be displayed in the
target map, the vendor missed them in the output map and provided both solutions,

see Figure 94.

A bug in PUSH causes that objects that meet at acute angles are not displaced

correctly against each other (see IGN test case)

i
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Figure 94: without (left) and with (right) displaying the street-objects.

Kadaster test case
Extracts of the results are shown in Figure 95.
The following steps were performed for the Kadaster test case:

o

The test case requires a considerable amount of model generalisation, i.e. selection
of objects based on criteria, specifically road and water. This was done with
ArcView

Roads, railways and water were displaced against each other

In contrast to the specifications that prescribe selection of certain buildings, this test
applied typification (TYPIFY) first and simplification of typified buildings in a next
step (CHANGE). The optimal parameter values were selected by experience, not
from the constraints.

Meshes that exceed the 0.1 building density (as indicated in the specifications) were
filled as built-up area and buildings were deleted. Note that the calculated density
values take into account the symbol widths and therefore the parameter values had
to be determined by experience.
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Figure 95: Buildings after TYPIFICATION and CHANGE (upper image) and after overlay of
dense meshes (lower image).

The vendor’s observations for the Kadaster tests are:
o  Since much more roads are kept in output than in the paper map, it is assumed that
the constraints are not complete.
o The reduction in the residuals during the PUSH process took longer than in a
standard case due to large constraints between objects caused by many roads and
water elements.
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4.1.3  Radius Clarity

1Spatial performed tests on two of the four test cases: IGN France and Kadaster with their product
Radius Clarity. The generalisation system Radius Clarity addresses the third step of the generalisation
workflow implemented by 1Spatial that contains the following five steps: data configuration, model
generalisation, cartographic generalisation, text placement and cartographic publishing. Since only the
Radius Clarity software was tested, model generalisation constraints could not be expressed in Radius
Clarity.

As preparation steps to the Radius Clarity generalisation process, the datasets were first validated, and
re-engineered if required, to assure that the input data was conform to some geometrical specifications,
for example without data spikes, flat polygons, topological errors or kickbacks. In the generalisation
process the data was validated against the specifications prior to generalisation and the data was
corrected if required.

The report, in which 1Spatial report on its tests experiences, lists the additional algorithms that were
used in the parallel tests that were not available in the product issued to the testers. These are:
Eliminate algorithm that can delete buildings as part of a generalisation process, i.e. if the
simplification would result in too small building

Visvalingham-Wyatt (1993) algorithm that iteratively removes vertices on a line which, when
removed cause the least area displacement. It was used in the vendor tests to simplify areas as forests
and lakes.

Coast line displacement algorithm calculates the distance between coastline and nearby beach and
rocky areas and then displaces the coastline to a minimum distance away from those areas. The
Kadaster and IGN France test cases do not contain coastline and therefore this algorithm was not
applied for the EuroSDR tests.

The ‘align to roads’ algorithm was used to align selected buildings to a road.

The ‘ruas building displacement’ algorithm was used to move buildings within a selected partition
away from roads and rivers. It firstly moves buildings away from symbolised, fixed features and then
displaces from other buildings.

Beams was used to displace overlapping roads apart, while retaining the characteristics of the network
and runs on manually selected road features. This algorithm simulates the line network as a structure
of elastic beams. The network is anchored at fixed points and forces are applied where road symbols
overlap to push them apart. The parameters for the force calculation (reaction force factor) and the
parameters for the iterative equation (e.g. step size) are configurable.

Contextual building eliminate to delete a selection of buildings within a partition. Buildings are
eliminated if the density ratio building area to area of the partition is too high. This ratio is a constant
parameter set in the map specifications.

Results for Kadaster test case provided by 1Spatial are presented in Figure , together with the initial
data.
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Figure 96 Results produced by 1Spatial for Kadaster test case (b) and initial data (a)

4.14  Axpand

Although Axes Systems provided us with a completed system template and background information
on the system that we tested (available in June 2007), they made a decision not to test this software on
the project test cases since, at the time of the tests, they knew that it would not be enhanced or
supported in the future. Instead of the parallel tests Axes Systems concentrated on setting up the next
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version of the axpand generalisation system - axpand ng - which became commercially available
shortly after the start of the tests.

4.1.5 Conclusions on the vendors’ tests

From the vendors’ tests we can draw the following conclusions.

University of Hannover performed tests on all four test cases with the same version of the software as
was tested by the project team. From these tests we can see that mastery of the system considerably
reduces the amount of time spent on the tests. In addition, the mastery of the software also resulted in
the best results for this software. This can be explained because parameterisation is not
straightforward and it does not match very well with the definition of the constraints, i.e. human
interpretation is required to obtain the best implementation.

ESRI performed tests on one test case using a research prototype, i.e. optimisation engine, which
shows promising techniques for displacement (not available for project team testers) and building
generalisation.

1Spatial extended their tests on two test cases with a few additional algorithms that were not available
to the project team. Therefore also for this software the displacements algorithms, that are
fundamental for generalisation, were only used in the vendor tests.

Axes Systems did not perform tests themselves.

4.2 Developments since 2007 and references to examples from practice

The tests in the project were carried out with commercial versions of the software available in June
2007. To show the developments of the systems since 2007, the vendors were asked to provide us
with this information, which is presented in this section per software. It should be noted that these
improvements are only based on vendors’ information, which are not evaluated through tests. We also
asked the vendors to provide us with references of examples where the reader can find more
information on implementations in practice.

4.2.1 ArcGIS

The ArcGIS 9.4 software beta release was recently made available to beta users. This version
introduces a new set of generalisation tools. Five new tools are introduced at 9.4 to simplify the
display of roads and buildings.

Two tools simplify the display of complex road networks while retaining general character and
connectivity:

The Thin Road Network tool lowers the density of a displayed street network by eliminating smaller,
less significant roads while maintaining the overall connectivity and character of the street network.
The Merge Divided Roads tool generates a line feature class whose features follow the course of
divided road features to display a simpler network of single lines.

Two tools resolve conflicts among symbolised features at output scale:

The Resolve Road Network tool resolves symbol conflicts among roads by slightly displacing features
while retaining connectivity and character of the road network. Input features are hierarchically
categorized to ensure that less significant parts of the network are moved to accommodate more
important features.

The Resolve Building Conflicts tool resolves symbol conflicts among a collection of buildings with
relation to one or more linear barriers. Minimum building size is enforced and placement in relation to
barriers can be controlled.



One tool retains spatial relationships among features following displacement

The Propagate Displacement tool evaluates the displacement that was made to a road network and
propagates the shift to nearby features to ensure that their original spatial relationships are retained.
The user documentation includes guidelines for setting parameters as well as recommended default
and starting values.

The vendor did not provide information of examples from practice.

422 Change/Push/Typify

Since the tests in 2007 the modules the parameterisation of PUSH has been modified so that less
conversions are necessary. The usual sequence was: 1) Setting the PUSH-parameters using
PUSHJOIN, 2) Processing data with PUSH, 3) Rejoining pushed objects with original attributes.
This last step has been included in the whole process and therefore the displaced objects keep the
original attributes.
Recently, the three modules have been linked to the AED-SICAD software (ArcGIS), by which the
parameterisation can be done through ArcGIS interfaces.
A last development of the software are the links via interfaces, which makes the software open to
other GIS-products.
The modules Change, Push and Typify are being used by different NMAs and companies, in Germany
and abroad. NMAs abroad are:

- ICC, Barcelona

- Bosch, Hildesheim

- Ordnance Survey (tests)

- Momra, Saudi Arabia (tests)
These institutes use the software CHANGE for building generalisation 1:5K to 1:25k, the software
Typify for building generalisation 1:25k to 1:50k and the PUSH software for the displacement of
arbitrary objects against each other for different scales.
The modules embedded in AED-SICAD software (ArcGIS), are currently being used by seven NMAs
in Germany:

- Hamburg

- Niedersachsen

- Mecklenburg-Vorpommern

- Brandenburg

- Thiiringen

- Hessen

- Sachsen

4.2.3  Radius Clarity

1Spatials’ solutions for building displacement and typification were not complete in Radius Clarity
v2.6 (the version tested). Since then, Radius Clarity v2.7 has been released with an improved
displacement algorithm and a new building elimination algorithm, and further internal developments
have been made on both typification and displacement for a future release. In addition both parentage
tracking and incremental generalisation have been developed and implemented in a bespoke customer
generalisation work flow. Also, since the product version on test, progress has been made in
preserving spatial relationships such as relative positions where topological connections do not exist
in the source data, for example these relationships are now maintained during diffusion.

Radius Clarity software is used in a European project to improve business efficiencies in Germany's
state mapping agencies in partnership with AdV (a Working Committee that coordinates the official
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surveying in Germany). Taking 1:10000 base data 1Spatial has delivered an automatic generalisation
flowline to generate digital landscape models at 1:50,000 scale. This enables AdV to derive more up
to date digital topographic products at their target scale and additionally make time and cost savings.
Further details: http://www.1spatial.com/pdf/adv1.pdf

424 Axpand

The next version of the axpand generalisation system - axpand ng - includes broader and more
comprehensive generalisation capability based on workflow technology and a true MRDB which
stores the history of the generalised objects over time. This version of the software is being used to
completely generalise 1:10k, 1:25k, 1:50k and 1:300k maps. Examples of generalisation using this
version can be seen at www.axes-systems.com/content/axpand-ng-new-generation-generalisation

The version of axpand that was tested in the project is being used by the Landesversmessungsamt
Thiirigen (Germany) for displacement, smoothing, selection and aggregation for the production of
their 1:25K and 1:100K maps. See for more information: http://www.thueringen.de/de/tlvermgeo/




5. Conclusions and discussion

This report presents the EuroSDR project that studied the state-of-the-art of automated generalisation
of commercial systems that were available in June 2007. The project evaluated generalisation outputs
of test cases provided by four NMAs, applying different software systems and produced by different
testers, taking into account the NMA requirements.

The two main questions of the research were formulated in Chapter 1:

What are the possibilities and limitations of commercial software systems for automated
generalisation with respect to NMA requirements?

What different generalisation solutions can be generated for one test case and what are the reasons for
these differences?

The answers to these two questions will be summarised in Section 5.1. Section 0 presents the main
conclusions of this research and identifies issues for further research.

5.1 Answers to research questions

5.1.1  What are the possibilities and limitations of commercial software systems for automated
generalisation with respect to NMA requirements?

Several findings answer this question:

o All the tested systems offer potentials for automated generalisation, especially for
handling constraints on single objects (in particular roads and buildings). However
only a few generalisation problems that were raised by the test cases appear to be
fully solved by the out-of-the-box systems. This may be a result of the complex and
very specific constraints that require customisation of the out-of-the-box versions.
Apparently the tested systems provide generic solutions which are not directly
applicable to the specific cases.

o In line with the first finding, generally the cartographic experts in the expert
evaluation did not score the generalised outputs very high, with some exceptions (i.e.
generalisation of individual objects and consistency between river and roads and
spatial distribution for group of rivers). According to experts the generalised outputs
scored well on Deviation from the map of the original data and Preservation of
geographic characteristics, which is biased for situations where no generalisation
has been done, i.e. the outputs scored bad on Information reduction. In addition the
outputs scored not very well on Legibility, Manual editing required, Number of
main detected errors, and Number of main positive aspects.

o The expert evaluation also identified noticeable differences between software
systems and test cases, which may show the fitness for one system to handle the
specificities of a given test case, examples are relatively high scores of CPT for
minimum dimensions, granularity and quantity of information of buildings, as well
as for minimum distance constraint. In case of preservation constraints, noticeable
differences may also indicate situations that are not touched at all by some systems,
where other systems did perform (some) generalisation. Examples are relatively
high scores of axpand and Radius Clarity for shape and spatial distribution of
contour lines, of which it was known that they had not been generalised.

o Also for “classical” problems, not all needed functionalities are provided by the out-
of-the-box systems. We can observe a general lack of contextual algorithms on
groups of objects (typification, selection), which could be a result of the lack of
contextual awareness of most of the out-of the-box solution. i.e. they do not adapt
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well to different contexts, and therefore some are well treated while others are not.
Also functionalities for defining sensible groups for generalisation (closely related
to contextual algorithms) are missing. Displacement is only available in CPT (based
on least squares) and axpand (based on snakes). In Radius Clarity, it is present
(based on the “beams”) but not usable without customisation.

o For other classical problems, algorithms are present but either their parameterisation
is difficult because it does not match well the way the specifications are expressed
(e.g. line or area simplification, buildings aggregation), or there is a lack of
controlling tools to detect where to apply (e.g. detecting conflicts and defining
sensible groups through partitioning) and how to parameterise the algorithms and to
control their effects (e.g. patterns detection, discrimination between urban and rural
areas, etc.). It should be noted that once the parameters have been set, in practice
they are used for a given product - meaning it may not be a major problem if it takes
long to set them. Also for parameterisation it is true that customisation is required
and that testing the out-of-the-box versions is not the "regular" way of NMAs
setting their production lines.

o Many of the identified shortcomings have been studied in research and for some of
them, solutions exist at NMAs. The lack of these solutions in commercial software
may be due to differing needs among NMAs (due to differences in data models and
specifications). This implies on the one hand huge investments from the commercial
vendors for a small numbers of potential customers, and on the other hand huge
investments of NMAs to invest in partial solutions which still require considerable
customisation effort.

The results may look disappointing. However they should be interpreted with care for several reasons.
First, the ambitions of the project were high: the generalisation requirements were defined through
detailed and concise constraints, the test cases contained a selection of complex/known problems and
the focus was on the production of high quality paper maps, and the cartographic experts that
evaluated the outputs considered a top level quality requirement in their evaluation originating from
the topographic paper map context of the project. One should be aware that the functionality available
in the four systems does enable to automate part of the generalisation processes and to optimise the
production workflows. Another remarks that is relevant here is that some of the shortcomings, that
have been solved at NMAs or research institutes, were tackled by the vendors in their parallel testing
(buildings elimination and displacement algorithms in ArcGIS and Radius Clarity, for instance). The
vendors have indicated that this project has resulted in internal developments on automated
generalisation within their systems such as described in Section 4..2. Also it is not a surprise that out-
of-the box versions are not capable of fulfilling NMAs requirements. In fact the results confirm that
customisation is definitely required to tune the capabilities of the systems to the requirements of
specific test cases.

o A last remark that puts the conclusions of the project into perspective is that systems are used
more satisfactory in practice, as shown by the references to examples from practice in Chapter 4,
provided by the vendors. Also the NMAs in the project team have achieved some successful
implementation with customised versions of the tested software.

5.1.2  What different generalisation solutions can be obtained for one test case and why do they
differ?

Outputs for one test case can be very different, which was identified and illustrated by the evaluation
of generalised outputs. Besides differences in capabilities of systems, these differences can be
explained by several reasons.



Specifications provided by NMAs are sometimes fuzzy and do not express fully their actual
requirements. This may be caused by incompleteness but also because constraints are not always
capable of defining without ambiguity what is expected, see for example Figure 6.

Differences in outputs can also be explained because of difficulties of parameterisation, specifically
because a direct match between how constraints are specified and the concerning parameterisation in
specific software is missing. Therefore testers that were familiar with the test data (and knew what
would be expected) obtained other results than testers that were new to the data. In addition the
differences in outputs caused by differences in parameterisation showed that understanding how a
given system reacts to a specific situation requires quite experienced users.

Differences can also be explained because of differences between testers’ approaches. Some testers
prefer outputs in which some constraints are very well satisfied and others very badly or in which
some parts are very well generalised and some parts are very badly generalised. While other testers
prefer outputs in which almost no generalisation was performed, but also no errors were generated.

5.2 Conclusions and further research

This project confirmed that the result of a generalisation process is not a linear process where the
result can be predicted starting from a specific source data set and specifications formalised in
constraints. Instead the final result is a consequence of many interchanging variables such as richness
of the data, formalisation level and fuzziness of the map specifications, the way the tester interpreted
the constraints, functionality selected by the tester, the parameterisation applied, etc.

The methodology applied in our research had to consider all these kinds of heterogeneity to guarantee
independent testing and evaluation of available generalisation solutions. In addition this was the first
research that studies the combinations of different aspects of output maps, generalised by different
systems, different testers taking into account the map specifications of several NMAs. Consequently
an important research aspect was the applied methodology itself, addressing the following questions:
how to set up a case study for evaluating automated map generalisation in commercial generalisation
systems; how to specify both generic and NMA specific requirements for automated generalisation;
how do automated generalisation processes work; how to perform evaluation of generalisation output;
how does the constraint approach, as adopted in this research, work in practice and what further
research is needed in this area?

To improve and reuse the project methodology, a future research should consider the issues raised in
the remainder of this section.

5.2.1  Defining map specifications as constraints

Formalising and harmonising NMA map specifications provided a common view on requirements for
automated map generalisation. Although very time consuming, defining map specifications as a set of
constraints, has allowed formalising NMA requirements in a common template and using them in the
automatic generalisation processes.

The harmonised list of constraints elaborated for the project is, however, not complete. The NMAs
had to limit their constraints to those describing the main problems within the selected test areas and
to constraints that were more or less straightforward to formalise. In addition, the constraints were
defined without running any automated generalisation process, which would have shown both missing
and unclear constraints as well as how specific constraints work in practice. Nonetheless, the resulting
set of constraints is a first attempt to define a “full” set of constraints as implementation of research
theories.

The set could be completed based on the experiences in our project, for example by adding constraints
that were missing as observed from the outputs. In addition, the constraints should be further
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formalised to better support the generalisation process as well as the automated constraint—based
evaluation. This implies that general concepts, such as shape, pattern, and urban and settlement
structures, should be described formally. Finally, constraints that appeared to be unclear need
refinement to distinguish, e.g., cartographic conflicts from acceptable solutions (compare Figure 6a
against Figure 6b and Figure 6c¢). This requires adding more semantics to the constraints and looking
beyond geometric and thematic properties.

Helping the user to express its specifications into a format understandable by a generalisation system
(which may require other means than constraints) also remains an open research question, even if a
few research studies have already been done on this topic (for example Hubert and Ruas, 2003).

5.2.2  Formalising and evaluating preservation specifications

Usually, the preservation specifications were more difficult to formalise and to evaluate than the
legibility specifications. Therefore, better understanding of preservation specifications is required to
improve their formalisation in constraints as well as the measurement of constraint violation. This
includes a better understanding of the concepts involved (i.e., how to mathematically describe “shape”
on the basis of existing measures such as length-width-ratio, shape index, fractal dimension, etc.) and
of the changes allowed (how to mathematically describe accepted modifications). Harrie (2001)
obtained such information by studying existing maps at different scales.

Another problem in evaluating preservation constraints is that a correspondence is required with the
initial data. This is not always an issue in 1:1 relationships; however, because of operators as selection,
typification, amalgamation, and aggregation relationships may become complex, which makes it
difficult to compare output data with the initial data.

The difficulty of evaluating preservation specifications was also encountered in the expert survey: it
was often unclear whether a preservation constraint was assessed as “good” because the system had
carefully accounted for it, or because the system had simply ignored it and at the same time had not
much altered the data during the process.

This aspect was also encountered for legibility constraints. For example if the system removes all the
elements under minimum size, instead of exaggerate or aggregate them, the automatic evaluation of
the minimum size constraint will give a “good” result, because the constraint is not violated, but the
resulting map does not represent the situation very well.

Further research is needed on how far a violation of preservation constraints is tolerable. First
investigations on interactively generalised data showed that cartographers also tolerate violations of
legibility constraints. For both, legibility and preservation constraints, a formal description of tolerated
violations is required. Furthermore research on the weighting between constraints and constraint
violations has to be carried out to guide the generalisation process and to get an overall evaluation
result for the generalised map.

5.2.3  Constraint-based generalisation

The project methodology used constraints both to direct the generalisation process as well as to
determine to what extent the output maps meet the specifications. Our evaluation, which integrates
three methods, has shown that this approach has an important limitation: the results for individual
constraints are not always a good indicator for the quality of the overall solution. This has various
explanations. First, some constraints may have been violated deliberately to enable good results for
other constraints, e.g., by allowing (slightly) more displacement to avoid overlap. Secondly, as was
observed in the automated constraint-based evaluation of interactively generalised data, one should
assess not only if'a constraint was violated but also if the violation yields an unacceptable cartographic
conflict. Third, very good results for one specific constraint (e.g., minimal distance between buildings)
may coincide with bad results for another constraint (e.g., building density should be kept). Fourth, a



non-satisfied constraint can be due to missing functionality in a system, but can just as well be due to

imprecise constraint definition. And finally, as Harrie and Weibel (2007) observed, results of

constraint-based evaluation heavily depend on the defined test cases: is the constraint set complete and

evenly balanced, or does it contain many constraints for very specific situations (as in the OSGB case)?
Although the expert evaluation did evaluate generalised outputs on individual constraints taking the

specific context into account, future research should aim to:

improve generalisation models and constraints to enable taking the notion of flexibility of threshold

values into account

express constraint satisfaction in values ranging from 0 to 1, instead of in Boolean values. Boolean

values may more appropriate to identify cartographic errors. They may, however, be less appropriate

for assessing the evaluation output, because they do not provide information on the degree to which

the threshold is ignored.

validate the constraint approach by considering how to aggregate “constraint-by-constraint”

assessments for global indicators of map quality, specifically by better understanding their

interdependencies and impact. This also raises questions on the domain of constraint satisfaction and

violation values and on their weighting and prioritizing to make different constraints comparable and

to enable aggregating them to global indicators. These issues have previously been addressed in the

domain of constraint-based optimization (see Ruas,1998; Bard, 2004, and Mackaness and Ruas, 2007).
A future test could also consider selecting a representative set of constraints to better evaluate

generalisation functionalities in commercial systems.

5.2.4  Evaluating generalisation software beyond constraints

Our study concentrated on the question of whether commercially available solutions could meet the
map specifications of NMAs defined as constraints. However, during our tests several other aspects
were encountered that are also relevant for assessing commercial generalisation systems. For example,
our testers found that in some cases topological errors were introduced during the generalisation
process, and that links between generalised and ungeneralised objects, required for automated
evaluation, were not created in most of the outputs. These aspects should be addressed in future tests.
Furthermore the tests highlighted difficulty to parameterise the complex algorithms. In fact several of
our evaluations showed that some vendors’ solutions are better than solutions generated by the project
team which shows that mastery of the software is required to obtain the best possible solutions.
Software systems could help the user in finding the best parameterisation, for instance by providing
tools to support interactive parameterisation (e.g. providing default parameters), or by providing tools
to select similar situations, which could be generalised with the same parameterisation or tools for
situation dependent, automated parameterisation. A next research that evaluates generalisation in
commercial software should highlight parameterisation possibilities as well as user friendliness.

In addition, a future test should address aspects not amenable to constraints. The constraint approach
is based on the consequences of scale changes. According to Mackaness and Ruas (2007), this
bottom-up approach might work better for small-scale changes. In contrast, a top-down approach that
meets the consequences of (large-) scale reduction by choosing appropriate representations for
phenomena might work better over larger scale changes where changes are much more fundamental.
A future test can provide more insights into the appropriateness of both approaches for automated map
generalisation. Indeed, it appeared that constraints on the final result are sometimes not sufficient to
fully express without ambiguity what is expected. In some cases, specifying the expected
transformation can help if this transformation is always the same and if it is well known. However
fuzzy and incomplete constraints resulted in very different interpretations and solutions among the
testers, which may ask for a different approach in defining the requirements for automated
generalisation.

Furthermore, because the limited sizes of the four test cases precluded addressing the problems of
dealing with large amounts of data (computational complexity, potential memory overflows that
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necessitate data partitioning, presence of numerous and various particular cases that make some
algorithms fail, etc.), future tests should define criteria as well as measuring tools to assess scalability
of systems.

And finally, future tests should quantify customisation possibilities. The most realistic way to address
NMA -specific requirements may be to customise existing software. This requires facilities for writing
extensions or for allowing integration with other systems.

5.2.5  Concluding remarks

In conclusion, all the tested software systems provide tools for automated generalisation, but none of
them achieves globally good results. Despite the current limitations, they can be implemented in a
production workflow to automate considerable part of the generalisation process.

Solving the lack of complete solutions in commercial software requires a huge investment from the
commercial vendors, considering the small number of potential customers, and a huge effort of NMAs
in the customisation of partial commercial solutions to fulfil their specific requirements. Therefore
stronger and deeper knowledge flow between researchers, vendors and NMAs, as operated in this
project, is essential to progress in the automation of generalisation.

A significant contribution of this project to generalisation research is the methodology to define map
specifications for automated generalisation and to evaluate generalised data. Consequently, future
generalisation research can extend our methodology and make use of our findings, applying improved
versions of the constraints sets and re-using our carefully sourced generalisation test cases.



6. References

AGENT (1997). Map generalisation by multi-agent technology, ESPRIT research 1997-2000,
http://agent.ign.fr/

Barrault, M., N. Regnauld, C. Duchéne, K. Haire, C. Baeijs, Y. Demazeau, P. Hardy, W. Mackaness,
A. Ruas & R. Weibel (2001). Integrating multi-agent, object-oriented, and algorithmic techniques for
improved automated map generalisation. In: Proceedings of the 20th International Cartographic
Conference (ICC 2001), 6-10 August 2001, Beijing, China, pp. 2110-2116. CD-ROM.

Bard, S. (2004). Quality Assessment of Cartographic Generalisation. Transaction in GIS, Vol. 8, No. 1,
pp. 63-81.

Beard, M. K. (1991). Constraints on Rule Formation. In Buttenfield, B. P., and R. B. McMaster (eds),
Map Generalisation: Making Rules for Knowledge Representation, Longman Group, pp. 121-135.
Longman, London. ISBN: 0-582-08062-2.

Boffet A. (2001). Méthode de création d'informations multi-niveaux pour la généralisation de I'urbain.
Theése de doctorat, Université de Marne-la-Vallée, 2001

Brewer, C.A. & Buttenfield, B.P. (2007) Framing guidelines for Multi-Scale Map Design Using
Databases at Multiple Resolutions. Cartography and Geographic Information Science, 34 (1), pp.3-15.

Burghardt, D. and M. Neun (2006). Automated sequencing of generalisation services based on
collaborative filtering. In: M. Raubal, H. J. Miller, A. U. Frank and M. Goodchild (eds): Geographic
Information Science. 4th Int. Conf., GIScience 2006, IfGIprints 28, pp. 41-46. ISBN 9-783936-
616255.

Burghardt, D., S. Schmidt and J.E. Stoter (2007). Investigations on cartographic constraint
formalisation, 10th ICA Workshop of ICA commission on Generalisation and Multiple Representation,
August 2-3, Moscow, Russia.

Burghardt, D., S. Schmid, C. Duchéne, J. Stoter, B. Baclla, N. Regnauld, G. Touya, (2008).
Methodologies for the evaluation of generalised data derived with commercial available generalisation
systems, 11th ICA Workshop of ICA commission on Generalisation and Multiple Representation, 20-
21 June 2008, Montpellier. http://aci.ign.fr/BDpubli/moscow2007/Burghardt-ICA Workshop.pdf
(accessed 3 November 2008).

Buttenfield, B.P. (1991) A rule for describing line feature geometry. In B. P. Buttenfield & R. B.
McMaster, eds. Map generalisation: Making rules for knowledge representation. Longman, pp.150-
171.

Chaudhry, O. Z. & Mackaness, W.A. (2008). Automatic Identification of Urban Settlement
Boundaries for Multiple Representation Databases. Computer Environment and Urban Systems. 32(2),
pp- 95-109

Foerster, T., J.E. Stoter and M-J Kraak (2009) Challenges for Automated Generalisation at European
Mapping Agencies, submitted for peer review to The Cartographic Journal.

Gaffuri J. & Trévisan J. (2004). Role of urban patterns for building generalisation: An application of
AGENT. 6th ICA Workshop on progress in automated map generalisation, Leicester, 2004, disponible
sur le site web de la commission en généralisation de I'ACI : http://aci.ign.fr/Leicester/paper/Gaffuri-
v2-ICAWorkshop.pdf

205



206

Harrie, L. (2001). An Optimisation Approach to Cartographic Generalisation. Ph.D. thesis,
Department of Technology and Society, Lund University.

Harrie, L. and R. Weibel (2007). Modelling the Overall Process of Generalisation. Chapter 4
Generalisation of Geographic information: cartographic modelling and applications, edited by W.A.
Mackaness, A. Ruas and L.T. Sarjakoski, pp. 67-88. Elsevier. ISBN 978-0-08-045374-3

Hubert, F. and A. Ruas (2003). A method based on samples to capture user needs for generalisation.
5" ICA workshop on progress in automated map generalisation, Paris, 2003.
http://aci.ign.fr/BDpubli/paris2003/papers/hubert et al v0.pdf (accessed 3 November 2008)

Kilpelainen, T. (2000). Knowledge Acquisition for Generalisation Rules. Cartography and Geographic
Information Science, vol.27, No 1, 2000, pp 41-50

Lee, D and Hardy P “Analyzing and Deriving Geographic Contexts for Generalisation”, International
Cartographic Conference, July 2007, Moscow, Russia.

Leitner, M. and B. Buttenfield (1995). Acquisition of procedural cartographic knowledge by reverse
engineering. Cartography and Geographic Information Systems, 22 (3), pp.232-241.

McMaster, R.B. and K. S. Shea (1988). Cartographic Generalisation in a Digital
Environment: A Framework for Implementation in a Geographic Information System. in: GIS/LIS
proceedings, San Antonio, TX, pp. 240-249.

McMaster, R.B. (1995). Knowledge acquisition for cartographic generalisation. In J. C. Mueller, J. P.
Lagrange, & R. Weibel, eds. GIS and Generalisation: Methodology and Practice. London, UK:
Taylor & Francis, pp.161-179.

Mackaness, W. A., A. Ruas and L. T. Sarjakoski (2007). Generalisation of Geographic Information:
Cartographic Modelling and Applications. Series of International Cartographic Association, Elsevier.
ISBN 978-0-08-045374-3

Mackaness, W.A. and A. Ruas (2007). Evaluation in Map Generalisation Process, Chapter 5 in
Generalisation of Geographic information: cartographic modelling and applications, edited by W.A.
Mackaness, A. Ruas and L.T. Sarjakoski, pp 89-112. Elsevier. ISBN 978-0-08-045374-3

Monnot, J; Hardy, P; and Lee, D “An Optimization Approach to Constraint-Based Generalisation in a
Commodity GIS Framework”, International Cartographic Conference, July 2007, Moscow, Russia.

Miiller, J.C. and P.J. Mouwes (1990). Knowledge acquisition and representation for rule based map
generalisation: An example from the Netherlands, GIS/LIS proceedings 90, Anaheim, California,
Voll, pp. 58-67

Mustiére, S. (2005) Cartographic generalisation of roads in a local and adaptive approach: A
knowledge acquisition problem. International Journal Of Geographical Information Science, 19 (8-9),
pp-937-955.

Mustiere, S. (2001). Apprentissage supervisé pour la généralisation cartographique. Thése de doctorat,
Université Paris VI, France 2001.



Nickerson, B.G. (1991) Knowledge engineering for generalisation. In B. Buttenfield & R. B.
McMaster, eds. Map Generalisation: Making Rules for Knowledge Representation. London:
Longman, pp.40-55.

OpenJump (2008). http://openjump.org/wiki/show/HomePage. OpenJUMP — The free, Java based and
open source Geographic Information System for the World. (accessed 28th of October 2008).

Plazanet, C., N. Bigolin and A. Ruas (1998). Experiments with Learning Techniques for Spatial
Model Enrichment and Line Generalisation. Geoinformatica, 2 (4), pp.315-333.

Reichenbacher, T. (1995) Knowledge acquisition in map generalisation using interactive systems and
machine learning. In Proceedings of the 17th International Cartographic Conference. Barcelona,
Spain, pp.2221-2230.

Rieger, M.K. and Coulson, M.R.C. (1993) Consensus or confusion: cartographers' Knowledge of
Generalisation. Cartographica, 30 (2 & 3), pp.69-80.

Ruas, A. (1998), OO-Constraint Modelling to Automate Urban Generalisation Process, Proceedings of
the Eight International Symposium on Spatial Data Handling, Vancouver, Canada, July 12-15, pp.
225-235

Ruas, A. (1999). Modéle de généralisation de données géographiques a base de contraintes et
d'autonomie. Doctoral Thesis, Université de Marne-la-Vallée.

Ruas, A. (2000). The Roles Of Meso Objects for Generalisation. Proceedings of the 9th International
Symposium on Spatial Data Handling, Beijing, 2000, pp.3b50-3b63.

Ruas, A. (2001), Automatic Generalisation research: Learning process from interactive generalisation,
OEEPE, Report nr 39.

Sarjakoski, L. T., 2007. Conceptual models of generalisation and multiple representation. Chapter 2 in:
Mackaness, W. A., Ruas, A. and L. T. Sarjakoski, (eds.), Generalisation of Geographic Information:
Cartographic Modelling and Applications, Series of International Cartographic Association, Elsevier,
pp. 11-35.

Sester, M. (2000). Generalisation based on least-squares adjustment, the XIXth International Congress,
Commission IV, International Archives of Photogrammetry and Remote Sensing, Amsterdam, The
Netherlands, pp. 931-938.

Steiniger, S., P. Taillandier and R. Weibel (2009). Utilising urban context recognition and machine
learning to improve the generalisation of buildings. Int. J. of Geographical Information Science, in
press.

Stoter, J.E (2005). Generalisation: the gap between research and practice, Proceedings of the 8th ICA
workshop on generalisation and multiple representation, 7-8 July, 2005, A Coruiia, Spain, 10 pages.
http://aci.ign.fr/Acoruna/Papers/Stoter.pdf (accessed 3 November 2008)

Topografische Dienst Kadaster (2005). Generalisatievoorschriften TOPS5Ovector, Handleiding,
Generalisation regulations TOP50vector, Handbook.

Ware, J. M., C. B. Jones and N. Thomas (2003). Automated Map Generalisation with Multiple
Operators: A Simulated Annealing Approach. International Journal of Geographical Information
Science, Vol. 17, No. 8, pp. 743-769.

207



Weibel, R. (1991) Amplified intelligence and rule-based systems. In B. Buttenfield & R. B. McMaster,
eds. Map Generalisation: Making Rules for Knowledge Representation. Longman, pp.172-186.

Weibel, R. (1995) Three essential building blocks for automated generalisation. In J. Mueller, J. P.
Lagrange, & R. Weibel, eds. GIS and Generalisation: Methodology and Practice. London: Taylor &
Francis, pp.56-70.

Weibel, R., Keller, S. and T. Reichenbacher (1995) Overcoming the Knowledge Acquisition
Bottleneck in Map Generalisation: The Role of Interactive Systems and Computational Intelligence.
In A. U. Frank & W. Kuhn, eds. Spatial Information Theory - A Theoretical Basis for GIS
(COSIT'95). Berlin, Heidelberg: Springer, pp.139-156.

208



sadrpuaddy

L

209



‘uonjonpoid ur pasn se SJoqUIAS oy} A[[nJ 30U Op A9} 2100101} pue 303f01d oY} J0J PIIFIPOW U IARY S[OQUIAS [} JBY} SJON

(1e3131p AjuQ) sdew yndyno 3s3) Jo suondLIdSIP [OqUIAS 11 xipuaddy

‘uononpoid ur pesn se ejep oy} S[quIsal A[[1 J0u op AdY} 9103010y} pue 300[01d Jy) J0J PIIFIPOW USAQ ABY BIEP AU} e} 9JON

(rensip A[uQ) eyep [enrul jo suonesijensiy I xipuaddy

210



6kiod suolsuswip 6
ww dew X < yjdep jabuey ou ssadal/uoisnijouid jo yydep uobAjo WUy | -1-8asoing
6Aiod suolsuswip 8
ww dew X < yipim job.ey ou ssa2aJ/uoisnJjold JO yjpim uobAjo ewupy | -1-4asoing
suoisuswip yA
ww dew X < adue)sip sadljaA Joble) ou Ajisuap sao1uaA aul| lewiupy | -1-4asoing
suoisuswip 9
ww dew X < yipm 1ab.e) ou yipim (aunkjod) / auy ewy | -1-yasoing
BAlod suojsuswip G
ww dew X < yjbus| jobiey ou aul|/ebpa ue jo yibus| uobAjod 7 auj| lewiu | -1-yasoing
uobAjod suolsuawip v
W X < 3joy Jo eale 10b.e) ou |, u ey Aue jo ese 8|0y e sulejuod uobAjod uobAjod WUy | -1-8asoing
ww suolsuswip [
% X ¥ BaJe [enul = eale jobue) sah S _m:_c_ uobAjod ewiuy | -1-4asoing
6kiod suolsuswip z
ww dew X < yypm job.ey ou yed Aue jo yipim uobAjo ewiupy | -1-4asoing
{uonoe} BAlod suolsuswip L
N3IHL ww dew L dew x < eale Job.e) ou eale uobA|o ewiuy | -1-4asoing
X > eale |euy 4| S
] 59 5
=38 & 3 @
(2= % N =
35 M & JuIeSuoo al
3 m.. uonoy pajoadsal ag 0} UolIpuUoD B Apadoud pauiensuo) | siyy yym pauIaou09 adA} Anjowosn) adA} julesnisuo) JuIesSuo0D
8> . 2 Buieq 103lqo oy uoRIPUOD -OI¥3NTD
g3 2 .
=3 °
=% =
~ 5
g o
193[q0 Ju0 J10J SJUTRI)ISUOD PISTUOULIBE 111 xipuaddy

211



SSE|0 [eniul = sse|o Job.e) soh sse|o Aue co_ﬂmw__m_‘_wmvcom_\m .Tw_n_wemm
Ww dew x F uonisod gpnjosqe soh Aoeunooe jeuolyisod Aue uolnisod 6l
leiur = uonisod @jnjosqge  1abiey -l-dasoin3
% X 8l
T UOHBIUBLO [BIIUI = UONEJUSLO 10BIE) soh uoneuslo |eiausb Aue uoleyuslQO _1-yasoing
uobAjod /1
papIOAE g }SNW 80U89S3|e0d ou 90UB8088|B0D pug oul ABojodo | -1-4dSoINg
uolj0asIauI uobAjod 9l
pajeald aq }SnWl UOI}0aSId)UI-|8S Ou soh uoljoasIaul o8 ou Al pue oul ABojodo | -1-yasoing
% X Sl
F uonebuole |eiiul = uonebuoje 1obiey sok uonebuole uobAjod edeys -1-yasoing
9ABOUOD sulewal adeys jabiey soh Ajneouod Ayaeoauod ybiy Ajeniul uobAjod adeys -Tmowo._wm“
_ (X ¥ = 90UBIS|0}) el
.06 = sa|bue 106.e} soh ssoualenbs .06 = B|BUE JO on[EA [enul uobAjod adeys -L-yasoIng
edeys soh adeys |essuab Aco:mEmm_mE_.mv Aue adeys 44
|eniul o} Jejiwis aq pinoys adeys jabie) uone|al u:y -1-4@gsoing
adeys Ll
fenul o) Jejuis oq pinoys adeys jebuey | SO odeys [e1ousb Aue °deus | ) yasoing
L dew x < eale 10bie) ou uoisnJjoud jo eale uobAjod wconwm_m_cE___\ﬂ -Tm_n_wo._mmv_
g3 s O @]
73 - :
= g
o g
ER-Y ) JUlBJ}SUOD al
3 ] uonoy pajoadsal ag 0} uolIpuoD B Apadoud pauiensuo) | siyy yym paulaou0d adA} Anjowoss | adAj julesisuo) JuIesSu0D
W 2 W Butag j08lqo 1o} uonpuoy -Old3aNIO
& m,. s
= S
= 3
g 5

212



A uojjesijesausb 1z
enien uonesjjoquiis sok anjeA uonesijoquAs ue opoW | -1-xigsoing
leiiul = anjeAa uolnesijoquAs 1abiey _
< O 9
o3 e} o
c 3> @
o 52
a4 s
¢8 JUIBJ}SUOD al
(2] o)) o .
3 o dAy Ajpwoan adA} julesn;suo) JuIesSu0D
g > B Apadoud pauiensuo) | siyy yym paulaou0d ] ;
g g oY Peioadseleq o uopie M Butag j08lqo 1o} uonpuoy OIS ENE)
W o »
=2
>
= 3
5 5
g 2

213




Buiddepieno egul Buidd i (L oo i Awmmm_ov Aue - & ABojod 82
- Buidd 6 ou uiddepiano 108(qo Japun si 108[qo sdepano ue - Aue ojodol | _
= Buiddepano jeb.e) dasoiny
(zssep) olgo (1ssep) yoofqo
>b_>_uomccoo eniul soh AJIAIDBUUOD | pajosuuod Ajleniul Aue - auy| ABojodo | Le
= AJIAosuuo9 jobiey -d4asoing
(z sse)d) 109lqo
Ajjiqissaooe |epul . 9-¢
I S > soh Ajiqissedoe 8y} 0} spe9| Aue - auy| ABojodoy | _
= Ajjiqissaooe jeble) (1 sse) 1alqo dasolin3y
PSjESId 8q SSe|D alnjes} uobBAjod/aull G-Z
JShw  suonoasiajul ou uonoasIaUl 6 BAiod/oul KBojodo]
“1ay10 ou dbuis B ulypm - UoDAjod/aull -dasoiny
suopisod aAneal OISO -
leiur = suonisod soA | uonisod aanejal Aue - Aue A6 .u.a d ve
anneal 10611} /- ABolodoL | ~4dsoing
(z sse) _ -
108[qo 0} |9jjesed aq sok Uo[}ejuUsLIO (x%) _m__m__ma comm_om\mc__ uoleuslO ee
Jnu (|, $se[) 106iq0 ale sjoalqo - uoBAjod/aull -yasoing
Zuw SSE[0 Joyjoue uobAjod | suoisuswip Z-C
dew x < eale jobue} ou EOIE [EWilul - Ul opisul - uobAjod lewuly | -yaso.n3g
aQ I1SnWw SSe[o 8uo o
Mcchzoﬂmﬂ_m:._w ww dew ou aouejsIp Aue - fue | Suoisuswip 1-Z
> souBISIp 4| X < 9ouesip }obiey |ewiuiw lewiuly | -yagsoin3g
% Q3 50 @) @)
o m .m 5 m. JulBl}SU09 SIy} JulEl}SUOD 2 @
[ =1 Z = : : : @ julel}suo9 siy} &
5 28 SIS UM pausouod | slyy WM - ymm peussouod | al
Sl uons pajoadsal z M Apadoud | aq 0} way} pauIadu0d Buld uoleuIquiod adfy UIBLISUO
S~ "oV aq 0} uonipuod o) paulensuo) | Joy (eyep |enul | Buieq z 'oq b adAy Answoen | julessuo) juiesuod
g = ° ssejp ul josfgo -OI¥3NID
S @ ayl ul) syoalgo | ssejo ul 199(qo
& B 2 J0}  UOBIPUOD
& @ yjogq uo uopipuoy | JIoj UORIPUOD
~ O S
$399 _.a—o 0AA) JOJ SHUTR.IISUO0D pIsIuouLICH Al 5@:0&&4

214



(ebpa ue
uone|al Abojodo} -
leqiur = uonejdl sok Aouaoelpe Buneys) yueoelpe uobAjod/eul ABojodo | bz
ABojodoy 10b.e) Aiieaibojodoy - uobBAjod/eul -4asoin3
ale sy09lgo
X F |9||esed
jusoelpe aq sok fousoelpe ale sy08lqo uobAjod/aul ABojodo | 0L-2
jsnw sjoafqo 1abue} : pue ww dew X > - uobAjod/aul -¥aso.ng
aouelSIp  [ewiuiw
suoejes Abojoda) Aous)sisuoo sse|o) ﬂomzmw (¢ ssep) 6-C
leiul = suonejal soh : : 109[q0 sulejuoo Aue - Aue ABojodo
|eaibojodoy apiIsul sl -¥aso.n3g
ABojodoy 1o6.8) (1 ssej) 19lqo
(zsser) yolgo
D Q5 S0 Q @]
3 = © @]
3 m 3 g m. JUIBJISUOD SIY} JuIB}SUo0d 2 &
= = = : : : @ JUIBJ}SUOD SIY} &
328 9 o Ym - pauIsduod | siyy UM m pawsouos | T ai
S =9 GG pajoadsal = w. Apadoud | aq 0} way} pauIaduod Buio uoljeuIquod adAy AT
S~ oY aq 0} uonpuod o) paulensuod | Joy (eyep |emul | Buiaq z '5q b adA} Answoss | julensuo) Julessuoy
F= S ssejo ul j09(qo -OId3aNID
S @ ay} ul) sypslgo | ssep ul jslqo
L= 4O = J0}  UOBIPUOD
& & yjoq uo uopipuoy | Ioj  UORIPUOD
=9 g

215



(sease ueqin
uonngusip [emul u) speol
0] Jejl .wm me .ﬂ__:w:w. soh uopnqgiasip {0 81oko S#001q uobAjod adeys 8¢
e |eneds jewiuiw  Aq uequn -yaso.ng
uonnqusip 1061} pepuUNOLINS
sbuipjing
uonngusip (el
0] Lm__E._#w n.mm ._w__:%:w. sok co_SM"LMM m%ﬂ:mum Ewm_c_cﬂ__m uobAjod adeys ) ohm:.m
uonNqUISIp 10618 ey 1pIing 1pIing ddsoin3
adeys
leniur 0} Jejwis aq sak adeys Aue adeys | 9@3.@
pinoys adeys 1abie) dasodns
uiewsl sok AjAnosuuod Aue Aue uobAjod ABojodo | s€
1Isnw AAIBOBUUOD pue  aul -4asoing
psjESId 8q Jsnu ou uonossIaul Aue Aue uobAjod ABojodo | ve
SUOI}08SI9)UI-Iay}0 ou pue  auj -Jasoing
UOREIUSLIO [ERIUL uoljejuslio uobBAjod; c-¢
0] Jejlwis aq p|noys sok Juswubie sjuswubie Juiod uolnjeusO -4asong
uoljejusiio 10b.1e) ; :
a?o:omv NIHL ww ww dew X < syo9(qo ou aouejsip fue fue Aue suolsuswip z-€
BW X > douejsip 4| | usamiaq aouelsip Jewiuy jewiuly | -ygsodn3g
s do | oss. o esie Ny ease oL suorsuow :
N3HL ¢ u 4 ANy ou|wg aoue)sIp Aue Aue Aue : P L€
> eale NV ww | ww dew X < sjoalgo ew jewiuly | -ygsodn3g
dew x > aouelsip 4| | usamjaq aouelsip [ELIUIA
soa= =50 dnoib o @)
.w S .w m,”.m S JUIEASUOO SiL mc_wogE%h z ail
8- m a (syun sy} 6.0 W 3 W Auadoid YiM - pauIzouoo . ejep dnoib @ adky adA} | julesnsuo)
m @ 3 3 bepziy |yl @) EmEeikEl 2G ) paulesysuo) RG] Clitel(s fe) [emul ay) | Jo pury Aljpwoan) jules}suo) -o_.m_m_zmmu
=73 8q 0}  uonpuod & ‘ (eyep [eniur sy o ’ ’
= i} J0  s)pslqo
o = a ul)  uonipuoD :
4589 S jo puI
$393[q0 Jo dnoas3 10 SjUTRIISUOD PISTUOULIBH A xipuaddy

216



(sease ueqin

% X % Aisusp (oneu ul) speol
jenul o) [enbe oq sof alympioeq) jo 3oko $%00[q uoBAjod sonsnels €L-€
pinoys Aususp jebie; sbuipjing [ewuiw  Aq ueqin uonnguisig | -ydsodngy
10 Ausuap papunolins
seale uegin
(++"uopouny FA:V wvmo._
uonnquisIp [emul ‘ezis  ‘adeys) 10 ojoko $¥00[q sonsnels zZL-¢
0] Jejlwis aq pjnoys sok | sbBuippng  jo uobAjod e
jewiuiw  Aq ueqn uonnguisig | -ygsodn3z
uolniquisip 1061} soljsua)oeIRYD pepunowNs
10 uonnqLisip sBuip|ing
1doy sah juswubie sjuswiubie uoBAjody adeys bi-g
aq pjnoys juswubie juiod -¥asoin3g
dnoib
|eijul ay} jo adeys ayy ww dew }
0} lejwis 8g pjnoys sak adeys | x > oouelsip uobAjod adeys | %L_‘:m
syalqo  jo  dnoib -la)ul 109[qo dasoing
panusp jo adeys ay)
(BN
Lo} $8ul| JNOJU0d Hu 69)
jol81 8y} ensesaud : wlioy  joyal saul| 6-¢
sak | Jo uonnquisip wJoy joley aul| adeys
p|jnoys saul] JNOjuod eneds e asodwod INojuod -Jasoing
jo uonnquisip Jebiey 1e! ley
Saul| JNOjUOd
3983 5390 dnoib ayy 9)
2 238 573 S Julejsuod siuy Buisodwod &% ai
929 (snunauyyebioy | =5 & fuadoud | UMM poUISOU0D ejep dnoib @ adAy adAy | juensuon
S#53 uonoy | jou op) pajpadsar | 2 G o suensuon | dued dnoib oy |, 7y ) ul Anowoa uiesuoy | -of
= -3 aq 0} uompuod | 5 psutessuod (erep jeniur oy Ho.«. .Qooﬁcnw § pury } 9) julesysuod | -OI¥3INID
o= o u)  uonpuoy :
?59 = 0 puiy

217



‘Aaanb v 10 U0132.4 aDINSUDIO2.L D Suisn ‘Apjdsip smopuim ysno.yy ‘Ajppnubur 2q UPI U012 Y] "SIL MDY
ON ‘LdD
"Sa.4mppaf ayy Ajppnupul 10228 0§ §]00) STH 3uls[) "SIL :S[DILY
"A1110US 9qLIdSAP 9SBI[J (,SQIMBaJ Pao9[as A[jenuewr Jo uonesijeiouasd o) poddns woisAs ayy seoq "7'[
*§5200.4d UO1IDSIIDA2UIS Y] SULINP PaIPAUIT SIO1IJil0D Y} []0 Y3no.ay) Ajppruanbas papind s1 1asn ayy oyl dom v u1 pajioddns s
3unipa 2413o0.42JuU] “UODA2dO UOPDSID.12UDS PIIDUIOIND UD 42D SIO1JJu0D Yjm s2.4m02f S)y31y31y yorym 100} b sapiaodd waisds ay | :puvdxy
"sp021go
dn payapur 0} 4251 2Yj 2ALIP UDD YOIYM S]OO0] UODSIADU dn-yiDul OS] 24D 242y [ "SIOIfi0D duios dn yipul puv 1221ap uvd AJ1ivy) :d34v])
AALdAL puUv
ADONVHD Ul ]00] Aup S1 2421 ] "UOYDZID.12Ud3 42}fb $1021q0 2y) 102dsul 01 STH D Ul pasn aq 0] UOYDULIOfuU] [PUOIPPD SaIV.4ud3 SN d *LdD
‘A30]0quIAs 4121 JUN02oD O1uU1 SUIYD] SA.ANIVAf UIaMI2q SIO1]f110D J1YdD.A3 S1021ap DY) |00] D S1 2.49Y] A2A0ILO
'sj003 1D dopyjoLy Suisn pananb aq uvd s3vpf ay | wayy Aq paw.iouad sio.442 po13ojodoy vyl puv ¥22yd Mojp SL0.1ado 2UOS (STHILY
Juonesijerousd 19)je pue 210Joq SI01Ju0d o1yder3031ed JO UOESI[ENSIA PUB UONI)3P JOJ SABY WISAS AU} SA0P S[00} JBUM ']
S[00} UONBSI[BIOUIS QAIORIAU] [

sdje[dwd) waysAs pajdrdwo) X] xipuaddy
(1e)31p A[uQ) si1opuda Aq padnpoad ejep yndino jo suonesiensip IIIA Xipuaddy
(1ensip AquQ) wed) 333foad £q pasnpoad ejep yndino jJo suonesijensip IIA Xipuaddy

‘soul] uononpoad 10J pasn se suonediy1oads dew ony 9[quasal Jou op A3y} Ing spudwaINbar YIAN 9y} $Sa1dx2 sjurensuoo Y 3ey JoN

(1e3131p A[uQ) $3198 JUILIISUOD IPINAAS VAN 1A xipuaddy

218



AT S1nsa.4 241 Ing ‘(S 28vupil upd XAXdAL PUv HSOd "PIvp 4 4Juo sa3vuvut JONVHD ON -LdD

as’c -SIny

{,S911_W093 P¢ 10 7 YIM SInjed) J10j uorjesijerduasd pue urjopow poddns nok oq

"$102.4J8 JSUID3p S3UIPING Jo Juauon]dsip Surinp ajduwxa 10f 1o1duil SUoD]a.L SAPPISUOD L0ID.12A0 UOIDSIDAUIS JULOS JDY]

24D S12)S2] dY) JO SAdIMSUD Y[ UOYDSIDA2UIS SULINp AJIDIDUIOIND PaA1aSaAd 24D SUOD]D.4 dSAY] IDY] S1 LOPUIA Y] JO foMSUD Y] pundxy
ON :Apamp)

‘sdpogp jou 1nq ‘paddasa.d aap suonypja. [pypds ayp Ajonsn) JLdD

ON *STD2y

‘uonesieroual Juunp poalesaid 1o/pue pajjepowt Aporjdxa

‘p3o9[as A[[enuewu 1k (S1921)s pue JuIp[Ing uoamiaq "3'9) SUORIIUUOD J0AIIP JO sjudwuI[e Se yons suone[dl pue surdyed jeneds J1 oqLOsaq

oN :puvdxy

ON :Apamp)

"SJUaUI2]a ApauUl] Sb [JSNJ {q passaooad aq uvd saui] 4nojuod YySnoyjp padapisuod j0u S1 uipi2j yjim diysuonvjod 2y I d.)
ON ‘STDoy

"SQUI| UOIIBAQ[S — Speol "3'9 ‘uonesijeloussd Suunp paIopIsuod st uredrd) yjm diysuorie[al ay} J1 oquasa

‘A8ojodoy ayy Ajv11.and saaiasaad waisAs ay | :puvdxy

‘paaiasa.id Ajajajduiod jou

ap (uonisod aanpja. ajduivxa 40f) sdiysuonpja.a [pa130j0odoy 4ayjo inq ‘Sarijpul0a3 pa.ivys ayj pup £30jodoy yiomjau ayj saa4asa.id jJ :Ajv])
"SSUIPJING Ul PajnaLd 24D UOIJIISA2JUL-J]2S dUIOS SaUITIIUOS (L ATdA.L) Uoyparfidy ur paatasa.sd sdomgo jou s1 A3ojodoy ay |

PaUIDIUIDUL 24D STUDUID]D U2IMNJ2q UOISOd 2A1ID]IL PUD SJUDUID]D UDIMIDG SUOIXDUUOD (LIS d) Iauaov]dsip ul paatasa.ad s1 £3ojodoy ay |
"SANOQYS12U UINJDq UOTIIISAIUl

A0 PaIDLD 24D SUONIISADJUL-[]2S 2UIOS S2UIIUOS (FONVED) uonpsip.rouad suipjing ui paadasaid Aapajduiod jou s1 £3ojodoy ayy :1d)
s1017fu00 213070d0) 2] y410UL 01 AJ171q1sS0d Y] 2413 SA0IDL2AO 2UIOS “SADMID JON :STDIMY

-101e10dO

oy Jo yed se 1o [opow eiep [eo13ojodo) Aq "S-o ‘wsrueyosw ay} ure[dxo pue uonesieroudd Suunp poalesaid st A30j0doy oy J1 aquIOSa(q

YT

€T

T¢

¢

s10)e19d0 UONESI[BISUID)

‘sdaps uoyns1p.1oud3 21Ydp.1303.403 PUp ]aPoUL A1PSSIU 2Y) JO [ID SAIDA32JUl YIIYM MOfY.10M D SuUlsn Aq Jno parLivd
S1 UOYDSID.12UDS ‘[DIILID S1 §122[q0 U22M)2q SAIYSUOD]D.L Y} PUD §S2204d P2IDA3DIUI UD S1 UODSIIDAUIS SNDIDqG ‘WISAS S1YY] 10,] ‘pajioddns
jou 1 sa.4mpaf pajoajas Ajppnubut Jo UOYDSID.LOUIS | UI24IS Y} UO 2]q1SIA Sa.npaf [Ip uo paddp a.p suoyp.ado uoyvsyp.uas ay | :puvdxy

219



‘SjU2WIR]2 ULISIXD UO Paspq suonLnd ul pasoq s1 LIdAL Souoz uoypsip.iouad duv jioddns 3, uop SN d puv FONVHD -LdD
Pa1oa1op AJIDIPUIOIND 10U INq UMDY LJJPNUDUL SIUOZ UOLDSIDAUIS Siioddns wiisds ay ] STy
P210919p A[[eonewioine (q umelIp A[jenuew (e
Juonesiferouas pajewoine
oy} Surnp paropisuod 9q ued 19jowered oiy1oads a1oym ‘(BoJe SnoureluUNOW ‘€ate JUSWIA[NAS "3'9) Souoz uorjesierauas poddns woysAs ay) saoq
"SUOLJISUD.A] 2]DIS JudA2[Jip 10f SSU11os 12jouipAvd 2]qDIINS L0f SUOLIDPUIUUIOID.L OSID 2q JYSIUd d.49Y ]
"2]q1ssod s1 421oup.1pd Jo uo1p1fidads jpnubut v oS|p 1Nq ‘S10ip42do UODSIVAUIS Y} A0f UIALS SaNIDA AdjPUD.IDd JNDfoP 24D 242Y [ pUPAXY
‘suoypoificads
dow a2y wo.af Aqoypwomp dn jas a4p Siajpuinivd juspusdop-aipos aul0g “Ajpnupul padnpo.djul a4p Siajouinivd ayp Jo JSOpy Ajav])
‘Ajjpnuput pappoipul a.4v sia1uniod oYy I dD
‘Apnuput paipipul 2.4p Si2jouind 2y | (STDILY
{P]BS UQAIS ® JOJ SanjeA J[nejop 193
03 91qissod 11 s] ¢ Ajrenuew 1ojowered ayy Aj10ads 03 91qissod 11 S| (paseq o[eos) A[[edrewone 1o A[jenuewt ‘39 ‘xojowered oy dn 105 op moH
“Buissaoo.d yoypg pasvq ajny puvdxy
PAMO]ID 24D YIIDq pUD dUlj-U() PISDq JUISD pUp Pasvq Juip.4isuoy) :daany)
"SJUID.AISUOD UDALS UO Paspq uoypziundo d1s110Yy ‘[pqoj3 ssa204d yoiq SN d
“Yopo.1ddp y.10mjau uo.nau 552204d Yoyoq L JIdAL
"SJUaUID]2 POV [JDULS 00] [pUbY 0] MOY JO SaINL U0 Paspq ‘SSa20.4d Ydvq ‘TONVHD
LdD
panoaxa Aponpuioinn
2q 0} (1apnngapop) MOlfiom v apa.ad of Ajiqissod ayy s1 a.4ay) f$285200.4d ul]-ffo pup 2a130042JU] “S2S52004d pPazLAWDIDY STDIMY
“+++ ‘paseq Judde ‘PIseq-jurensuod
‘MOTJIoM ‘StdIsAs-11adxe 10 paseq-9[nt ‘Fuissaoold yojeq ajdwexs 10§ ‘uonjesijerduad pojewoine 10y parjdde A30jens Surssaoold oy oqrIdsaq

R

T¢e

e

$s0001d uOnESI[EIOUSD)

230N 241Jonpo.id 10f Appa.d JoU SPM SUOLINJOS 2D1ALDS dY) JSI] YY) SULINP JNG ‘SIIIAIIS UOLIDSIIDAIUIS UO PIYALOMN SDY SWIISAS SaxXy :pundxy
ON -Mpav])

ON “1dD

Sof :SIDIMY

({SIITAIIS S& AJI[RUONIUN] UONESI[RIOUAS opIA0Id WISAS I} SA0(J (SIITAIIS [[BD WISAS A} UB))

ON :puvdxy

ON :A31ip])

cT

220



A110W003 JUSIOMIIP U0M)OQq SUI] Q1Y) Iy /SSUIP[ING 9 YSnoIy) 9[eds Jo[[ews & ul pajuasaidor are s3urping (] J1 oouelsur 1oy ‘payroddns
SUONR[OI-U:W 910U} AT (SI[BIS JUDISJJIP UT 3103[qO PIOM [BII dWes JY) JO Suonejuasardar oInjedy usomiaq syuly 31011dxa 9103s WAISAS oY) s90(q
‘Ajq1ssod s1 Abj1240 ou snyy ‘mopuim

UIDS ) ULYIIN S]aPOUL JULDfip JO Sa.4nipaf as1pnsia o} 2]qissod jou s1 1 Jng 42y10 Yova Sap1saq S|apoul 0} asypnsia o} 2jqissod s1 1] .pupdxy
saf :Mpavp)

ON -LdD

§o4 -SIDIMY

{,oWI} JWIes I} J& S[OPOW 0M] ISI[ensIA 03 [qrssod 1 s

saf :puvdxy

saf :Mpavp)

ON -LdD

‘uorsuaixyg Ajjigoaadoaapuy ayy Suisn saf :§IDIY

“UOTBULIOJSURT) BUIDYOS PI[BI OS[E [OPOW JOYIOUR OJUT [9POW BIEP SUO WOIJ uoneuiojsuer oy Joddns waysAs oy ssoq

ey

K%

Ty

Surepow eep ‘gaIN

ON -puvdxy

ON -QLv])

ON -LdD

ON -SIDMY

*9qIOSap ased[d /,3unepdn 10} uonesieIduasd [eluswaioul poddns waysAs oy sooq

‘Jo42] SSDJ2 2.4nI02[ G AJUO N0 PaLLIDD 2q UDD UOIDADS dY] IDY] 24D 5.12]SD]) Y] JO SAPMSUD Y]

‘sa4 51 40puUdA Y] O d2MSUD 2y ] pundxy

‘A1gou1023 Su1ysixa up Suisn 40 sjujxXa paifioads Ajppnuvul Puaixa MOpUIN JUdJXa JaSDIDP 24D D142J140 [p1DdS

3U1ISn SapouL U01I2]aS "SINIDA JINQGLIJID JO 23UD.1 A0 INIDA INQLIID ‘SSD]D 24D DIIDILID DIUDUIDS SUISI 2]qD]IDAD SIPOUL UO1JI3[aS S2f :AJID])
‘2InqLuIp 2uo Jo Supuadap a2ouvISIp b SJUUID]D dlY)

adoul 0} ‘JUW0V]dSIP Y] Ul D142]110 dUPWIAS Aq 2]q1ssod S1 Sa.4npaf Jo uo1122]as ayj FISNd U "U0ND32433D dyupUids SMojp TONVED - LdD
§24 :SIDIMY

*9qLIOSOp 9SeI[J (BLIOIIO ONUBWSS 1O [enjeds U0 Poseq UONesI[eIdUdF J0J SaINjed) 199[9s 03 9[qrssod 31 s|

"s3u1yjas aopupaod pup s401p.42do UODSIDL2UIS P21I2]as dY) YIIN PASIDAUIS 2q JJ1N UDAIS dY] UO 2]qISIA Sa..npaf [jv Ajuanbasuod
‘uppuonoun wooz ayy asn s1 suo13a. d1fioads aulos u01122Jas Jo dom AJuo ayy pup sauoz uoyDSIP.LUS Ji0ddns jou sa0p wasAs ay | puvdxy
‘Ajppnupw pup Apoypuiony suonpiod op oy ajqissod S1 3 ‘saf :d3ravy)

R

e

221



‘saj1f pup s4a3ouw.and Jo yndui ayy smojjp Auo 31 -2o0fia3ul 4asn (po1ydpa3 a]duils L4124 D sapnjoUl WAISAS Y] LD
‘suoyp.L2do uonpsp.oua3 Jo 20uanbas v ul Pasvq MOpfyI0M JO UODILD dy]
SMOJID LPPJINGIAPORY SajLf pub sidjoun.ind Jo jndul ay) SMOJID Yorym ‘aopfiapul 4asn [po1YdpL3 b SIPRIIUL |00] UODSIDAGUIS YIVT STDIY

‘uoresI[eIouas 10y 00BJINUI J1osn [eorydeld o) 9SLIOIORIRYD 9SBI[d ‘T'S
Pasn 2q uvd N “S42y0 puv FJVHS pundxy
'PasSn 2q ubd N 'S42410 puv FJVEHS Ajing)
"2ADMIJOS [PUA2)XD Y SN0y} J10duil DIDP MOJD ], Uusa0p WaISAs ay ] TJVHS ‘LdD
“TINA SO S2ADMIOS UOIIDULIOJSUD.A] DIDP Y3SNo.4y) Jioduil bIpp SMOJD waiSAs YT "S4oyj0 pub FIVHS -STOIMY
(VELID 10
AINA S Yons o1em)jos UONBULIOJSURT) BJep Yim J1odwl jep MO[[e Wo)sAS oy} s90(] ¢HModxa pue yodur 10a11p 10J portoddns o1e sjeuliof yorgp "1°S
sanzadold was£g
ON -puvdxy
ON -Mpam])
ON - LdD
528 -SIDMY
(SIS JUIOHJIP UdaMIoq soImed] Jo uryojewr sproddns woysAs o) S90S’y
"2Ull] 4240 §122[q0 uaaM3aq Sdiysuonvja. pup sduipisauily Sapnjoul waSAs ayj oY) S1 J0pUA 2y Jo 1oMSUp Y| pupdxp
oN :daramvp)
ON -LdD
§2f -SIDIMY
‘ure[dxo oses|q ;o1n3es) © Jo (so3e)s [e1odwo) JuaIdHIp JO) FuruolsioA oy} Joddns wshs ay) se0q v
ON -puvdxy

‘24npa20.4d dnjas ayy 423 9osDIOP 123.40)

oy u1 24mpaf Sulpuodsa..iod dayj pup [apPoul DIDP 224N0S Y] Ul S2MIDI[ dY) UIIMIDG dDUDADf24 D S 242Y) ‘1)) SHIPDY Ul Jng ON Ajav])
"SJUDUID]D MIU LOf WdY] 2JDINDIDD ], USIOP

J1 InqQ ‘SUOPIPUOD UIDJLDD ADPUN SIINGLIFID SUIDIUIDU WISAS Y ] “SUODIUISDAD. 2.41JD2f UDIMIDq SYUT] J101]dXD 24018 ], USI0P WISAS Y] "L d))
sof -SIDIMY

(9[eos Io[[ewsS & ul 309[qo auI[ Sk pue J[eds ouo

ul 309[qo eaIe Se PI[[OpPOoW SI JALL B "F'9 ‘uonjesieIauad Juunp o3ueyd adA) A1owoaT Jo osed Ul ‘saImed oul] pue eale se yons d[qissod sadKy

222



S A :puedxy

saf :Apam))

ON -LdD

$94 -STOIMYy

juononpoid dew 10J S[00) 19JJO WAISAS oY) SO0
saf :puvdxy

ON -dpam])

ON -LdD

§24 -SIDIMY

JuonestjoquiAs o1yder3031ed 191J0 WISAS ) S0

9

‘9

uononpoid depy

oN :puvdxy

"asbqDIPP D1YJOL) Y] ISIULOISND

01 puv Ajpuorjouny UONDSIDPUIS UMO A12Yy] dOJaAap 0] 2SN Y SMOJID YIIYM “TTT PUD D ‘vAbf ul ‘[Jy Lv]) v S1 242y AJ4v])
ON -LdD

$94 -STOIMY

{SWyILIoF[e uonesI[eIoudd mou LIm 0} 9[qIssod 1 ST /SonI[BuOIIOUN) UOIIESI[BIdUS Um0 dO[oAdP 0] JOW0)SND I} SUIMO[[E SISIXd [V Ue soo(
uvuLiar) pup ysy3uy puvdxy

‘sadvn3upy

A2YJ0 OJul [)D) 2y} ul $23DSSAUL pup S3ulLS Y] SUPDISUD.L] LOf WSIUDYIUL S1 242Y] A2A2MO0Y YSYy3us S1 23pndup] jnvfap ayj :Aaawvp)
YSYSUTT Ul S1 200[42]Ul A2SN [PI1YAD.AT 2y ] YSYSUT PpUp UDWAPL) Ul 240 SIPNUPIY LD

‘Auppy ST

Jsrenuew djoy ay) pue 9oejIayul Josn [eorydels oy woy peyroddns a1e soFen3ue] yorym

"2411JU1 pub 2]QDIINS S1 J]

“Jj2831 mopfyiom 2y Jo uoypIUaSa.LdaL 21ydp.a3 b S1 SMOLfyL0M Su1Ipa.d 40f [ND 2y ] pundxy

IdV paruauinoop

A)nf v spy 2.40f2.42Yy) pup 2]qISUIXS OSID SI J] “UODSIIDAUIS Ul Pasn S30IDIp pup Suliof uiuado 10f snuat Umop dodp [D.4242S Yjm 4pqg 2131
p pup padpjdsip st bipp ayj Yorym ur moputy Apjdsiq v SUIDIUOD I] JUIUIUOL1AUD dOJYSIP D Ul dIDf12JUl Pasbq PAD[ D S1 2ovfa2ul ay ] dj1p])

RS

‘¢

223



o

ot

o[3ue001 03 d3IR[UH G'¢

++

++

UoNBOIYNOIY ¢

+++

++

Suryloows ¢'¢

4+

++

uonerddsexy 7'¢

—t

Suress 1°¢

juauwdueyuy "¢

jutod 03 ouIy €'

++

jurod 03 BAIY 7'

ouI[ 0} BAIY [T

d8ueyd od4) Anowoan ‘g

+++

++

+++

o+

++

uoneoyijdwis pajosaun 7' |

+++

++

+++

(Surpoam) uononparjuiod 1'|

uoneoyrdug 1

dxe

e

LdD

DY

dxe

18]

LdD

Doy

o1EMIJOS

speoy

Surpring

SWO)SAS ¢ O} JO SAN[BA Y} SMOUS d[qe} oy ], "siojerodo

s10je1ddo uonesIeIIUIG d[qe[IeAt Jo

‘(o1qe[reAR J0U / eam - ‘9[qeorjdde 0 ‘po03 ++ ‘p00T AIOA +++)

"UOIJBWLIOJUT SI9)SA} AU} U0 Paseq (AJLre[) snipey pue LdD ‘SIDAY)
uonesierousd oy Jo Aijenb oy 03 pajejas ‘sajerdwo) oyp Jo yred puodds Yy SUTLIUOD d[qe} SUIMO[[0] YL,

Ayrend X xipuaddy

224



/ / / jutod 03 BAIY 7'

/ / / Sul[ 0} BAIY ['C

a3ueyo ad4) Anowoon 7

++ / ++ 0 / ++ uoneoyIjduiis pajoLnsaIu( '

+H+ / ++ e / ++ (Burpaam) uononpaijulod ['|

uoneoyrduig

dxe 2D LdD Doy dxe e[D LdD DoIy aIBMIOS
lopiog Kemrey

-+ AJ10ads oseord — s1o30

/ / / / / / (uo8A10d 03 syurod) aurquo)) ¢'9

/ / 1t 0 T+ ++ (uo3AJ0d) 9319\ — uonewWeI[EWY 79

/ / Tt 0 T+ ++ (uo3A[od) uorsny - uonjeweseWyY 1°9

uone3aIssy 9

+t / / ++ - / guiddeug ¢

/ / / / ++ / uo34jod 9391dwod Yy dA0W ¢°¢G

- / / - ++ / uo3Ajod Jo uonewIofop yYIM 7'

/ ++ / / soulry 1'6

Juowddedsi(q *g

/ / / / ++ / uoneoyidAL 7'y

/ / ++ / / ++ uona9fes 1y

uones1j1dA) / uoneUIWI[d / UONIS[AS 't

225



-+ A310ads oseord — s1on0

(uo8A1od 03 syurod) aurquio)) €9

(uo8AJ0d) 93191\ — uonRWES[BWY ‘79

(uo8Ajod) uorsn,q - uonewesewWy [°9

uone3aIssy 9

e

e

Surddeug §°g

uo3Ajod 9391dwos oY) sA0W ¢°G

~ |~

~ |~

uo3Ajod Jo uonewIofop YIM 7'

~ |~

++

~| |~

-

~| |

Saury 1°6

juswooedsiqg ‘g

uonedyidAy, 7'y

++

++

UonAJAS I'p

uonedjidA) / uorjeurwuI[d / Uo130[9S ‘f

9[3ue)0a1 0} 93IR[UY G'€

UONBIGINNY b€

++

ot

++

surgloowg ¢'¢

uonerdssexy 7'¢

Suress 1°¢

JuswodUBYUY "¢

wrod o3 ou €'

226



Hydrographic network

Landuse (mosaic)

Software Arc | CPT |Cla |axp | Arc | CPT | Cla | axp
G G

1. Simplification

1.1 Point reduction (weeding) ++ / +++ ++ / +++

1.2 Unrestricted simplification ++ / +++ ++ / ++

2. Geometry type change

2.1 Area to line / / /

2.2 Area to point / / /

2.3 Line to point / / /

3. Enhancement

3.1 Scaling / / /

3.2 Exaggeration / / ++

3.3 Smoothing ++ / -+

3.4 Rectification / / /

3.5 Enlarge to rectangle / / /

4. Selection / elimination /

typification

4.1 Selection ++ / / ++ / /

4.2 Typification / / /

5. Displacement

5.1 Lines / ++ /

5.2 with deformation of polygon |/ / / / - /

5.3 move the complete polygon | / / / / - /

5.4 Snapping / / ++ / - ++

6. Aggregation

6.1 Amalgamation - Fusion | ++ / / ++ / /

(polygon)

6.2. Amalgamation — Merge | ++ / / ++ / /

(polygon)

6.3 Combine (points to polygon) |/ / /

Others — please specify ...
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Relief/contour lines Coast lines

Software Arc | CPT |Cla |axp | Arc | CPT | Cla | axp
G G

1. Simplification

1.1 Point reduction (weeding) ++ / ++ ++ / 0

1.2 Unrestricted simplification ++ / - ++ / +++

2. Geometry type change

2.1 Area to line

2.2 Area to point

2.3 Line to point

3. Enhancement

3.1 Scaling
3.2 Exaggeration / / 0
3.3 Smoothing ++ / 0 ++ / ++

3.4 Rectification

3.5 Enlarge to rectangle

4. Selection / elimination /

typification
4.1 Selection ++ / / ++ / /
4.2 Typification / / / / / /

5. Displacement

5.1 Lines / 0 / / ++ /
5.2 with deformation of polygon | / / / / - /
5.3 move the complete polygon | / / / / - /
5.4 Snapping / / ++ / - ++
6. Aggregation

6.1 Amalgamation - Fusion

(polygon)

6.2. Amalgamation — Merge / / /
(polygon)

6.3 Combine (points to polygon)

Others — please specify ...
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Isolated points

Isolated lines

Software

Arc | CPT
G

Cla

axp

Arc
G

CPT

Cla

axp

1. Simplification

1.1 Point reduction (weeding)

++

+++

1.2 Unrestricted simplification

—t

+++

2. Geometry type change

2.1 Area to line

2.2 Area to point

2.3 Line to point

3. Enhancement

3.1 Scaling

3.2 Exaggeration

++

3.3 Smoothing

++

+++

3.4 Rectification

3.5 Enlarge to rectangle

4. Selection / elimination /
typification

4.1 Selection

++ |/

++

4.2 Typification

5. Displacement

5.1 Lines

+++

5.2 with deformation of polygon

5.3 move the complete polygon

5.4 Snapping

++

6. Aggregation

6.1 Amalgamation - Fusion
(polygon)

6.2. Amalgamation — Merge
(polygon)

6.3 Combine (points to polygon)

Others — please specify ...

229



Isolated areas

Software ArcG | CPT | Cla axp
1. Simplification

1.1 Point reduction (weeding) ++ / ++
1.2 Unrestricted simplification ++ / +++
2. Geometry type change

2.1 Area to line / / /
2.2 Area to point / / /
2.3 Line to point

3. Enhancement

3.1 Scaling / / +++
3.2 Exaggeration / / ++
3.3 Smoothing ++ / 0
3.4 Rectification / / ++
3.5 Enlarge to rectangle / / +++
4. Selection / -elimination /

typification

4.1 Selection ++ / /
4.2 Typification / / /

5. Displacement

5.1 Lines

5.2 with deformation of polygon | / ++ /
5.3 move the complete polygon | / ++ /
5.4 Snapping / / ++
6. Aggregation

6.1 Amalgamation - Fusion

(polygon)

6.2. Amalgamation — Merge | ++ / -

(polygon)

6.3 Combine (points to polygon)

Others — please specify ...
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Appendix XI Responses and analysis of expert evaluation (Only digital)
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Abstract

The report describes digital medium format cameras as professional systems, used for airborne
mapping applications. In the last two years the term "medium format" does not stand for a single
camera, equipped with a CCD-chip fitting in the former 6 * 6 cm medium format camera bodies
anymore. The newly introduced "medium format" systems from Microsoft and Z/I generate images of
nearly the same footprint as the first generation large format cameras. Also multi head medium format
systems provide the same footprint of a large format camera system. Therefore a new category has to
be introduced: the intermediate systems. Nevertheless the key advantages of medium format systems,
compared to large format systems is a lower price and a big plus in terms of flexibility due to low
weight and interchangeable lenses. Due to their flexibility medium format system are used for a wide
range of applications. Medium format systems are most successful for local projects as well as for
oblique imagery. The largest proportion of medium format cameras are used as a sub-system of
integrated airborne data acquisition platforms consisting of laser scanners. Nowadays digital medium
format camera systems are mature airborne systems with high reliability. With the increasing demand
of “near-online” digital aerial data these systems will become even more popular in the future.

1. Introduction

Beside the well known large format digital photogrammetric cameras such as the DMC, UltraCAM-
XP or Leica ADS 80 professional digital medium format cameras are widely used to acquire digital
airborne images. Medium format digital systems are used for a wide range of applications. Some of
the applications are unique to medium format and in other applications medium format cameras
compete against large format cameras. For instance, medium format camera systems have developed
special markets for joint applications with laser scanners and corridor mapping, and they are very
competitive for small-area large-scale mapping projects, rapid response applications for disaster
monitoring, and for (oblique) image acquisition for 3D-city models. The market for medium format
cameras is rapidly increasing; however available medium format systems differ greatly in terms of
performance, reliability, accuracy and price. In order to get a status report on the current situation and
an insight into the geometric and radiometric properties, EuroSDR has initiated a project on medium
format digital cameras.

1.1 Objectives of this report

The main objective of this paper is to inform about the 2-year project, from Oct. 2007 to Oct. 2009.
Thereby this extensive report describing the currently used professional medium format systems has
been prepared. Furthermore, this report will cover the following points:

e Categorisation of digital medium format camera systems

e Medium format cameras versus large format cameras

e Geometric properties and calibration

e Radiometric properties and radiometric workflow

e Application analysis

e Documentation of medium format cameras / systems

e Current trends and future developments



2. Categorization of digital medium format camera systems

At first a categorization and a separation between small format, medium format and large format
cameras has to be made. In the literature several surveys dedicated to medium format cameras can be
found, e.g. Cramer, 2004, Petrie & Walter, 2007, GIM International, 2008. Beside the technical
aspects of the digital medium camera itself, the focus of the EuroSDR survey will be on professional
medium camera systems. Table 1 gives a categorization of small and medium format camera systems
that not only takes the camera itself into account but also other important issues for airborne camera
systems.

Small format Medium format
Components Low-cost Amateur | Semi-Pro Pro
Digital Video-/ Consumer camera X X
<15MP
High end digital SLR Camera, (12 bit, X X
18 MP) or better
Industrial digital camera, (12— 16 bit, X X
(39)-60MP
GPS/L1 DGPS X X
RTK - GPS X X
Simple GPS- flight management system X X X
Professional flight management system X X
Stabilized platform X
GPS - INS (x,y,z <0.1 m w,j,k <0.01°) X
System Price [€] <5.000 <25.000| <50.000 >250.000

Table 1: Comparison of components for small and medium format camera systems

The different components of the airborne imaging systems strongly influence the quality of the
images, the efficiency of the airborne and photogrammetric workflow to generate digital orthophotos
(DOP) and the reliability of the system, Table 2.

Small Format Medium Format
Low cost Amateur Semi-pro Professional
Products / Vertical and AT without Direct geo- Direct geo-
Results oblique images |automatic tie referencing of |referencing of
(pretty pictures) | points and full |blocks, strips | blocks with
GCP require- |and single automatic tie
ments images without |points, no or
GCP‘s little GCP*s
Proc. time N/A 1 h/100 h 15 min/25 h I min/2 h
1/100 DOP

Table 2: Comparison of ortho image processing workflow of small and medium format camera
systems
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With respect to this report the characteristics of state-of-the-art professional medium format digital
cameras for airborne applications are:

° Large image footprint (= 39 MP)

° Single head or multi head system

° Ruggedised metric design — fully calibrated systems

° Short exposure interval (1 — 3 sec.)

° Compact systems suitable for small single or twin-engine aircraft
° RGB and/or CIR

2.1 Developments of medium format cameras in the last two years

During the two years of the project, several significant changes and developments in the medium
format sector took place. For instance the size of the digital sensors increased from 39 Mpix. to 60
Mpix. The new generation of sensors was developed by KODAK or Dalsa. The exposure interval of
the newest sensors decreased from 2.5 sec to less than 2 sec. In concordance with the general increase
in processing speed rapid orthophoto generation during the flight, e.g. for disaster monitoring is
becoming possible. In addition integrated oblique and nadir looking systems are currently supplied
with metric medium format cameras, instead of small format cameras. Therefore a closer look into the
oblique sector will be necessary within this report. Medium format camera supplies offer dual, quattro
and penta systems, which become very competitive to common large format systems. Last, but not
least there are new players are in the medium format market (Z/I, Microsoft, Leica). For technical
details see Table 3. These camera systems do not really fit in the later discussed concept of single
head medium format camera systems. Instead - technology wise - these systems are downsized large
format cameras, with a similar footprint to medium format camera systems.

UltraCam-L RM K-D Leica RCD 100
Sensor size (pixel) 9,735 x 6,588 6096 x 6500 7216 x 5412
No. camera heads 4 4 2
RGB + NIR Yes Yes Yes
Exposure interval (sec.) 2.5 1 2.2
FMC integrated Yes Yes No
Pansharpening Yes No No
Exchangable lenses No No Yes
System weight (kg) 55 557 65"
Plattform stabilisation external External integrated
INS provided Provided integrated

Table 3: Comparison of ""new medium' format cameras from Leica, Microsoft and Z/I



So at this point in time the term "medium format" does not really represent a certain class of cameras,
size of footprint or systems which can be separated from large format camera systems. Instead new
terms have to be introduced to classify the different systems. The medium format systems have to be
separated into single head and multi head camera systems and the downsized large format systems

shall be called intermediate systems, Table 4.

Category Sensor (Examples) Pixel Pixelsize | (virtual) Se nsor
matrix [pm] size [mm]
Large Format Vexcel Ultracam Xp 196 Mpix | 6 103.9 x 67.9
Intergraph DMC 106 Mpix 12 166.0 x 92.2
Multiple Head Medium IGI quattro DigiCAM 226 Mpix | 6 105.0 x 78.0
Format (@60 Mpix sensor)
Trimble AIC x4 146 Mpix | 6.8 95x 70
(@39 Mpix sensor)*
Intermediate Format Vexcel Ultracam Lp 93 Mpix 6 67.9x47.5
Intergraph RMK-D 40 Mpix 7.2 41.5 x 46.1
Single Head Medium Trimble AIC 60 Mpix 6 53.9x404
Format Applanix DSS 439 39 Mpix 6.8 49.1x 36.9

Table 4: Examples of footprints of large format, intermediate format and medium format
systems

The standard approach for the generation of color images of medium format cameras are CCD-chips
with a Bayer pattern. However such a CCD-chip is not capable to obtain additional IR information.
Also CCD-chips with a Bayer pattern are not well suited for the acquisition of CIR images, see
chapter 4.3.1. Therefore for simultaneous RGB+IR image acquisition a dual head camera system is
necessary. By its nature a Bayer pattern CCD-chip requires a color interpolation, also called demo-
saicing, to interpolate a set of complete red, green, and blue values for each pixel. Separate camera
cones with specific color filters overcome this problem, thus generate true color image values. To
conclude: four different concepts for the generation of color and IR images are currently used, Figure
1.

Bayer Pattern Bayer Pattern + Separate color

IR camera cones

Pan Sharpening +
Bayer pattern

Trimble AIC DSS 439 RMK-D UltraCam-Lp
P60 RapidOrtho
DualCam
MS-Image 8924 x 6732 5412x 7216 6096 x 6846 5320 x 3600
Pan-Image 11704 x 7920
Ratio (1:1) (1:1) 1:1 1:2.2

Figure 1: Different concepts for the generation color + (IR) images
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3. Comparison of medium format cameras to large format cameras

Compared to large format frame cameras single head medium format cameras have some distinct
technological differences, which are compiled in Table 5.

Medium format Large Format
Technology
Camera Single head Multiple heads
Image Size Max. 60 MegaPixel Max. 136 MegaPixel
Colour Either RGB or (CIR) Separate heads, (Pan, R, G, B,
NIR) image fusion
Lenses Interchangeable Fixed
Airborne system

FMC Only mechanically TDI
System cost Low Expensive
System weight Light Heavy
Energy consumption Low High

Table 5: Main differences between medium and large format digital frame camera systems

Beside the technological differences the vertical range of manufacture of digital medium format
cameras and large format frame cameras is quite different. While in large format cameras all compo-
nents are developed, optimised and tested for airborne applications, medium format camera systems
including the processing software are often a composition of several off-the-shelf products for
professional photographers combined with special features for the airborne environment. This makes
comparisons between different systems and calibration efforts even more difficult. As shown in later
sections these differences also have a great influence on the radiometric workflow and the calibration
of the cameras.

One of the main advantages of single head medium format cameras is the lower system price and the
possibility to fly with small and cheap aircraft. The overall cost and the effort for an aerial survey and
subsequent ortho photo production are related to many factors of the photogrammetric workflow.
Figure 2 gives a comparison of a medium format and a large format camera system for an aerial
survey of a small area.

The comparison of the different processing steps reveals that the major advantage of medium format
cameras are the lower costs for the aerial survey and the easier and faster postprocessing of the images
of the single head cameras. Assuming an automatic tie point matching and a precise GPS/INS the cost
of aerotriangulation is not very much higher for medium format cameras because this is normally a
highly automated procedure. Due to the smaller ground coverage of an image more ground control
points may be necessary. Nowadays the photogrammetric block does not necessarily rely solely on
ground control points, but even for an integrated sensor orientation and quality assurance a certain
number of ground control points are necessary, depending upon the number of images taken.



Data delivery

Digital orthophoto
production

DTM

Aerotriangulation

Radiometric
postprocessing

Aerial survey

Ground control points

Medium Format Large Format

Figure 2: Comparison of the costs of the photogrammetric workflow for large format and
medium format camera systems

The refinement of the seamlines between adjacent images is one of the manual and labour intensive
steps in digital ortho photo generation. Due to the relatively large number of medium format images,
more manual labour is necessary for the generation of a seamless ortho photo mosaic. Together all of
the factors lead to a lower cost reduction per area, compared to large format cameras (Figure 3),
making medium format cameras less competitive for large area surveys.

=—Medium format camera

\\\ —&—| arge format camera

Cost per km?

Area [km?]

Figure 3: Cost degression per area for aerial surveys and ortho photo generation

A big advantages of medium format cameras are interchangeable lenses with focal lengths of 35 mm
to 210 mm. Different lenses allows missions to be flown at different altitudes to either maintain the
desired resolution or maintain a predefined strip width during joint flights with others sensors, e.g.
laserscanning. Also with interchangeable lenses the stereo / DEM capabilities may be changed as well
as occlusions in narrow streets etc. during ortho photo production. However lenses with a long focal
length generally cause several special problems in terms of their interior orientation and calibration:
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e Weak Geometry

e Narrow field of view

e Convergence angle in laboratory
e Principal point recovery

e Out of focus images in laboratory

3.1 Geometric Potential

The achievable geometric potential of a digital camera is related to the “metric” properties of the
camera, which stands for a determinable and stable interior orientation.

3.1.1 Interior Orientation

The determination of the interior orientation of CCD-colour sensors based on the Bayer-pattern is
related to some general sources of error due to longitudinal and transversal chromatic aberration,
Cronk et al., 2006. However these errors are relatively small and only applicable for close range
applications at the highest precision. Nevertheless for close range applications medium format
cameras have shown a very high geometric potential, with relative accuracies of up to approx.
1:200,000 e.g. Shortis et al. (2006).

However the airborne environment imposes special requirements on the camera system. To survive
the shock and vibrations experienced in the airborne mapping environment a rigid camera body and a
fixed lens mount is necessary for a stable interior orientation. Large format cameras generally operate
with a fixed lens aperture, Kropfl, et al., 2004. On medium format cameras the lens aperture is
generally set by the amount of light available and the requirements of the shutter speed to minimise
image movements. The lens aperture changes the interior orientation to a small extent. Also the work
with interchangeable lenses requires a new (on the job) calibration every time the new lens is
mounted. Even with a ruggedised design and special locking mechanism of the lens mount, some
parameters of the interior orientation (especially the focal length) may change in the airborne envi-
ronment due to changes in the air pressure when flying at higher altitudes. This is of special relevance
for direct georeferencing, because the errors in the interior orientation are directly visible in the
accuracy of the object coordinates. Therefore a simultaneous on the job calibration in terms of an
integrated sensor orientation should be done.

However the airborne environment imposes special requirements on the camera system. To survive
the shock and vibrations experienced in the airborne mapping environment a rigid camera body and a
fixed lens mount is necessary for a stable interior orientation. It has been reported several times, that
the camera body and the lens mount of medium format camera contributes to the lack of stability. This
lack of rigidity holds especially true if the cameras do not have a rigid metal body nor are designed as
metric cameras, Peipe, 2005, Shortis et al., 2006. Since all suppliers of professional medium format
systems have fixed their digital backs with the camera body, the effect of gravity on the spring
mounted CCD arrays is no longer a problem.

The interior orientation parameters are generally determined in the laboratory through a bundle
adjustment with self-calibration procedure. The parameters of the interior orientation generally
include:



e principal point coordinates (x,, ;).
e principal distance (¢).
e distortion parameters:

e radial lens distortion

e de-centering lens distortion

e affine deformations

Even with a ruggedised design and special locking mechanism of the lens mount, some parameters of
the interior orientation (especially the focal length) may change in the airborne environment due to
changes in the air pressure when flying at higher altitudes. This is of special relevance for direct
georeferencing, because the errors in the interior orientation are directly visible in the accuracy of the
object coordinates. Therefore a simultaneous on the job calibration in terms of an integrated sensor
orientation should be done. However, compared to the lab calibration with converging and rotated
images the network geometry of an airborne photogrammetric block is generally not optimal for self-
calibration of all parameters of the interior orientation. Although the camera body instability limits the
accuracy that can be achieved with these cameras, photogrammetric measurements achievable with
professional digital medium format cameras in recent years allow for significantly higher levels of
accuracy than ever before.

3.1.2 MTF

The modulation transfer function (MTF) of the resolving power of the optics should be set in accor-
dance to the resolving power of the CCD-chip. New chips have a 6.0 um sensor size which equals
approx. 85 line pairs per millimeter. The resolving power of common medium format lenses was
developed for the resolution of analogue film, which is 40 to 60 line pairs per millimetre, causing
image blur at the edges of the images. Therefore new lenses have to be used, in order to meet the
higher resolving power of the small CCD-elements. It has to be noted, that the MTF of a lens is a
function of the distance from the image centre, the lens aperture (f-stop) and the spectrum of the light.
This is the reason why these special lenses only work with a maximum aperture of f/4.0'. Similar
experiences with inadequate lenses were made with the UltraCAM-D, Souchon et al., 2006.

3.1.3 Base to height ratio

The achieved base-to-height ratio 3 = B/h, reflects the geometry during image recording and is one
main factor for the resulting point accuracy in object space. The base-to-height ratio is given by
equation

B p
G=—=—*1-— 1
h, ¢ ¢ 100) M

g

where s’ depicts the sensors extension [m] in flight direction and p is the forward overlap in percent,
the linear dependency of 4 to the sensors size is obvious. Compared to analogue times the 4 is much
smaller in the digital world. Large format cameras such as the UltraCAM have a 9 of 0.27, the DMC

! http://www.rodenstock-photo.com/en/main/products/lenses-for-digital-photography/hr-digaron-w/
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has a base-to-height-ratio of about 0.3. Since the high resolution size of the CCD-chip is the similar
for all medium format systems on the market the base-to-height-ratio for a photogrammetric flight
with a 60 % endlap varies from 0.32 for a 50 mm lens and 0.11 for a 150 mm lens. Thus medium
format cameras have similar base-to-height-ratios, compared to digital large format cameras. In turn
the object point accuracy of medium format cameras with a 50 mm lens is similar to a large format
camera.

3.2 Minimum GSD of medium format cameras

Customers are demanding higher and higher ground resolution. The highest possible ground resolu-
tion (GSD) for aerial surveys with standard endlap (60 %) depends on several factors such as the
image exposure interval of the camera Af and blur due to image motion. The exposure interval is
related to the length of the base (b) related to the endlap p (in percent), the velocity of the aircraft over
ground (v,), the GSD and the number of pixels (n,ix) of the CCD-Sensor in flight direction:

GSD*n,,
A=t o -2 2)

v Ve 100

The minimum exposure interval of the digital medium format cameras is somewhere between 1.6 —
2.7 s. Figure 4 provides an overview which minimum GSD for a photogrammetric aerial survey with
an endlap of 60 % applies at what speed over ground.
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Figure 4: Exposure interval of medium format cameras (P65 60 Mpix.) related to GSD and
ground speed



3.3 Image motion

Airborne images are acquired from moving platforms such as aircrafts or helicopters. The movement
of the sensors during the exposure influences the quality and the sharpness of the acquired imagery.
For analogue airborne cameras this image motion is taken care by forward motion compensation
(FMC). For large frame digital airborne sensors the translation effect of the FMC is solved digitally by
moving the charges on the matrix area itself (time delayed integration, TDI). Additional rotational
movements are compensated from the stabilised mount.

For medium format sensors an active mount is typically not available — exceptions are the DSS and
cameras which are used as a sub-system e.g. in combination with laser scanners mounted on a
common stabilized platform which are then stable. Also TDI is not available for the medium format
digital sensors due to the Bayer pattern of the CCD-chip. The image motion u is related to the aircraft
velocity over ground v,, the exposure time ¢, the focal length ¢, the flying height above ground 4, and
the size of the pixel s, see formula 2.

%1 0%
l*vg t,*s

P
Zih _ ¥4, 3
2 2 7 h 2 GSD )

where only 50% of the theoretical image motion u, is valid in the images. For digital imagery the
smear due to image motion should not exceed 0.5 pixel. Since aircraft velocity and GSD are typically
given by default for a certain project, exposure time is the only variable to minimise effects of image
motion, if suitable light conditions are available. Figure 5 highlights the problem for a GSD of 5 cm.
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Figure 5: Image motion «# for a GSD of S cm at different speeds over ground and different
exposure times

Exposure time on the other hand is coupled with lens aperture and the sensitivity of the digital sensor
given by the ISO value. However a higher sensitivity (ISO number) is always associated with higher
image noise levels. The aperture is also a limiting factor, because a wide aperture may cause or
enhance vignetting and optical aberrations. To sum up: the image motion limits the GSD of medium
format cameras and the short exposure interval necessary limits the flying operation times under poor
lightning conditions when compared to large format cameras.
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4. Geometric and radiometric calibration

The calibration of digital cameras includes geometric and radiometric issues. From the viewpoint of a
photogrammetrist, geometric issues are the more important. For large format cameras detailed tests
within the frame of OEEPE and EuroSDR were conducted, e.g. Cramer, 2007. The special geometric
problems of multi head cameras are discussed quite extensively in the literature, e.g., Jacobsen, 2007.
Research in the calibration of large format cameras systems is an ongoing process with the aim to
develop a calibration procedure of the whole camera system and its subsystems, including GPS/INS,
radiometric and geometric issues and the whole photogrammetric processing chain, EuroDAC?
(2010).

4.1 Geometric calibration

Due to the compactness and the low weight of medium format cameras, laboratory calibration of the
interior orientation is relatively easy to obtain. As mentioned in section 3.1.1 the interior orientation of
medium format cameras may change under airborne conditions. Therefore the geometric calibration of
the medium format camera system should be done in four different levels, from laboratory measure-
ments to long term camera stability analysis:

1. Laboratory calibration either conventionally with a two or three dimensional test field or with the
so called taut line method (Habib and Morgan, 2005)

2. In flight calibration over a calibration range, e.g. Honkavaara et al, 2008

3. Simultaneous in flight calibration on the job to adjust for project specific circumstances e.g. focal
length adjustments due to flying height.

4. Long term camera stability analysis to determine the necessary calibration intervals. Practical
experience and feedback from the industry will help to set up specifications for regulating the use
of medium format digital cameras in terms of calibration reports.

4.2 Geometric performance of medium format - Results of the DGPF-Testbed

In 2008 a comprehensive project on the empirical investigation of the performance of digital photo-
grammetric airborne cameras was performed under the umbrella of the German Society of Photo-
grammetry, Remote Sensing and Geoinformation (DGPF). Empirical test flights of twelve different
camera systems took place over the test field Vaihingen/Enz, Cramer, 2009. In general the DGPF-
Testbed provided an accuracy of all examined frame camera systems of 0.25 — 1 Pixel (horiz. and
vert.) in the object space. Cramer, 2009. Of special interest to this report were the three test flights
with digital medium format cameras from IGI (DigiCam) and Trimble (TrimbleAIC).

The Rolleimetric AIC x-1 (Trimble Aerial Camera) P45" (39MPixel) ¢ = 47mm revealed relatively
large systematic image residuals of 4,28 um pixel after self calibration has been performed, see
Figure 6. The reason for this unsystematic errors is seen in the fixing of the CCD-chip to the camera
body with eight screws and residuals due to the lens. However for the full exploitation of the geome-
tric accuracy a self calibration with additional parameters is necessary.
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Figure 6: Systematic residuals of image errors, Trimble AIC, Jacobsen, 2009

To sum up: The geometric accuracy of the medium format cameras is a little below the values of large
format camera systems such as DMC and UltraCam, but differences of the environmental conditions
may outweigh the differences of the cameras systems.

4.3 Radiometric accuracy and calibration

Large format cameras generate color images through individual panchromatic camera cones, equipped
with spectral filters. Thereby the different colors (R/G/B/NIR) are spectrally separated. Therefore
large format cameras are well suited for radiometric calibration or remote sensing applications.

Color images of medium format cameras however are typically generated via a CCD-chip with a
Bayer micro colour filter. The quantum efficiency (=sensitivity) of the CCD-Sensor itself is different
at different wavelength and colors, see Figure 7. In the medium format case, it is important to notice,
that there is an overlap of the different primary colors. Also in the near infrared (< 800 nm) the
sensitivity of R/G/B is very similar, thus there is no chance to separate the different signals, see also
chapter 4.3.1.
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Figure 7 : Spectral response (quantum efficiency) of the KAF-50100 sensor (color version)*

An increasingly important task is the “radiometric accuracy” and the radiometric calibration of aerial
cameras. The first goal of such a radiometric calibration is to eliminate the influence of the optics and
the sensor and make sure that the resulting images will have the same sensitivity throughout the
image. The radiometric calibration is also split in two main parts. The first part of the radiometric
camera calibration is done by the manufacturer to eliminate radiometric dysfunctions of the sensor
such as:

o Defect pixels

e Dark Signal Non Uniformity (DSNU)

o Individual sensitivity of each single CCD pixel
e Vignetting (partly)

o Influence of aperture (partly)

However, the manufacturer radiometric calibration effort of the differs between medium format
cameras, e.g. the DSS is calibrated radiometrically using MacBeth targets, integrating spheres, and
optimisation software, Mostafa, 2004.

White balance calibration procedure or more general the Look-Up-Table (LUT) generation is the
second step. For each project the user performs this type of calibration individually. After post
processing the user can set the white balance for the project using some example images which cover
the typical surface,. With suitable software the user can also minimise remaining vignetting and lens

% http://www.kodak.com/global/plugins/acrobat/en/business/ISS/datasheet/full frame/K AF-50100Long
Spec.pdf)



aperture effects which may occur at low f-stops. Radiometric problems of the medium format cameras
are related to several issues.

e The radiometric postprocessing of the raw imagery, which come in a black box raw format is
generally done in a software environment primarily developed for non photogrammetric users,
but for professional photographers. Therefore issues such as radiometric linearity, atmospheric
correction etc. are not a primary issue.

e There is no single standard algorithm for converting data from a Bayer filter or Foveon sensor
into RGB format.

e the color infrared option causes longitudinal chromatic aberrations. Due to the strong sensitivity
of the CCD-chip in the IR-light the resulting image is more or less a reddish coloured IR-image,
Grenzdorffer, 2006

e During the postprocessing of the raw images, the images may be corrected and manipulated with
respect to:

e a colour balancing due to the atmospheric conditions

e general visual expectations of the users (e.g. grass has to be green)
e vignetting and influence of aperture

e histogram enhancements for 16 bit — 8 bit conversion

e image sharpening and noise reduction.

o the degree of the radiometric postprocessing and the resulting colors are solely subject to the
visual impression of the interpreter, and

e proposed radiometric corrections steps (e.g. Honkavaara et al, 2009) and quality measures are
difficult to obtain.

The radiometry of the large format cameras with the necessary image fusion is also not free of errors,
as practical experiences show, e.g. Schroth, 2007, Souchon et al., 2006. Some of the effects are
characteristic for digital cameras such as the total reflection e.g. on white surfaces or on glass surfaces
such as roof windows, winter gardens or green houses. Other effects are related to the fact that the
panchromatic channel covers parts of the near infrared reflection, causing a bias after image fusion in
the blue channel, Schroth, 2007. Some effects are directly linked to the pan sharpening process, e.g.
color echoes on the edge of bright areas.

4.3.1 Color infrared with medium format cameras

Except Leica Geosystems, most manufacturers of medium format cameras claim their sensor is
capable for either RGB or colour infrared (CIR) by simply changing a filter in front of the lens. The
filter blocks the blue light and the green, red and near infrared (NIR) light passes the optics onto the
Bayer pattern of the CCD-sensor. The blue sensitive CCD-elements receive only IR-light while the
green and red pixels also receive IR-light. In the postprocessing the additional light is subtracted in
order to obtain a CIR-image.
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Figure 8: Concept of colour and CIR-mode of medium format cameras

Due to the strong sensitivity of the CCD-chip in the IR-light the resulting image is more or less a
reddish coloured IR-image, Grenzdérffer, 2006.

RGB CIR

Figure 9: RGB and CIR with Bayer pattern CCD
Thereby it is noteworthy that due to the wavelength of the near infrared light, the focal plane of the

near infrared channel is not localised at the same place as the RGB light. This causes a longitudinal
chromatic aberration, see Figure 10a.
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Figure 10: (a) Chromatic  (b) chromatic aberration
aberration of CIR-mode

Depending on the lens quality this effect can be reduced by using different lens types and coatings. In
common lenses where the focusing plane is adjusted to a mean wave length (green), imaging errors in
the red and blue range are minimised. With the longer near infrared wavelength however the chromat-
ic aberration increases strongly, leaving the infrared light out of focus, Figure 10b. This leads to
significant differences in the interior orientation and also Moiré effects may be observed,
Grenzdorffer, 2006, see Figure 11.

To sum up the single head CIR-images of medium format cameras are difficult to handle and the
resulting images are not a true CIR, as known from the large format cameras. Multi head systems such
as the Leica RCD100 and Trimble AICx deal with this problem and offer a parallel operation of IR
and RGB cameras.
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Figure 11: Moiré effects in CIR-mode on agricultural fields

5. Standardization

Standardisation for aerial cameras and the photogrammetric processing chain is taking place at several
levels, from ISO down to national initiatives. However most of the standardisation effort is related to
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large format cameras, thus sometimes neglecting and more or less excluding medium format cameras.
In other instances the standardisation is very general and finally not of great practical use.

On an international level ISO/TC 211 - Geographic information/Geomatics is to develop a family of
international standards that will, in case of digital cameras establish a universal description of image
data and meta information about the aerial survey, image geometry and navigation data (exterior
orientation). Within the ISO there are several ongoing projects dealing with standards related to
medium format cameras and photogrammetry, e.g. ISO/TS 19101-2 — Reference Model — Part 2:
Imagery, ISO 19115-2 — Metadata — Part 2: Extensions for imagery and gridded data and ISO 19130 -
Sensor and data model for imagery and gridded data (presently deleted from list due to lack of
progress).

The Open Geospatial Consortium (OGC) is currently developing several standards including issues
related to medium format cameras, e.g. an Image Geospositioning Service, Web Map Service —
application profile for EO Products. All of these services are at an early stage, OGC (2008). In
Germany the standard series DIN 18740 — Photogrammetric Products (Part 1 — 4) covers especially
large format cameras, Reulke et al., 2007, DIN 2007. Part 4, finalised in Sept. 2007 deals with the
requirements for digital aerial cameras and digital aerial photographs. Focus is given to digital aerial
cameras, aerial survey flights and the digital aerial photograph. For digital aerial cameras the standar-
disation provides quality measures on: general requirements of the camera and its components, camera
calibration (geometry and radiometry) and requirements of sensors for positioning and attitude
determination. The geometric quality related to the image product has to be documented in a manufac-
turer certificate, in which the camera system and its subsystems have to be geometrically and radiome-
trically calibrated. The validity of geometrical calibration at the time of flight has to be proven by
validation test (less than one year ago) or new calibration (less than two years ago), DIN 2007.

Due to the fact that digital aerial systems are more than just cameras and the final quality is not only
related to the sensor standards should not only focus on the certification of the cameras itself but
include the whole end-to-end processing chain. Based on these facts the USGS has formulated a
different approach. Individual cameras are not the subject of certification, but a “type certification”,
Stensaas, 2007. With this approach it should be ensured that the sensors are designed, built and tested
to reliably deliver data with a high quality. However this is only true if the operating company
operates and maintains the system properly. Currently the DSS 439 is the only medium format camera
system certified by the USGS.

One of the most relevant current projects in EuroSDR is the developments of future certification
strategies of digital airborne cameras (EuroDAC? activity). EuroDAC? covers not only the large
format camera systems but all types of cameras used for professional mapping appliciations. Despite
the USGS approach of a so called type certification of different camera producers the EuroSDR
approach is still focusing on the validation and calibration of single camera systems as well as the
certification of the flying companies. For the current status of the EuroDAC? see Cramer et al, 2010.

6. Application Domains

From an application standpoint, it is safe to say that medium format digital cameras are not their large
format cousins, but rather a niche market solution for specific project types, Artés, 2004.

The largest proportion of medium format cameras are used as a sub-system of integrated airborne data
acquisition platforms consisting of laser scanners (LiDAR) combined with imaging component and
GPS/inertial sensors for direct platform orientation. This approach is highly effective, not only for
classifying the returned laser pulses but even more for rapid production of orthoimages based on the
height data obtained from laser scanning and the directly measured sensor orientations. Such inte-



grated airborne systems are operated by many airborne companies. A special requirement for joint
laser surveys is an extremely high light sensitivity and a fast shutter speed.

Another more or less exclusive market for medium format cameras are mapping small, irregular
shaped areas, strip mapping, transmission line corridors or pipeline contracts, which do not always
require the ground coverage produced with a large format camera. A direct georeferencing capability
with GPS/INS is in these instances a tremendous advantage because it allows for a greater degree of
freedom in the aerial survey, such as a strip map coverage where a single line imagery can be utilised
without the need for a second flight line, and small blocks can be easily georeferenced to produce
orthophoto mosaics. Direct georeferencing enables “hot spot” monitoring of small places of interest
with single images (ortho photos). These capabilities are also important for disaster response surveys
which require quick data turnaround, Ip et al, 2007.

For smaller aerial survey/remote sensing organisations, the medium-format alternative is changing the
face of the industry, as an affordable technology that can deliver increased performance, a marked
reduction in operating costs, and most importantly a digital product when it is most needed. The
following overview addresses more or less exclusive application domains of medium format and
competitive applications to large format cameras.

Laserscanning & Camera
e Mapping & Orthophotos
e True Orthophotos
e 3D-City Models
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Strip Mapping
e Linear-based mapping projects
e Pipeline surveys
e Hydro corridors
e Transportation routes

Rapid Response Imaging
e Rapid mobilisation for disaster management
e Time-dependent image acquisition
e Homeland Security digital imaging

Agriculture and Forestry
e Species identification
e Timber value assessment
e Disease control and monitoring
e Precision Farming

R nd

GIS and Urban applications
e Urban and regional planning
e Urban Hot-Spot Monitoring
e 3D-Models (Nadir + Oblique)

Remote Sensing
e Environmental research
e Coastal zone monitoring
e Colour-Infrared imaging
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For smaller aerial survey/remote sensing organisations, the medium-format alternative is changing the
face of the industry, as an affordable technology that can deliver increased performance, a marked
reduction in operating costs, and most importantly a digital product when it is most needed.
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7. Market survey of medium format camera systems

The following detailed description and comparison includes seven different digital medium format
camera systems. The camera systems compared (alphabetical order) are: Applanix (Trimble) DSS
439, DigiCAM-H39, DIMAC, Leica RCD100 / RCD105, RMK-D, Trimble AIC, UltracCAM-L.
While all seven camera systems consider themselves medium format systems, the systems differ
greatly in many features, such as:

e The possibility of dual or multi sensor head configuration
e Optics and shutter speed

e CIR option (special optics)

e Min. exposure interval

e External or internal data storage

e Mount adapters for existing camera mounts

e The availability of a FMC

e Optional elements such as GPS/INS etc.

e Image processing and radiometric calibration software

The data for the product survey is mainly derived from the product information, provided by the
manufacturers.

The largest suppliers of medium format camera systems are the Applanix DSS, the Trimble AIC
camera and the DigiCAM of IGI. The DIMAC system is a smaller player. The Leica RCD100 /
RCD105 as well as the UltraCamL and the RMK-D are quite new products in the market. Therefore
no information of their commercial success is possible at this point in time.

As many of the medium format cameras are used together with a LiDAR-system, four suppliers of the
cameras have been integrated with airborne LiDAR systems. Optech uses exclusively the Trimble
AIC for their ALTM laser scanners. The Toposys Harrier laser scanners can be supplied with either a
DSS or a Trimble AIC camera. IGI-DigiCAM is streamlined for the LiteMapper laser scanning
system of IGI. Finally the Leica RCD105 has special features for the ALS 50-1I, ALS 60 laser
scanners of Leica Geosystems.

71 RMK-D

Target market of the RMK D from Intergraph’s Z/I Imaging are owners of film cameras seeking to
enter the digital marketplace. The concept of the RMK-D is a turnkey multi head system with four
panchromatic sensors and color + NIR filters. The camera therefore provides color without pan
sharpening or bayer pattern interpolation. The CCD-chips from DALSA are especially designed for
the camera. Pan imagery is generated from color as part of post-processing, providing high radiome-
tric resolution for remote sensing. The minimum exposure rate of the camera is 1 s. Due to the
panchromatic multi camera head approach, digital forward motion compensation (TDI) is available.
The RMK D uses light weight Solid State Disk (SSD) technology and other low energy consuming
components. This results in low weight and power requirements that allow it to fit in small, single-



engine aircraft. Huge effort has been invested in order to guarantee the highest level of geometric and
radiometric stability, Dorstel, 2009, Madani, 2010,

Key Features

e Multi-spectral sensors from DALSA: RGB, and NIR simultaneously
e 1:1 color ratio: for RGB, and IR, no Bayer pattern

e Large base to height ratio of 0.4 for high stereo accuracy

e The minimum exposure rate is 1 sec per frame

e FMC implemented: Based on TDI

e Camera mounts: Compatible with T-AS and Z/I Mount.

e High resolution: 8cm GSD at 500m flying height

7.2 Trimble / Applanix DSS — 439

The former Applanix, now Trimble Digital Sensor Systems (DSS) consist of completely integrated
medium-sized digital camera, the Applanix POS/AV 410 GPS/inertial system and a flight-
management system software for generating orthomosaics, Applanix, 2010. The GPS/INS provides
the exterior orientation parameters in both real-time and post-mission mode. An active azimuth mount
control automatically removes the aircraft drift angles based on real-time POS/AV navigation data.
The drift correction, based on a single axis azimuth mount has an accuracy of < 0.5 deg (RMS). The
active mount allows for flights in a rough environment and the generation of systematic block pattern.
Although primarily used to generate high-resolution colour and colour infrared digital or-
tho-photos/mosaics by direct georeferencing and an existing Digital Elevation Model (DEM), the
system also supports full stereo imagery for DEM extraction and visualisation. The data interfaces
directly and seamlessly with photogrammetry software to allow for fast and highly accurate map
production, Mostafa, 2004.

A dual camera option enables the generation of 4-band imagery (RGB+NIR) in a single pass. The
DualCam adds a second DSS camera with a monochromatic CCD array specifically configured to
capture (NIR) imagery.

GSD ranges from 3.3 cm to 1.0 m, depending on platform and using 40 mm or 60 mm lenses. The 250
mm lens enables the collection of digital aerial imagery at high altitudes, especially for surveillance
operations or on board a high altitude unmanned airborne system (UAS). The DSS system can be
flown in small, single engine aircrafts, ultra-light aircrafts, helicopters or UAS. The camera system
was certified by the US Geological Survey (USGS) as a metrically stable mapping grade system in
September 2007. The DSS is the only medium format system currently certified by the USGS,
Applanix, 2010. Due to the single sensor approach and direct georeferencing a rapid ortho photo
generation is possible. Applanix claims, that under certain specifications and a pre existing DEM an
orthophoto may be computed in as a little as 12 seconds per image.

e Key Features
e Fully integrated system with:

e GPS/INS, flight management system, azimuth mount, processing software
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o Pilot only operation mode

o Single or dual camera system with 39 MP sensors from KODAK
e Min. exposure interval 2.8 sec.

e Color and CIR-Mode

e Ruggedised external data storage

e Special lenses (40 mm, 60 mm, 250 mm (AeroLens™™))

o Shutter speed up to 1/4.000 sec.

e Total weight ca. 33 kg

7.3 Trimble AIC

The Aerial Industrial Camera (AIC) series from Trimble (former RolleiMetric) is designed for aerial
and industrial purposes, Trimble, 2010. The 22MP, 39MP or 60 MP digital backs from PhaseOne are
rigidly fixed to the aluminum camera body. Everything is optimised for photogrammetric use, with
interchangeable lenses and stabilised bayonet. The focal lengths of the medium format lenses range
from 28 mm to 100 mm. The maximum shutter speed is 1/1,000 second, enabling a minimum GSD of
5 — 10 cm, depending upon the speed of the aircraft. Filter change allows acquisition of images in
RGB, NIR and CIR. For the 39 MP and 60 MP sensor the pro lenses, especially designed for digital-
camera sensors and small pixel size, are necessary. Trimble carries out geometric calibration and
Phase One executes radiometric calibration of the sensor. The camera control is done either by a PC or
a PDA. Interfaces with IMU/GPS systems (event signal) and common flight management systems
(FMS) (trigger signal) are given. The image data of the camera may be stored on board using a 8 or 16
GB CF-memory card, holding up to 400 images or transferred via IEEE 1394a connection to a PC.

The new AIC xN architecture allows joint fitting of up to eight standard AICs in one frame, using
electronic boards for accurate synchronization. All AIC’s are in full communication with each other.
The AIC x2 combines two cameras and the AIC x4, four. Depending on desired overlap, the footprint
may cover up to 13,000 x 10,000 pixels.

Key features

e Single camera system, 60 MP — Phase One digital back

e Colour and (CIR)

e Multi sensor head configuration possible (up to 8 cameras)

e Min. exposure interval (60 MP) under airborne conditions 2.5 sec.
o Internal and external data storage

e Ruggedised design — fully calibrated

e Interface to standard flight management systems

e Weight ca. 2.6 kg (+ optional PC)



7.4 DigiCAM- (H39/H50 / H60)

The DigiCAM camera body from IGI is a very compact camera weighting 1.7 kg (without lens). The
system with may be configured with 39 MP, 50 MP or 60 MP digital backs from hasselblad combines
modified professional digital cameras with a graphical user interface for real-time preview together
with the CCNS/AEROcontrol. The camera settings are adjusted on an 8” TFT monitor, by checking
quick-views and histograms of images in real time. The CCNS4 triggers the system. Determination of
exterior orientation parameters is done using the AEROcontrol GPS/IMU system. Along with the
camera, each of the two 500 GB storage units onboard can store up to 6,400 raw images and be
exchanged during flight to extend storage capacity. Standard units may be replaced for high-altitude
flights by flash memory units with 1,150 image capacity. The focal lengths of the available lenses
range from 28 mm to 300 mm. The maximum shutter speed is limited to 1/800 second. The modular
design enables a change from RGB mode to colour-infrared within minutes for all lenses. The
minimum exposure interval is as fast as < 1.6 s (< 1.9 s for the 39 MP sensor) in the burst mode and
1.9 sec (2.1 s for the 39 MP sensor) in the continuous mode. (IGI, 2010, Petrie, 2009b)

Two or more DigiCAMSs can be coupled either to increase image size or allow for faster flying speed.
The IGI mount hosts up to five cameras and the adapter fits into most common mounts. In the case of
multiple cameras, synchronisation can be carried out within a few microseconds. For nadir looking
multi head systems special software is provided to compute a stitched and distortion free image with a
"virtual" focal length from two or more single images. IGI also offers a special feature for the multi
head systems to switch from a nadir looking system to an oblique system.

Key Features

e Single camera system with up to 60 MP

e Multi sensor head configuration possible (2 - 5 camera heads)
e Colour and CIR

e Min. Exposure interval 1.6 sec.

e External Data storage for ca. 6.400 images

e Ruggedised design — fully calibrated

e Mount adapters available for existing camera mounts

o Large set of optional elements (Flight management (CCNS), GPS/INS (AEROcontrol), LiDAR
(Litemapper)

o Total system weight ca. 7 kg

7.5 DiMAC - (Digital Modular Aerial Camera)

The DIMAC system (Digital Modular Aerial Camera, produced by Aerophoto in Bergem, Luxem-
bourg, uses single and multiple camera units. DIMAC uses digital backs from Phase One. Therefore
sensors of 39 MP or 60 MP are offered. Each camera head of the DIMAC system acquires either RGB
or near infrared image. Compared to the other medium format camera suppliers DIMAC offers a true
FMC (electro-mechanical driven by Piezo technology). This enables GSD ranges from 2 cm to 1 m.
The interchangeable lens may be one of four focal lengths: 47 mm, 70 mm, 120 mm or 210 mm.
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The camera cylindrical frame allows for combining up to four camera modules. A light architecture
may be constructed using just one camera in the camera cylindrical frame; but two cameras may also
be placed here, creating a RGB image of 13,000 pixels by 8,900 pixels. Two additional cameras may
be placed in the vacant holes, resulting in an image of 10,500 by 14,400 pixels. The user also obtains a
software which seamlessly combines the images from the two camera heads into a single frame.
Another configuration is formed by adding a Near Infrared in one camera mount covering the same
area as the other one in the other camera mount, or by placing a 47-mm Near Infrared camera in
camera mount 1 covering the same area as camera mount 2 and camera mount 3 together (Dimac,
2010).

Key Features

e Flexible and modular configuration of 1 —4 camera heads within one camera cylindrical frame
e Large footprint (13,000 by 8,900 pix with 2 cameras)

o Fits into existing camera mounts (40 cm diameter)

e True electro-mechanical FMC

e True Colour — Phase One digital back

e Min. exposure interval 2.1 sec.

e External data storage on RAID 1 System

e Total weight ca. 90 Kg

7.6 Leica's RCD medium format cameras

In 2008 Leica Geosystems introduced a multipurpose medium format camera system, manufactured
by Geosypatial Systems Inc. The basic camera unit, called CH39 designed from the ground up as an
airborne digital metric camera solution. It includes a 39 MP Kodak sensor. A special features of the
camera system is a focal plane shutter, commonly used for reconnaissance purposes, allowing for a
shutter speed of up to 1/4.000 s in order to minimize image motion. The CH 39 is available with a
variety of lenses. The lenses of 35, 60 or 100 mm focal length are optimised for both RGB and CIR.
The CIR use requires filter/compensating optic to avoid chromatic aberrations, software and calibra-
tion. The lenses have a fixed infinite focus and also a fixed aperture value of f/4.

Based on the camera unit Leica Geosystems offers two camera systems to the market: First is the
RCDI105 light weight camera system, designed specifically for use with its ALS-series airborne
LiDAR systems for corridor mapping. Second is the RCD100 camera system, which is considered to
be a fully integrated 2 head camera solution for small mapping companies, looking for a turnkey
digital mapping system. The camera controller records data from the two camera heads, allowing
simultaneous acquisition of natural color and false-color infrared images The RCDI100 system
includes an inertial position and attitude system. The camera system is suited to fit into the PAV80
gyro-stabilized mount. The complete RCD100 system is operated and controlled by the Leica's flight
management system. Benefits of this airborne-specific design include complete compliance with all
applicable airborne environmental specifications, including temperature, shock and vibrations. (Dold
& Flint, 2007, Petrie, 2009a).



Key Features

e CH39 Camera Head (39 MP, KODAK CCD-Chip)

o Single and double sensor head configuration possible

e Lenses (35, 60 or 100 mm)

e Max. shutter speed 1/4,000s

e Min. Exposure interval 2.2 sec.

e Metric design — fully calibrated system

e User-replaceable shutter assembly

e optimized lens for CIR (filter/compensating optic, software and calibration)

e Weight ca. 7.0 kg, including lens (RCD 105); ca. 70 kg (RCD100)

7.7 UltraCamLp

The medium format flagship of Microsoft is the UltraCamLp with 92 megapixels (11,704 x 7,920
pixels pan), making it the largest footprint medium format mapping camera system on the market and
ideal for smaller aircraft and local projects that require a rapid response. With new electronics, the
UltraCamLp has the same repetition rate as the smaller precessor UltraCamL. The concept behind the
the UltraCamL(p) is similar to the large format UltraCams. The panchromatic image is composed out
of several sensors. The only difference is the color and NIR-Sensors which are CCD-sensors with a
common bayer pattern, developed by DALSA. Panchromatic image size is 11,704 x 7,920 pixels;
color and NIR image size is 5,320 x 3,600 pixels. Due to the design of the camera, a FMC is inte-
grated. Despite other medium format camera systems, the UltraCamLp has fixed lenses with a fixed
aperture of 1/4 f. The in-flight storage capacity is limited only by number of solid-state storage
devices on board, given space and weight constraints of aircraft (Microsoft, 2010).

Key features

e Simultaneously collects Pan, RGB and NIR

e Approximately 2,500 uncompressed images per device (~1 TB) can be stored
e Metric design — Image geometric accuracy is better than +/- 2 pm

e Min. Exposure interval 2.5 sec.

e Weight approx. 55 kg

8. Current trends and outlook for medium format camera systems

8.1 Rapid processing

A movement towards rapid processing aiming at (near) online orthophoto generation, e.g. for disaster
management, security applications etc. This is only possible with direct georeferencing and several
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prerequisites, such as precise online GPS/INS data, a constant interior orientation and accurate
boresight parameters, and a high speed and high quality data management. Compared to digital large
format cameras, single-head medium format cameras have two important advantages for rapid
processing: Due to the single head, fewer time-consuming preprocessing steps (stitching of the
different camera cones, colour image fusion...) are necessary before orthorectification. The smaller
images also allow for faster processing of single orthophotos. The disadvantages of this approach are
radiometric differences between adjacent images and the necessity of a GPS/INS-system.

8.2 Multi head systems

Multi medium format camera head systems such as the DIMAC, DigiCAM quattro, Trimble AIC4,
provide a similar coverage of a standard digital large format camera, but for a much lower price. By
their nature, multi-head cameras systems do not acquire vertical images but slightly oblique images.
Also, every camera of a multi-head has its own interior orientation and the relative orientation of the
different cameras may change slightly. In digital large format cameras, a laborious process is neces-
sary to generate a so called virtual image from the different single heads. With multi-head medium
format cameras a less complex strategy is to maintain an process the single images separately. The
advantages and disadvantages are described in the following table.

Single Images

Virtual image

Full (color) image information

Less images, better handling

Central perspective

Less computing time (for end user)

Smaller images, faster orthophoto
generation and web applications

“Distortion free” and georeferenced
image — GIS Data integration

More images, longer processing time (for
end user)

Additional computation steps (Stitching,
color corrections ...)

Direct georeferencing necessary

Additional correction grids necessary

Compatibility with ,,simple photogram-
metric software

Figure 12: Pros and cons of virtual images of multi head camera systems

From a geometric point of view, Jacobsen, 2009 states that, if single images of a multi head system
are to be processed independently in an aerotriangulation process additional ground control points are
necessary. Otherwise a sidelap and endlap of 70 % to 80 % is necessary to compensate for the weaker
block geometry. Therefore an economic use of single images without direct georefecencing or the
computation of a virtual image appears to be critical. From the authors point of view virtual images
will become the standard product, because they can be generated fully automatically and the users ask
for " ready to use" and distortion free images.



8.3 Forward-motion compensation (FMC)

Forward-motion compensation (FMC) will come, not by time delayed integration (TDI) but mechani-
cally. Clients ask for larger and larger ground resolution. To fulfill this wish without FMC, one may
fly slower or apply a faster shutter speed. The lenses of medium format cameras generally allow for a
minimum shutter speed of 1/1.000 s. As the pixel sizes of digital cameras become smaller (currently
6.0 um), a theoretical smear of > 0.5 pixel due to forward motion at a speed of 50 m/s becomes critical
for a GSD of < 10 cm. In order to get perfect images with a GSD of 3 — 5 cm, FMC has to be applied.

8.4 Oblique Images

Oblique images have historically been used for visualisation and interpretation purposes, rather than
for metric applications. Exceptions are the military sector and archaeology where oblique images have
long been standard for reconnaissance purposes. Anyway, until recently oblique images were general-
ly outside of the focus of photogrammetrists. They can thus be truly regarded as a new data source for
photogrammetry and GIS.

The focus of first generation of oblique camera systems, e.g. from pictometry used commercial small
format cameras in order to generate "nice pictures" in the photogrammetric context. Recently the
market demanded more and more geometrically accurate images, e.g. for automatic texture mapping
of 3D-City models, Karbe and Schroth, 2009. Therefore digital medium format cameras tightly
coupled with a GPS/INS for precise direct georeferencing are used in current systems.

Oblique images are difficult to obtain with standard mapping cameras. To fully exploit the informa-
tion from the oblique perspective, a minimum of four images from all sides have to be acquired and
managed. Only multi head medium format camera systems provide the necessary flexibility. For the
professional acquisition of oblique images several companies developed multiple camera head
solutions with five cameras (Petrie and Walker, 2007, Petrie, 2009). This configuration is also called
the "Maltese Cross" configuration. In such systems, one camera head provides a nadir view and the
other four cameras provide the fixed oblique views in different directions, see Figure 13 for examples.
Within direct georeferencing the boresight alignment of such a multi-head camera system with
overlapping images requires special treatment (Kurz et al., 2007, Jacobsen, 2008, Wiedemann, 2009).
The acquisition of oblique images requires several changes in the usual workflow for nadir (vertical)
images, from survey planning to image processing and image analysis, Grenzdorffer et al., 2008.

Maltese cross
Image configuration

Penta-DigiCAM

System MIDAS — Track' Air

Figure 13: Oblique multi head medium format camera systems (Maltese Cross)
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Digital medium format cameras are quite expensive, therefore alternatives were developed to reduce
the number of cameras and still be able to acquire images from all directions, such as the Aero
Oblique System (AOS) that has been recently built by Trimble (former RolleiMetric), Wiedemann,
2009. The AOS system comprises three Trimble AIC medium-format digital 39 MP camera units,
Figure 14. The shutters of the three cameras are synchronized to capture simultaneously the vertical
image and the two oblique images pointing in opposite directions cross-track. The complete three-
camera unit can then be rotated quickly by 90° to obtain the second pair of oblique images pointing in
the along-track direction. Due to the exposure interval of 3.5 s the minimum GSD of the system is 10
cm (in the image center ) in the rotating mode. During flight operation the complete three-camera unit
can be lowered down through the camera port in the aircraft floor to operate externally under the
aircraft. During take-off and landing the camera unit is kept inside the aircraft.

Azicam Rolleimetric AOS

Figure 14: Oblique image systems with a reduced number of image heads

Another approach is the Azicam, developed by the Bath Spa University, see Figure 14. Instead of a
normal five camera array, the Azicam is a single-medium format digital camera mounted on a rotating
plate or ‘spinner' driven by a precise friction motor to orient the camera for each shot. Navigational
and recording GPS ensures accurate geo-location. Using a single higher-resolution camera delivers a
wider area of coverage, better image quality and costs less to calibrate and maintain. The whole
system fits in an aircraft with a standard ground hole.

8.5 Increase in image size

Compared to large format cameras the digital sensors of medium format cameras have undergone a
strong and steady increase in resolution, see Figure 15. New technologies will increase the number of
pixels even further. The footprint of a single head medium format camera is similar to 1* generation
large format cameras. The standard pixel size of the latest sensors is 6 um.
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Figure 15: Development of footprints of large format cameras and medium format cameras

Currently there are three CCD-sensors commonly used. The Kodak 50100 (8176 x 6132 pix.) the
DALSA FTF6080C (6000 x 8000 pix.)* Color CCD and the Phase One P65+ (8984 x 6732). Kodak,
the supplier for the 51 Megapixel KAF-50100-CA Chip, which is currently in many medium format
cameras introduced a new Colour Filter Array (CFA) layout. This technology increases the overall
sensitivity of the sensor, as more of the photons striking the sensor are collected and used to generate
the final image. This provides an increase in the photographic speed of the sensor, which can be used
to improve performance when imaging under low light, enable faster shutter speeds (to reduce motion
blur when imaging moving subjects), or the design of smaller pixels (leading to higher resolutions in a
given optical format) while retaining performance. The pixel size of the next generation of sensors
will be 5 pm, thus leading to sensors with 11.000 x 8.000 Pix (88 Mpix.)

Nowadays digital medium format camera systems are mature airborne systems with high reliability.
With the increasing demand of “near-online” digital aerial data these systems will become even more
popular in the future.

9. Acknowledgments

Special thanks to. Michel Cramer who helped to initiate the project, as well as the reviewers which
gave valuable input to this report at the final phase. Further thanks belong to the manufacturing
companies and all people who contributed to the project.

*http://www.kodak.com/global/plugins/acrobat/en/business/ISS/datasheet/fullframe/K AF-50100Long
Spec.pdf

* http://www.dalsa.com/sensors/products/sensordetails.aspx?partNumber=FTF6080C

> http://www.phaseone.com /Digital-Backs/P65/~/media/Phase%200ne/Products/Documents/Phase-
One-645DF-P65-p-datasheet-english.ashx

261



262

10. References
Applanix 2010http://www.applanix.com/solutions/airborne/dss.html, accessed 26.3.2010

Artés, F. 2004: Medium-format digital cameras come to age.- Earth Observation Magazine October
2004, pp. 8 -12.

Cramer, M. Grenzdorffer, G., Honkavaara, E. 2010: In situ digital airborne camera validation and
certification — the future standard ?.- ISPRS Commission I Meeting, Calgary, Canada, June 15
— 18,2010, 7p.

Cramer, M. 2009: Digital Airborne camera performance - The DGPF test.- In: Fritsch (ed.): Photo-
grammetric Week ‘09.- pp. 51 — 68

Cramer, M., 2007: The EuroSDR Performance Tests for Digital Aerial Camera Systems.- In: Fritsch
(ed.): Photogrammetric Week “07.- pp. 89 — 106

Cramer, M., 2004: Performance of Medium format Digital Aerial Sensor Systems.- Proc. of the XX
ISPRS Congress, Istanbul.- IntArchPhRS VOLUME XXXV-B1, pp. 769 - 774

Cronk, S., Fraser, C.S., Hanley, H., 2006: Automatic calibration of colour digital cameras. The
Photogrammetric Record Vol. 21, No. 116: pp. 355 — 370.

Dimac 2010: http://www.dimacsystems.com/html/technical.html, accessed 14.04.2010

DIN Deutsches Institut fiir Normung e. V. (Ed.) 2007: DIN 18740-4, September 2007. Photogrammet-
rische Produkte - Teil 4: Anforderungen an digitale Luftbildkameras und an digitale Luftbilder
(in  German), english version (http://www.ifp.uni-stuttgart.de/eurosdr/meeting-ign/DIN-
English.pdf)

Dold, J. and Flint, D. 2007: Leica Geosystems Photogrammetric Sensor and Workflow Develop-
ments.- In: Fritsch (ed.): Photogrammetric Week ‘07.- pp. 3 — 12

Dorstel, C., 2009: RMK D - A true metric medium format digital aerial camera system.- In: Fritsch
(ed.): Photogrammetric Week “09.- pp. 91 — 98

EuroDAC? 2008: European Digital Airborne Camera  Certification —  EuroDAC?
http://www.eurosdr.net/projects/eurodac/ eurodac2 positionpaper.pdf (accessed 02.04.2008)

GIM International 2008: Digital Aerial Cameras: April 2008, Volume 22, Issue 4, pp. 17 — 19

Grenzdorffer, G., 2006: Praktische Erfahrungen mit dem digitalen Bildflugsystem PFIFF und einer
Rollei AIC-45 CIR.- DGPF Jahrestagung 11.-13.9.2006, Berlin: pp. 335 — 342 (in German)

Grenzdorffer G., Guretzki, M., Friedlander, 1., 2008: Photogrammetric image acquisition and image
analysis of oblique imagery.- Photogrammetric Record, Vol. 23, Issue 124 (Dec. 2008). 372 -
386

Habib, A., and M. Morgan, 2005: Stability Analysis and Geometric Calibration of Off-the-Shelf
Digital Cameras, Photogrammetric Engineering & Remote Sensing Vol. 71, No. 6, June 2005,
pp. 733-741.



Honkavaara, E., Arbiol, R., Markelin, L., Martinez, L., Cramer, M., Bovet, S., Chandelier, L., Ilves,
R., Klonus, S., Marshall, P., Sclépfer, D., Tabor, M., Thom, C., & Veje, N., 2009: Digital air-
borne photogrammetry — A new tool for quantitative remote sensing? — A state-of-the-art re-
view on radiometric aspects of digital photogrammetric images. Remote Sensing, Vol. 1, 577-
605.

Honkavaara, E., Markelin, L., 2007: Radiometric Perforamce of Digital Image Data Collection — A
comparison of ADS 40/DMC/UltraCAM and EmergeDSS.- In: Fritsch (ed.): Photogrammetric
Week ‘07.- pp. 117 - 129

Honkavaara, E. Peltoniemi, J., Ahokas, E. Kuittinen, R. Hyyppd, J. Jaakkola, J. Kaartinen, H.,
Markelin, L. Nurminen, K. and Suomalainen J., 2007: A Permanent Test Field for Digital
Photogrammetric Systems.- PE & RS, Vol. 74, No. 1, pp. 95— 106

Honkavaara E., Jaakkola, J. Markelin, L. Nurminen, K. Ahokas, E., 2006: Theoretical and empirical
evaluation of geometric performance of multi-head large format photogrammetric sensors.-
Proceedings of the Commission I Symposium “From sensors to imagery” IAPRS VOLUME
XXXVl part 1, 6 p.

IGI  2010: http://www.igi-systems.com/downloads/brochures/IGI_DigiCAM specs.pdf, accessed
13.04.2010

Ip, A. W. L., Mostafa, M. M. R., Liberty, E., Hutton, J. 2007: an end-to-end airborne digital mapping
solution, for rapid directly georeferenced orthophoto production.- Proceedings of the 2007 An-
nual Conference of the Remote Sensing & Photogrammetry Society (RSPS0c2007), 6 p.

ISO/TC211 2008: http://www.isotc211.org/, accessed 26.3.2008

Jacobsen, K., 2009: DGPF-Projekt: Evaluierung digitaler photogrammetrischer Luftlbildkamerasys-
teme - Auswerteteam Geometrie. Annual Meeting of DGPF, Jena 2009, online available at
www.ifp.uni-stuttgart.de/dgpf/PDF7Kameratest Geolnetrie V5.pdf (in German)

Jacobsen. K., 2008: Geometry of vertical and oblique image combinations.- 28th EARSeL. Sympo-
sium. Istanbul, 2008, 8 p. (=http://www.ipi.uni-hannover.de/uploads/tx_tkpublikationen
/KJ_oblique.pdf)

Jacobsen, K., 2007: Geometry and Information Contents of Large Size Digital Frame Cameras.-
ISPRS Hannover Workshop 2007, IntArchPhRS XXXVI. Band 1/W51. 7 p.

Karba, N. Schroth, R., 2009: Oblique Aerial Photography: A Status Review.- In: Fritsch, D. [Ed.]:
Photogrammetric Week "09: pp. 119 - 125

Kropfl, M., Kruck, E., Gruber, M., 2004: Geometric calibration of the digital large format camera
UltraCamD.- International Archives of Photogrammetry, Remote Sensing and Spatial Informa-
tion Sciences 35 (Part B1), 42-44.

Kurz, F., Miiller, R., Stephani, M., Reinartz, P. and Schroeder, M., 2007: Calibration of a wide-angle
digital camera system for near real time scenarios. International Archives of the Photogramme-
try, Remote Sensing and Spatial Information Sciences, 36 (1/W51): 6 pages (on CD-ROM).
http://www.commissionl.isprs.org/hannover07/paper/Kurz_mueller_etal.pdf, accessed
15.04.2010.

263



264

Lohmann, P., 2008: Pictometry und Multivision — Objektinterpretation mit Luftbildschrigaufnahmen.-
Vortrag Geomatik-Forum, HCU Hamburg. (=http://www.hcu-hamburg.de/geomatik/forum
2008/vortraecge/03 5hfg2008 Lohmann.pdf)

Luhmann, Th. Hastedt, H. and Tecklenburg, W. 2006: Modelling of chromatic aberration for high
precision photogrammetry.- Proceedings of the Commission V Symposium “Image Engineer-
ing and Vision Metrology”.- IAPRS VOLUME XXXVI, PART 5, 6 p.

Madani, M., 2010: RMK D Geometric Calibration and its Accuracy Potentials.- EuroCOW 2010: The
calibration and orientation workshop, February 10-12, 2010, Castelldefels, Spain, 14 p.

Microsoft 2010: http://www.microsoft.com/ultracam/en-us/UltraCamLp.aspx, accessed 15.04.2010

Mostafa, M., 2004: Airborne Testing of the DSS: Test Results and Analysis.- Proceedings of the XX
ISPRS Congress, Istanbul.- JAPRS VOLUME XXXV-BI1, pp. 775 — 780Petrie, G. 2009: Sys-
tematic Oblique Aerial Photography using Multiple Digital Frame Cameras.- Photogrammetric
Engineering & Remote Sensing.- p. 102 - 107 (=http://www.asprs.org
/publications/pers/2009journal/february/highlight.pdf)

Petrie, G. and Walker, A. S., 2007: Airborne digital imaging technology: A new Overview.- The
Photogrammetric Record 22 (119), 95-105.

Petrie, G., 2009a: Fully Integrated Imaging Solutions - Leica’s RCD Digital Frame Cameras.-
Geoinformatics, Sept. 2009, p 54 - 57. (=http://fluidbook.microdesign.nl/geoinformatics/06-
2009/#0)

Petrie, G., 2009b: Modular Cameras; Multiple Configurations - The IGI DigiCAM Range.- Geoin-
formatics, Sept. 2009, p 60 - 63. (=http://fluidbook.microdesign.nl/geoinformatics/06-2009/#0)

Petrie, G., 2009c: Systematic Oblique Aerial Photography Using Multiple Digital Frame Cameras.
Photogrammetric ~ Engineering &  Remote  Sensing,  2/2009, S. 102-107.
(=http://www.asprs.org/publications/pers/2009journal/february/highlight.pdf)

Reulke, R. Dorstel C. and Schwebel, R., 2007: Anforderungen an digitale Luftbildkameras und an
digitale Luftbilder, DGPF Jahrestagung, 2007

Schroth, R.W., 2007: The digital mapping camera DMC and its application potential.- ISPRS Hannov-
er Workshop 2007, IntArchPhRS XXXVI. Band 1/WS51. 7 p

Shortis, M. R. Bellmana, C. J., Robson, S. Johnston, G. J. and Johnson, G. W., 2006: Stability of
zoom and fixed lenses used with digital SLR cameras.- Proceedings of the Commission V
Symposium Image Engineering and Vision Metrology.- IAPRS VOLUME XXXVI, PART 5, 6

p.

Souchon, J.-P., Paparoditis, N., Martin, O., Meynard, C., Thom, C. 2006: Is there an ideal digital
aerial camera?.- Proceedings of the Commission I Symposium “From sensors to imagery”
IAPRS VOLUME XXXVl part 1, 6 p.

Stensaas, G., 2007: U.S. Geological Survey digital aerial mapping camera certification and quality
assurance plan for digital imagery.- In: Fritsch (ed.): Photogrammetric Week ‘07.- pp. 107 — 11



Trimble ~ 2010:  http://www.trimble.com/geospatial/Trimble-Aerial-Camera.aspx?dtID=overview,
accessed 14.04.2010

Wiedemann, A., 2009: Photogrammetrische Schriagluftbilder mit dem Aerial Oblique System AOS.-
DGPF Tagungsband 18: 8 S.

265



Index of Figures

FIGURE 1: DIFFERENT CONCEPTS FOR THE GENERATION COLOR + (IR)

IMAGES ..ottt ettt et e et e e ae e eabe e s raeeaaeenes 237
FIGURE 2: COMPARISON OF THE COSTS OF THE PHOTOGRAMMETRIC WORKFLOW

FOR LARGE FORMAT AND MEDIUM FORMAT CAMERA SYSTEMS ....... 239
FIGURE 3: COST DEGRESSION PER AREA FOR AERIAL SURVEYS AND ORTHO

PHOTO GENERATION ... 239
FIGURE 4: EXPOSURE INTERVAL OF MEDIUM FORMAT CAMERAS

(P65+ 60 MPIX.) RELATED TO GSD AND GROUND SPEED ........cccocevveunene 242
FIGURE 5: IMAGE MOTION U FOR A GSD OF 5 CM AT DIFFERENT SPEEDS OVER

GROUND AND DIFFERENT EXPOSURE TIMES ......cocovieiiieieeeeeeeeeeeene 243
FIGURE 6: SYSTEMATIC RESIDUALS OF IMAGE ERRORS, TRIMBLE AIC,

JACOBSEN, 2009 ...ttt ettt eae e eaeeeraeennean 245
FIGURE 7 : SPECTRAL RESPONSE (QUANTUM EFFICIENCY) OF THE KAF-50100

SENSOR (COLOR VERSION) ...ocuiiiiiiiiiiieieieeteeieee ettt 246
FIGURE 8: CONCEPT OF COLOUR AND CIR-MODE OF MEDIUM FORMAT

CAMERAS ... ettt ettt et e e 248
FIGURE 9: RGB AND CIR WITH BAYER PATTERN CCD .......cooviiiiiieeieeeeeeee e 248
FIGURE 10: (A) CHROMATIC ABERRATION ......ccoooiiiiiieiiiiieieeteeee ettt 249
FIGURE 11: MOIRE EFFECTS IN CIR-MODE ON AGRICULTURAL FIELDS ................... 249
FIGURE 12: PROS AND CONS OF VIRTUAL IMAGES OF MULTI HEAD CAMERA

SYSTEMS ...ttt ettt et et e e e e eteeeaeeeneeens 258
FIGURE 13: OBLIQUE MULTI HEAD MEDIUM FORMAT CAMERA SYSTEMS

(MALTESE CROSS) ...oiiiitteiiectteeeeteet ettt ettt ettt et eae s eneesaeenees 259
FIGURE 14: OBLIQUE IMAGE SYSTEMS WITH A REDUCED NUMBER OF IMAGE

HEADS oottt et e e s 260
FIGURE 15: DEVELOPMENT OF FOOTPRINTS OF LARGE FORMAT CAMERAS AND

MEDIUM FOR MAT CAMERAS ......oooiioeeeee e 261
Index of Tables
TABLE 1: COMPARISON OF COMPONENTS FOR SMALL AND MEDIUM FORMAT

CAMERA SYSTEMS ..ottt et 235
TABLE 2: COMPARISON OF ORTHO IMAGE PROCESSING WORKFLOW OF

SMALL AND MEDIUM FORMAT CAMERA SYSMS .....oooiiiiiiiieeceeeeeeeee 235
TABLE 3: COMPARISON OF ,NEW MEDIUM®“ FORMAT CAMERAS FROM LEICA,

MICROSOFT AND Z/T ..o e 236
TABLE 4: EXAMPLES OF FOOTPRINTS OF LARGE FORMAT, INTERMEDIATE

FORMAT AND MEDIUM FORMAT SYSTEMS .....cooiiiiieieeeeecee e 237
TABLE 5: MAIN DIFFERENCES BETWEEN MEDIUM AND LARGE FORMAT

DIGITAL CAMERA SYSTEMS ..o 238



LIST OF OEEPE/EuroSDR OFFICIAL PUBLICATIONS

State — Nov. 2010

1 Trombetti, C.: , Activité de la Commission A de I’OEEPE de 1960 a 1964“ — Cunietti, M.:
»Activité de la Commission B de I’OEEPE pendant la période septembre 1960 — janvier 1964 —
Forstner, R.: ,,Rapport sur les travaux et les résultats de la Commission C de I’OEEPE (1960—
1964)* — Neumaier, K.: ,Rapport de la Commission E pour Lisbonne* — Weele, 4. J. v. d.:
»Report of Commission F.* — Frankfurt a. M. 1964, 50 pages with 7 tables and 9 annexes.

2 Neumaier, K.: ,Essais d’interprétation de »Bedford« et de »Waterbury«. Rapport commun établi
par les Centres de la Commission E de I’OEEPE ayant participé aux tests* — ,,The Interpretation
Tests of »Bedford« and »Waterbury«. Common Report Established by all Participating Centres
of Commission E of OEEPE* — | Essais de restitution »Bloc Suisse«. Rapport commun établi par
les Centres de la Commission E de I’OEEPE ayant participé aux tests” — ,, Test »Schweizer
Block«. Joint Report of all Centres of Commission E of OEEPE.” — Frankfurt a. M. 1966, 60
pages with 44 annexes.

3 Cunietti, M.: ,Emploi des blocs de bandes pour la cartographie a grande échelle — Résultats des
recherches expérimentales organisées par la Commission B de ’O.E.E.P.E. au cours de la
période 1959-1966 — ,,Use of Strips Connected to Blocks for Large Scale Mapping — Results of
Experimental Research Organized by Commission B of the O.E.E.P.E. from 1959 through
1966.* — Frankfurt a. M. 1968, 157 pages with 50 figures and 24 tables.

4  Forsmer, R.: ,Sur la précision de mesures photogrammétriques de coordonnées en terrain
montagneux. Rapport sur les résultats de I’essai de Reichenbach de la Commission C de
I’OEEPE* — ,,The Accuracy of Photogrammetric Co-ordinate Measurements in Mountainous
Terrain. Report on the Results of the Reichenbach Test Commission C of the OEEPE.” —
Frankfurt a. M. 1968, Part [: 145 pages with 9 figures; Part I1: 23 pages with 65 tables.

5  Trombetti, C.: ,Les recherches expérimentales exécutées sur de longues bandes par la
Commission A de I’OEEPE.* — Frankfurt a. M. 1972, 41 pages with 1 figure, 2 tables, 96
annexes and 19 plates.

6  Neumaier, K.: ,Essai d’interprétation. Rapports des Centres de la Commission E de ’OEEPE.*
— Frankfurt a. M. 1972, 38 pages with 12 tables and 5 annexes.

7  Wiser, P.: ,Etude expérimentale de I’aérotiangulation semi-analytique. Rapport sur 1’essai
»Gramastetten«.” — Frankfurt a. M. 1972, 36 pages with 6 figures and 8 tables.

8 ,Proceedings of the OEEPE Symposium on Experimental Research on Accuracy of Aerial
Triangulation (Results of Oberschwaben Tests)“ Ackermann, F.: ,,On Statistical Investigation
into the Accuracy of Aerial Triangulation. The Test Project Oberschwaben® — , Recherches
statistiques sur la précision de I’aérotriangulation. Le champ d’essai Oberschwaben“— Belzner,
H.: , The Planning. Establishing and Flying of the Test Field Oberschwaben* — Stark, E.:
Testblock Oberschwaben, Programme I. Results of Strip Adjustments — Ackermann, F.:
»Testblock Oberschwaben, Program 1. Results of Block-Adjustment by Independent Models* —
Ebner, H.: Comparison of Different Methods of Block Adjustment® — Wiser, P.: ,Propositions
pour le traitement des erreurs non-accidentelles“— Camps, F.: ,,Résultats obtenus dans le cadre
du project Oberschwaben 2A* — Cunietti, M.; Vanossi, A.: ,,Etude statistique expérimentale des
erreurs d’enchainement des photogrammes“— Kupfer, G.: ,Image Geometry as Obtained from
Rheidt Test Area Photography* — Forstner, R.: ,,The Signal-Field of Baustetten. A Short
Report — Visser, J.; Leberl, F.; Kure, J.: ,,OEEPE Oberschwaben Reseau Investigations™ —
Bauer, H.: ,,Compensation of Systematic Errors by Analytical Block Adjustment with Common
Image Deformation Parameters.” — Frankfurt a. M. 1973, 350 pages with 119 figures, 68 tables
and | annex.

9  Beck, W.: ,,The Production of Topographic Maps at 1 : 10,000 by Photogrammetric Methods. —
With statistical evaluations, reproductions, style sheet and sample fragments by



10

11

12

13

14

15

16

17

18

19

20

21

22

23

24

Landesvermessungsamt Baden-Wiirttemberg Stuttgart. — Frankfurt a. M. 1976, 89 pages with
10 figures, 20 tables and 20 annexes.

»Résultats complémentaires de I’essai d’«Oberriet» of the Commission C de I’OEEPE — Further
Results of the Photogrammetric Tests of «Oberriet» of the Commission C of the OEEPE*

Harry, H.: ,Mesure de points de terrain non signalisés dans le champ d’essai d’«Oberriety —
Measurements of Non-Signalized Points in the Test Field «Oberriet» (Abstract) — Stickler, A.;
Waldhdusl, P.: ,Restitution graphique des points et des lignes non signalisés et leur comparaison
avec des résultats de mesures sur le terrain dans le champ d’essai d’«Oberriet» — Graphical
Plotting of Non-Signalized Points and Lines, and Comparison with Terrestrial Surveys in the
Test Field «Oberriety* — Forstner, R.: ,Résultats complémentaires des transformations de
coordonnées de 1’essai d’«Oberriet» de la Commission C de ’OEEPE — Further Results from
Co-ordinate Transformations of the Test «Oberriet» of Commission C of the OEEPE® — Schiirer,
K.: ,,Comparaison des distances d’«Oberriety — Comparison of Distances of «Oberriety
(Abstract).” — Frankfurt a. M. 1975, 158 pages with 22 figures and 26 tables.

,,25 années de ’OEEPE®

Verlaine, R.: ,,25 années d’activité de 'OEEPE* — 25 Years of OEEPE (Summary)“ — Baarda,
W.: ,Mathematical Models.” — Frankfurt a. M. 1979, 104 pages with 22 figures.

Spiess, E.: ,Revision of 1 : 25,000 Topographic Maps by Photogrammetric Methods.” —
Frankfurt a. M. 1985, 228 pages with 102 figures and 30 tables.

Timmerman, J.; Roos, P. A.; Schiirer, K.; Forstner, R.: On the Accuracy of Photogrammetric
Measurements of Buildings — Report on the Results of the Test “Dordrecht”, Carried out by
Commission C of the OEEPE. — Frankfurt a. M. 1982, 144 pages with 14 figures and 36 tables.
Thompson C. N.: Test of Digitising Methods. — Frankfurt a. M. 1984, 120 pages with 38 figures
and 18 tables.

Jaakkola, M.; Brindopke, W.; Kolbl, O.; Noukka, P.: Optimal Emulsions for Large-Scale
Mapping — Test of “Steinwedel” — Commission C of the OEEPE 1981-84. — Frankfurt a. M.
1985, 102 pages with 53 figures.

Waldhdciusl, P.: Results of the Vienna Test of OEEPE Commission C. — Kolbl, O.:
Photogrammetric Versus Terrestrial Town Survey. — Frankfurt a. M. 1986, 57 pages with 16
figures, 10 tables and 7 annexes.

Commission E of the OEEPE: Influences of Reproduction Techniques on the Identification of
Topographic Details on Orthophotomaps. — Frankfurt a. M. 1986, 138 pages with 51 figures, 25
tables and 6 appendices.

Forstner, W.: Final Report on the Joint Test on Gross Error Detection of OEEPE and ISP WG
III/1. — Frankfurt a. M. 1986, 97 pages with 27 tables and 20 figures.

Dowman, 1. J.; Ducher, G.: Spacelab Metric Camera Experiment — Test of Image Accuracy. —
Frankfurt a. M. 1987, 112 pages with 13 figures, 25 tables and 7 appendices.

Eichhorn, G.: Summary of Replies to Questionnaire on Land Information Systems —
Commission V — Land Information Systems. — Frankfurt a. M. 1988, 129 pages with 49 tables
and 1 annex.

Kolbl, O.: Proceedings of the Workshop on Cadastral Renovation — Ecole polytechnique
fédérale, Lausanne, 9—-11 September, 1987. — Frankfurt a. M. 1988, 337 pages with figures,
tables and appendices.

Rollin, J.; Dowman, I. J.: Map Compilation and Revision in Developing Areas — Test of Large
Format Camera Imagery. — Frankfurt a. M. 1988, 35 pages with 3 figures, 9 tables and 3
appendices.

Drummond, J. (ed.): Automatic Digitizing — A Report Submitted by a Working Group of
Commission D (Photogrammetry and Cartography). — Frankfurt a. M. 1990, 224 pages with 85
figures, 6 tables and 6 appendices.

Ahokas, E.; Jaakkola, J.; Sotkas, P.: Interpretability of SPOT data for General Mapping. —
Frankfurt a. M. 1990, 120 pages with 11 figures, 7 tables and 10 appendices.



25

26

27

28

29

30

31

32

33

34

35

36

37

38

39

40

41

42

43

44

Ducher, G.: Test on Orthophoto and Stereo-Orthophoto Accuracy. — Frankfurt a. M. 1991, 227
pages with 16 figures and 44 tables.

Dowman, 1. J. (ed.): Test of Triangulation of SPOT Data — Frankfurt a. M. 1991, 206 pages with
67 figures, 52 tables and 3 appendices.

Newby, P. R. T.; Thompson, C. N. (ed.): Proceedings of the ISPRS and OEEPE Joint Workshop
on Updating Digital Data by Photogrammetric Methods. — Frankfurt a. M. 1992, 278 pages with
79 figures, 10 tables and 2 appendices.

Koen, L. A.; Kolbl, O. (ed.): Proceedings of the OEEPE-Workshop on Data Quality in Land
Information Systems, Apeldoorn, Netherlands, 46 September 1991. — Frankfurt a. M. 1992,
243 pages with 62 figures, 14 tables and 2 appendices.

Burman, H.; Torlegard, K.: Empirical Results of GPS — Supported Block Triangulation. —
Frankfurt a. M. 1994, 86 pages with 5 figures, 3 tables and 8 appendices.

Gray, S. (ed.): Updating of Complex Topographic Databases. — Frankfurt a. M. 1995, 133 pages
with 2 figures and 12 appendices.

Jaakkola, J.; Sarjakoski, T.: Experimental Test on Digital Aerial Triangulation. — Frankfurt a.
M. 1996, 155 pages with 24 figures, 7 tables and 2 appendices.

Dowman, 1. J.: The OEEPE GEOSAR Test of Geocoding ERS-1 SAR Data. — Frankfurt a. M.
1996, 126 pages with 5 figures, 2 tables and 2 appendices.

Kolbl, O.: Proceedings of the OEEPE-Workshop on Application of Digital Photogrammetric
Workstations. — Frankfurt a. M. 1996, 453 pages with numerous figures and tables.

Blau, E.; Boochs, F.; Schulz, B.-S.: Digital Landscape Model for Europe (DLME). — Frankfurt a.
M. 1997, 72 pages with 21 figures, 9 tables, 4 diagrams and 15 appendices.

Fuchs, C.; Giilch, E.; Férstner, W.: OEEPE Survey on 3D-City Models.

Heipke, C.; Eder, K.: Performance of Tie-Point Extraction in Automatic Aerial Triangulation. —
Frankfurt a. M. 1998, 185 pages with 42 figures, 27 tables and 15 appendices.

Kirby, R. P.: Revision Measurement of Large Scale Topographic Data.

Héhle, J.: Automatic Orientation of Aerial Images on Database Information.

Dequal, S.; Koen, L. A.; Rinaudo, F.: Comparison of National Guidelines for Technical and
Cadastral Mapping in Europe (“Ferrara Test”) — Frankfurt a. M. 1999, 273 pages with 26
figures, 42 tables, 7 special contributions and 9 appendices.

Koelbl, O. (ed.): Proceedings of the OEEPE — Workshop on Automation in Digital
Photogrammetric Production. — Frankfurt a. M. 1999, 475 pages with numerous figures and
tables.

Gower, R.: Workshop on National Mapping Agencies and the Internet. Flotron, A.; Koelbl, O.:
Precision Terrain Model for Civil Engineering. — Frankfurt a. M. 2000, 140 pages with
numerous figures, tables and a CD.

Ruas, A.: Automatic Generalisation Project: Learning Process from Interactive Generalisation. —
Frankfurt a. M. 2001, 98 pages with 43 figures, 46 tables and 1 appendix.

Torlegard, K.; Jonas, N.: OEEPE workshop on Airborne Laserscanning and Interferometric
SAR for Detailed Digital Elevation Models. — Frankfurt a. M. 2001, CD: 299 pages with 132
figures, 26 tables, 5 presentations and 2 videos.

Radwan, M.; Onchaga, R.; Morales, J.: A Structural Approach to the Management and
Optimization of Geoinformation Processes. — Frankfurt a. M. 2001, 174 pages with 74 figures,
63 tables and 1 CD.

Heipke, C.; Sester, M.; Willrich, F. (eds.): Joint OEEPE/ISPRS Workshop — From 2D to 3D —
Establishment and maintenance of national core geospatial databases. Woodsford, P. (ed.):
OEEPE Commission 5 Workshop: Use of XML/GML. — Frankfurt a. M. 2002, CD.

Heipke, C.; Jacobsen, K.; Wegmann, H.. Integrated Sensor Orientation — Test Report and
Workshop Proceedings. — Frankfurt a. M. 2002, 302 pages with 215 figures, 139 tables and 2
appendices.

Holland, D.; Guilford, B.; Murray, K.: Topographic Mapping from High Resolution Space
Sensors. — Frankfurt a. M. 2002, 155 pages with numerous figures, tables and 7 appendices.



45

46

47

48

49

50

51

52

53
54

55
56

57

Murray, K. (ed.): OEEPE Workshop on Next Generation Spatial Database — 2005. Altan, M. O.;
Tastan, H. (eds.): OEEPE/ISPRS Joint Workshop on Spatial Data Quality Management. 2003,
CD.

Heipke, C.; Kuittinen, R.; Nagel, G. (eds.): From OEEPE to EuroSDR: 50 years of European
Spatial Data Research and beyond — Seminar of Honour. 2003, 103 pages and CD.

Woodsford, P.; Kraak, M.; Murray, K.; Chapman, D. (eds.): Visualisation and Rendering —
Proceedings EuroSDR Commission 5 Workshop. 2003, CD.

Woodsford, P. (ed.): Ontologies & Schema Translation — 2004. Bray, C. (ed.): Positional
Accuracy Improvement — 2004. Woodsford, P. (ed.): E-delivery — 2005. Workshops. 2005, CD.
Bray, C.; Ronsdorf, C. (eds.): Achieving Geometric Interoperability of Spatial Data, Workshop —
2005. Kolbe, T. H.; Groger, G. (eds.): International Workshop on Next Generation 3D City
Models — 2005. Woodsford, P. (ed.): Workshop on Feature/Object Data Models. 2006, CD.
Kaartinen, H.; Hyyppd J.: Evaluation of Building Extraction. Steinnocher, K.; Kressler, F.:
Change Detection. Bellmann, A.; Hellwich, O.: Sensor and Data Fusion Contest: Information for
Mapping from Airborne SAR and Optical Imagery (Phase ). Mayer, H.; Baltsavias, E.; Bacher,
U.: Automated Extraction, Refinement, and Update of Road Databases from Imagery and Other
Data. 2006, 280 pages.

Hoéhle, J.; Potuckova J.: The EuroSDR Test “Checking and Improving of Digital Terrain
Models”. Skaloud, J.: Reliability of Direct Georeferencing, Phase 1: An Overview of the Current
Approaches and Possibilities. Legat, K.; Skaloud, J.; Schmidt, R.: Reliability of Direct
Georeferencing, Phase 2: A Case Study on Practical Problems and Solutions. 2006, 184 pages.
Murray, K. (ed.): Proceedings of the International Workshop on Land and Marine Information
Integration. 2007, CD.

Kaartinen, H.; Hyyppd, J.: Tree Extraction. 2008, 56 pages.

Patrucco, R.; Murray, K. (eds.): Production Partnership Management Workshop — 2007. Ismael
Colomina, I.; Herndndez, E. (eds.): International Calibration and Orientation Workshop,
EuroCOW 2008. Heipke, C.; Sester, M. (eds.): Geosensor Networks Workshop. Kolbe, T. H.
(ed.): Final Report on the EuroSDR CityGML Project. 2008, CD.

Cramer, M.: Digital Camera Calibration. 2009, 257 pages.

Champion, N.: Detection of Unregistered Buildings for Updating 2D Databases. Everaerts, J.:
NEWPLATFORMS - Unconventional Platforms (Unmanned Aircraft Systems) for Remote
Sensing. 2009, 98 pages.

Streilein, A.; Kellenberger, T. (eds.): Crowd Sourcing for Updating National Databases.
Colomina, I.; Jan Skaloud, J.; Cramer, M. (eds.): International Calibration and Orientation
Workshop EuroCOW 2010. Nebiker, S.; Bleisch, S.; Giilch, E.: Final Report on EuroSDR
Project Virtual Globes. 2010, CD.

The publications can be ordered using the electronic order form of the EuroSDR website
www.eurosdr.net



