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» demonstrate the relationship between the dispersion relations in Equa-
tions 3.32 and 3.33 and the ECRH frequency requirements, we consider first
. O-mode waves with the dispersion relation given in Equation 3.32. There
- some frequencies for which there are no real solutions for the wavenum-
- k: specifically, for frequencies below the plasma frequency, k is imaginary.
implication is that waves at those frequencies exponentially diminish in
nagnitude with distance into the plasma (causality rules out the growing
¢ solution in this case). Thus, waves with o < ®,. cannot penetrate the
sma, In actual fusion plasma confined in the toroidal geometry of a
ak, the plasma density increases from zero at the edges of the torus
aximum somewhere near the center. On the other hand, the magnetic
which is proportional to the cyclotron frequency @, is largest on the
adius of the torus and decreases toward the outside radius. Applying
knowledge of wave dispersion to this inhomogeneous case, we construct
ve accessibility diagram shown in Figure 3.32a. There we have shaded
gions where locally the {requency is such that we cannot solve the
onrelation for real values of k {i.e., where @ < @), on the assumption
aves will not penetrate those regions of the plasma. The electron
n frequency will usually lie above the plasma frequency everywhere
a plasma, so that waves with O-mode polarization should always
to penctrate to the electron cyclotron resonance layer.
1ode situation is somewhat more complicated. Figure 3.32b shows
ceessibility diagram for this polarization. We can see that waves
off for frequencies below @, which is inconsequential because this
§ less than @, everywhere in the plasma. Additionally, however,
olutions to the X-mode dispersion relation exist for values of @
i and @,. Since one would not expect waves with frequencies in
ange to pass through the cutoff layer, one cannot achieve electron
esonance for X-mode waves launched from the outside of the
ever, resonance at the electron cyclotron fundamental can be
aunching these waves from the inner side of the torus. As a

FIGURE 3.31 :
Models for propagation of modes in plasma: (a) O-mode, showing polarization of E; (b} ge
etry for O-mode plasma heating; (¢) polarization for X-mode — note elliptical polarization of B

¢ The ordinary, or O-, mode, with an electric field vector that is parallel
to the magnetic field :
s The extraordinary, or X-, mode, with electric field components in the
x-y plane, i.e., perpendicular to the magnetic field, but with a com-
ponent along the wavevector

In the case of the O-modes, because E and k are perpendicular to
another, V » E = 0, so that there is no microwave space-charge associa
with the wave. On the other hand, V * E does not vanish for the X-mods
so that there is a space-charge component to these waves. To describe
propagation of waves in the plasma, we turn to the concept of the dispers
relation, which is discussed in Chapter 4. Briefly, a dispersion relation i
mathematical relationship between @ = 2f and k = 2/A (A is the wavelen
along x), which for our purposes will be used to determine where w.
may and may not propagate within the plasma and, consequently, wh
microwaves of a particular frequency and polarization should be launc
Here, we state the O- and X-mode dispersion relations without deriv
(the interested reader is directed to Chen™):
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“generated in a cavity aligned co-linearly with the beam (see Chapter 10).
The other candidates were the cyclotron autoresonant maser (CARM), which
-promised high-frequency operation at high powers using more modest val-
ues of the guiding magnetic field, and the free-electron laser (FEL), which
“can operate continuously or in a repetitively pulsed, high-peak and average
power mode. They were dropped on performance and cost grounds.
Although early heating experiments for fusion used gyroklystrons, and a
ree-electron laser was used in one experiment, all major ERCH experiments
iow employ gyro-oscillators. This is because the average power capabilities
f gyro-oscillators make them far more desirable.

Tn addition, gyrotron oscillators have countered the extensive frequency
furiabilily capabilities of gyro-amplifiers by using step funing by varying the
iagnetic field in the gyrotron. High power, step-tunable gyrotrons are desir-
ble for position-selective heating of fusion plasmas. Recent results have
hown that ECRH can modify temperature profiles to suppress internal
ring modes. The frequency is adjusted to move the absorption region in
e torus. This is achieved by using slow step tuning in which, as the mag-
netic field is varied over a broad range, the oscillation jumps from mode to
de, thus generating a broad and usually discrete radiation spectrum.
totron oscillators are now commercially available at average powers
e 1 MW for times measured in seconds at frequencies of 75 to 170 GHz.®°
is more than three orders of magnitude beyond the capability of other
ces at these frequencies. The most ambitious experiment planned is the
rnational Thermonuclear Experimental Reactor (ITER}), which is to pro-
ce fusion power of 1 GW. With ECRH, a gyrotron pulse length of ~10° sec
power of ~100 MW will be required, meaning groups of gyrotrons
ing simultaneously. Because cost is a driving factor, efficiencies greater
0% will be necessary, and therefore depressed collectors will be essen-
The present state of the art in the ITER frequency regime of 165 GHz is
oaxial gyrotron with 48% efficiency producing 2.2 MW.
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FIGURE 3.32
Wave accessibility diagrams for (a) O-mode and (b) X-mode propagation info plasma. Ry is:tli
plasma center and R is the edge. The torodial confining magnetic field decreases from inneg

outer radius.

practical matter, this method of wave launching is usually unde51ra
because the inner surface of the torus is typically quite small and crowd;
From this standpoint, it becomes desirable to generate X-mode waves at 24
so that they can propagate to this resonant surface after launching from|
outer surface of the plasma.

Other factors enter the process of selecting the optimal polarlzatlon |
frequency for plasma heating. One of these is the strength of absorptio
one of the resonant layers (m = &, or 20,.) for a wave with a given p
ization. It turns out that the O-mode at 2a,, is poorly absorbed at the e }
stages of plasma heating.® Therefore, the attractive choices are the O-m ———
at o, and the X-mode at 2w,,, which have roughly equivalent absorpti
within the plasma. An additional practical consideration is that the pro
tion of a CW source at o, (roughly 250 GHz at projected-fusion-reac
magnetic fields) with an average power of 1 MW is now a reality (Chap
10), while the production of a 1-MW CW source at twice this frequen
somewhat more difficult. We therefore are left with O-mode waves at

. as the primary immediate candidate for ECRH.

article Accelerators

the limits of our knowledge of high-energy physics with the aid of
energy accelerators. The triumphant standard model of particles and
xplains much, but is incomplete in not describing the necessary but
Higgs particle, as well as the particle masses themselves. The model
1o explanation for the dark matter that makes up 25% of the
energy of the universe, nor the dark energy, which is even larger. There
eories {e.g., supersymmetry, strings) of what lies at higher energies,
accelerators are energetic enough to explore there. So, one line of
or development is aimed at the production of beams of electrons
nergy of 1 TeV (1000 GeV). The accelerator producing such a beam

3.6.1 Sources for Electron Cyclotron Resonance Heating

Ten years ago, there were three candidate sources for ECRH. The surv
is the gyrotron, usually in a standard arrangement with the mlcrow




needed to drive electrons to such energies is far greater than a single source
can supply, so gangs of sources are made to operate in phase synchronism.
Amplifiers are used, though phase-locked oscillators can in principle work
as.-well, especially for the smaller energies needed for industrial uses such
as radiography and cancer therapy.
A key performance parameter for RF linacs is the accelerating gradient,
e rate at which the energy of the electrons increases, measured in MeV/
: The higher the gradient, the shorter a linac can be made for a given final
ﬁergy. This translates to lower costs for an accelerator, in terms of both
hardware and site acquisition costs. The average SLC gradient is 17 MeV/
m (the gradient within the accelerating sections .is somewhat higher). The
1| for a TeV machine is an accelerating gradient of the order of 100 MeV/
or more. As we will discuss shortly, meeting this goal is not possible at
present and will require serious improvement in accelerator technology.
sradient increases with frequency because breakdown strengths also
rease with frequency. On the other hand, the resonant cavities along the
celerator also become smaller with increased frequency, which reduces
éi‘gins and tolerances, so much effort has been dedicated to accelerating
ficiently through the smaller structures.
chievement of higher-accelerating gradients would have the added ben-
‘of making lower-energy RF linacs used in medical and industrial appli-
ons more compact. We mention two of these applications to illustrate
their _importance. If electrons are allowed to strike a metallic bremsstrahlung
converter, in which their kinetic energy is converted to x-rays, they can be
for industrial radiography or cancer therapy. The energetic electron
ams can also be passed through magnetic undulafors or wigglers to produce
chrotron light sources or free-electron lasers (described in Chapter 10).
Miich advanced HPM source research has been motivated by the need for
gher-energy accelerators. Before we discuss the role HPM sources will
meeting the goals of higher energy and very high accelerating gra-
i, we briefly review the basic principles of linacs. Figure 3.34 contains
ock diagram for an RF linac. Within the accelerating sections, bunches
ectrons are accelerated by the axial electric field component of HIPM, as
0 :"in Figure 3.35. The microwaves are produced in pulses of finite
ion known as the macropulse, while an individual electron bunch is
n as a micropulse. The number of RF wavelengths between micropulses
nown as the subharmonic number. The bunched beam for the accelerator
__d_}lced in an injector. Of the two main types of injectors, the more
n is the lower one shown in the figure, in which electrons from a
e are initially accelerated into a bunching section. The bunching section
ch like an accelerating section, except that in the buncher, electrons that
tially be uniformly distributed along the axis are either accelerated
lerated according to the phase of the RF signal that they experience.
rocess, known as autophasing, will bunch the electrons in the potential
of the RE. A second type of injector under development, known as a
omjector, works by pulsed-laser illumination of a cathode made of a
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FIGURE 3.33
Evolution of accelerator beam energy for different accelerator types; circular accelerator
heavy particles on the left and linear electron accelerators (linacs) on the right.

will be an RF accelerator, in which radio frequency sources (actually mic
wave, as all approaches operate above the 0.3-GHz boundary between ra
and microwave frequencies) produce the electric fields that accelerat
electrons. The evolution of particle accelerators in general, both electron’an
hadron (heavy particles such as protons) accelerators, is shown in Fig
3.33. Jon accelerators for protons and heavier nuclei use low frequencie
GHz) for acceleration, basically because they are slow compared to the mi
lighter electrons. The state-of-the-art electron accelerators are the Stanf
Linear Collider (SLC; 2.5 GHz, 45 GeV) at the Stanford Linear Accelerai
Center (SLAC) in Palo Alto, CA, and the Large Electron-Positron (LEP
GeV) Collider at the European Center for Nuclear Research (CERN) iy
Geneva, Switzerland. Both produce beams of high-energy electrons:
positrons that collide and annihilate each other, generating as a result 5
atomic particles that provide information about the basic nature of matie
and the elementary forces. The SLC, completed in 1987 and soon to be clos
has a linear accelerator, or linac, 3 km in length, producing 45-GeV pattic
LEP is a large ring-shaped accelerator with a circumference of 26.7.
initially producing oppositely directed beams of 55-GeV electrons;
positrons, now with collision energy to 209 GeV.¥! o
Because the synchrotron radiation losses of centrifugally accelerated e
trons scale as E*/R?, with E the electron energy and R the radius of curva
of the electron orbit,? a 1-TeV electron accelerator will be linear. The p
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Tt ,:_c'opper RF cavities, superconducting RF cavities, and two-beam (also
ed driving-beam) acceleration. The copper cavity (warm) approach is an
lution of SLC and uses higher-frequency high power (~100-MW) relativ-
istic klystrons, as described in Chapter 9. At SLC this method achieved a 50-
m gradient. The superconducting cavities (cold) approach offers higher
ncy, but lower accelerating gradient (~30 MV /m vs. ~100 MV /m pro-
d for copper in future development).
number of more speculative options are being explored to reach TeV
gy levels with accelerating gradients of the order of 100 MeV /m. Some
ré quite speculative and lie outside the scope of our discussion:
el “accelerators, switched power accelerators, and laser beat wave and
field accelerators using a plasma medium.%
speculative, but still unproven on a large scale, is the two-beam
elerator.5 An electron beam at low energy and high current is used to
nce HPM, which then accelerate electron bunches in an RF accelerator
high energies. The idea is not unlike that of a transformer from low
e and high current to high voltage and low current. A possible con-
: for such an accelerator using a free-electron laser to generate the
/miin Figure 3.37. An intense electron beam with an energy and
‘of the order of several MeV and several kA is generated in an
uction linac, and microwaves are produced in the FEL wiggler sections
ansmitted to the high-energy RF linac through the microwave power
energy tapped from the drive beam in the FEL is replenished in
nal induction sections.
sion has been made to build the International Linear Collider with
old tion, superconducting RF cavities. The decision was on cost/risk
d the fact that Germany is already building a coherent light source
e cold technology.®® The sources required for the cold method are
‘power, in contrast to the ~100-MW klystrons of the hot method.
ates are ~10-MW, 1-msec multibeam klystrons.
: eam approach is being carried forward for multi-TeV energies
, ina version different from that of Figure 3.37 called CLIC (Com-
ear Collider),% aiming for 3 to 5 TeV. The method is complex, with
ate- acceleration driven by 30-GHz pulses at powers of several
MW. In the present concept, the CLIC Power Extraction and Trans-
¢ (PETS) is a passive microwave device where bunches of the
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FIGURE 3.34
Diagram of microwave-driven electron linear accelerator. Photocathode injector or conventions

electron source produces bunched beam that is injected into the accelerating cavities.
3
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FIGURE 3.35
Electron beam micropulses within the macropulse in an RF wave of a microwave-driven 1

photoemitting material. With the laser pulsed at the proper frequen
bunches with the proper spacing for the accelerating section can be ma
in this way. Z
The accelerating sections tailor properties of the microwave fields so t
they can effectively interact with the electron bunches. An example of
accelerating section is shown in Figure 3.36. These sections work in on
two basic fashions. In the traveling wave accelerator, the RF is fed into:
section at one end and travels through the section with its phase in synchr
nism with the bunches so that they feel a constant accelerating force; at
exit end of the section, the RF is absorbed. In a standing wave accelerator;
RF fields are arranged in a standing wave pattern, with zero-phase velo¢
along the section axis; the frequency and phase of the fields will be such th
the bunch always feels an accelerating polarity of the fields as it passes f
cavity to cavity in the accelerating section. '




is the minimum circumference of the structare., This result comes from exper-
jmenf:..(’g The physical interpretation is that division of power by circumlier-
ence gives the power flow above a unit transverse width of structure surface
‘This linear power density is the local power available to feed a discharge'
-which determines local heating of the structure surface. A limit is reached,
:when the heating causes ablation of the surface material. When the temper-
ature rise due to heat diffusion is caused solely by a constant deposited
‘power, the ablation limit has a square-root time dependence. When an addi-
tional cooling mechanism, such as boiling, evaporation, radiation, or two-
dimensional heat conduction, is included though, the time dependence of
the limit is weaker and 1'/? becomes plausible.

Breakdown strength also scales up with frequency, going approximately
5 /%, experiments show. So higher frequencies can be more attractive, which

High-energy
electron bunch
High gradient L\
accelerating structure\ =577 I Microwave
== i) power feeds

Induction accelerator

modules |
: ; . Tapered wiggler with one reason CLIC chooses to operate at 30 GHz. As the frequency increases
“ Low-energy, curved poleface focusing ortain other desirable features are seen: energy stared in the acceierating’

1- o 3-KkA electron beam
’

_F:tion and the average RF power required decrease as 2, dissipation within
_:eﬁ:-structure and the peak RF power required decrease as /2, and the
ction length diminishes as £3/2, ’
Nota]l scalings are favorable, however. The dimensions of the acceleratin
_c_'?:;{res scale as the wavelength of the microwaves ~f1. This means thagt
drive beam interact with the impedance of a periodically corrugate e 51z§t e?-i_aHS ;f;éguﬁei;}ig;egnfgirsfgrflﬁirai;?o GHZdISb measured_- in
waveguide and preferentially excite the synchronogs traveling wave TMOQ : ome more difficult to meet. Beam quality robiemsnaan 1 o Deation
mode at 30 GHz.¥ The microwave power produced is collected at the down: gher frequencies by the wake fields that al"gexcited - ff; }? s0 exacerbated
stream end of the structure by means of the power extractor and is convey tron bunch through the accelerating structure, R ¢ hle P of the
to the main linac structure in rectangular waveguides. Principal issues ar h acts as an impulse that can excitg highe r-oraeroug dy P gakmg, the
high surface electric and_ magnetic fields and simply how to build suc the siricture. The wake fields associated wigth o n,u;.!;seilrebn}odeg of
complex and ca.refu]ly aligned system. - transverse. The longitudinal wake fields increase & :2‘2 € émgltu-
CLIC needs high power (~50-MW), long-pulse (~100-sec), 937-MHz mul udinal energy spread and a resultant bunch elongation. Th and cause
beam klystrons (see Chapter 9) to supply the RF power needed to accelera ficlds increase as £ and tend to ush the be gf? lon. O—f transverse
the low-energy, high-intensity drive beam. The CLIC technology is not: ‘needed in linear colliders the reduced sltlgu?:t ax12. er&.ﬂl’ at the
mature; challenging R&D is reqt'iired. . i d wake field magnitudes a’ccompanymg the hiu;eer iznﬁefn s1ons apd
The 30-GHz CLIC two-beam is the only method that promises to 1 the upper accelerating frequency to about 30 GH g requencies
the >100-MV /m regime, making »1-TeV electron colliders possible. The : y u Z at present.
TeV energy range will be explored initially by the Large Hydron Colli
(LHC) by 2010. If that range is not found to give physics results atira
enough to build ILC with cold technology, and if particle physicists
multi-TeV energies are needed to access physics interesting enough to just
the cost of such a large project, CLIC is the alternative to the ILC.
A limiting factor in accelerating gradient is the electric field breakdo:
limit in the accelerating structure. Breakdown in normal conducting trav
ing wave structures has been observed to variously depend on a numb
parameters, including surface electric field, pulse length, power flow;
group velocity. Current research gives a limit that is determined ove
frequency range of 3 to 30 GHz by the quantity Pt/3/C, where P i
microwave power flow through the structure, © is the pulse length, ‘an

FIGURE 3.37 :
Two-beam accelerator concept. This type uses a free-electron laser, driven by an electron beam

of several kA — several MeV to produce microwaves for the high-gradient accelerating structur
of a linac. Induction modules (see Chapter 5) resupply the beam energy lost to microwaves.

HPM technologist, reporting on a device he has built, claims the
iciency of producing microwaves is 56%. The device produces 3
in.a 100-nsec microwave pulse. The electrical input from a
/ pulse-forming network (PFN) (see Section 5.2) is at 5.35 GW.
looks good to you for your application. However, you notice
t the weight of the contractor’s pulsed power system is half a ton




attained at this point? How much more speed results if the beam
remains on beyond this point?

(about 500 kg), much too heavy for your platform. You know that
Marx/PFNs typically are available at 300 g/J. What is the contractor
not telling you?

. To scope the effect that Active Denial relies on, suppose a 94-GHz
signal is incident on salt water with conductivity at a frequency of
43 S/m. What is the skin depth (skin depth of a lossy dielectric
material is given by Equation 4.51)? If the conductivity for human
skin is 17 $/m, compute the skin depth.

. If the Vigilant Eagle system attacks a missile with a lethality thresh-
old of 1 mW/cm?, at a range of 5 km from the airfield to the missile
and a beam width of 1°, what transmitter power is required?

. A missile target is measured to have a power coupled to circuitry
inside of 1 W with 100 W/cm? incident power. Your tests show that
1 W coupled inside will produce mission failure. To get high P, you
must operate in X-band. Your mission analysis shows that for ensured
kill you must defeat the missile at a range of at least 5 km. Your
platform allows an antenna aperture no greater than 1 m, and you
estimate the antenna efficiency as 60%. What is the coupling cross
section? What is the minimum power radiated from the antenna .’
required for this mission? What is the beam size at the target?

. Tor NAGIRA, the BWO is reported to have an output of 0.5 GW.~
What is the microwave production efficiency of the BWO? If fre-
quency stability requires that pulse-to-pulse microwave power be
regulated to within 1%, and efficiency of microwave generation s’
independent of voltage, and the BWO diode is described by Child’s
law, what pulse-to-pulse voltage variation is allowed? '

. There is an optimum range of power density to operate a rectennag;
set by the rectification efficiency of diodes (Figure 3.20). You wan
to change the operating frequency on a rectenna, but keep both the
power beaming antenna aperture and the range to the rectenna fixed
You will need a new rectenna, and to keep efficiency up, will keep
its area just large enough to fill the half-power beam width. Yoti
know that the area served by a single dipole in the rectenna (Figure
2.19) is proportional to the square of the wavelength. Flow does the
number of dipole/diode elements you need vary with frequency?
How does the power per diode vary?

. Using the rocket equation, for mass ratios of 10, 100, and 1000, wha
multiples of exhaust velocity can a rocket achieve? _

. What force occurs on a 100-kg perfectly reflecting sail for 1-GW
incident beamn power? How long would the beam have to accelerale
the sail to reach an interplanetary-scale speed of 1 km/sec? :

. For a beam-driven sail, at what range does the beam width siz
exceed the sail size? If power is constant in time, what speed

10. In a sail using desorption-driven propulsion we measure the tem-
perature T%, at the peak in the desorption rate dn/dt, as 2000 K.
At this time, dn/dt is given by Equation 3.15 and dT*/dt = bT*. If
b/a = 0.5, what value of Q did the desorbing material have?

11. Model the capital cost C¢ of an interstellar beamer as the cost of
aperture with an areal cost coefficient of By($/m?), plus the cost of
power with coefficient B,($/W). Find the value of beamer diameter
D, and power P that minimizes the cost for accelerating a mass m
to a fraction k of the speed of light. Take r as the ratio of beamer
diameter D, to the diameter of the sail riding the beam, d. First, note
that at maximum useful beaming range R, the sail diameter d is
approximately the diffraction-limited beam width. Find an expres-
sion for the maximum useful accelerating time. Find P in terms of
D and use Dickinson’s observation that minimum cost for this two-
parameter model occurs when the cost of power is equal to the cost
= of aperture. For a light 100-kg sail probe and r = 275, what diameter
beamer and power are optimum at 100 GHz?
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Microwave Fundamentals

4.1 Introduction

High power microwaves are generated by transferring the kinetic energy of
oving electrons to the electromagnetic energy of the microwave fields.”
This process typically occurs in a waveguide or cavity, the role of which is
o tailor the frequency and spatial structure of the fields in a way that
ptimizes the energy extraction from certain natural modes of oscillation of
he electrons. In analyzing this process, we deal with the interactions
etween two conceptual entities: the normal electromagnetic modes of the
saveguides and cavities and the natural modes of oscillation of electron
4ms and layers. The two exist almost independently of one another except
wertain values of the frequency and wavelength, for which they exchange
ergy resonantly. We will therefore begin the chapter by reviewing the basic
icepts of electromagnetics and considering the fields within waveguides
the absence of electrons. Our emphasis will be on two key properties of
lectromagnetic fields within the waveguide: the spatial configuration
he' fields and the relationship between the oscillation frequency and
elength measured along the system axis. Our treatment will include both
oth-walled waveguides and periodic slow-wave structures, the treat-

of the latter requiring a discussion of Floguet’s theorem and Rayleigh’s
othésis. We will also touch on two features that play a role in determining
power-handling capability of high power devices: the relationship
een the power in a waveguide or cavity and the peak perpendicular

the wall, a key factor in breakdown, and resistive wall heating in
average-power devices, either continuous or rapidly pulsed. From
guides, we will graduate to cavities, which have normal modes of their
that can be treated largely by extension from the treatment of
ides, The important cavity parameter Q, the so-called gquality factor,
focus of the discussion.

. tior_l to this is Hertzian oscillators, or wideband and ultrawideband sources such as
ibed in Chapter 6, in which microwaves are generated by direct coupling between a
er soutce and an antenna.
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surface of a perfect conductor, the tangential component of the electric field
and the perpendicular component of the magnetic field must vanish. There-
fore, at a point x on the surface of the conductor, with n, a unit vector®
; tangential to the surface and n,a unit vector perpendicular to the surface,

Having introduced the key electromagnetic field concepts, we next con-
sider space-charge-limited flow of electrons, both in a diode and for a beam
in a drift tube, concepts that are key to the discussion of virtual cathodes,
We follow this with a brief discussion of beam propagation, beam equilibria,
and the formation of electron layers. We then proceed to a discussion of the
natural modes of oscillation on electron beams and layers, and classify the

different microwave soutces according to the nature of the electron oscilla- e OE(X) =0 (4.5)

tions that facilitate the transfer of electron energy to the fields. Following

that, we will take two alternative views of source classification, first by a -B(x)“ 0 (4.6)
0 .

differentiating between oscillators and amplifiers, and then by considering-
the high- and low-current regimes of operation. We then proceed to address
the topic of phase control between multiple sources being made to act in’
concert. Finally, we conclude with a discussion of the disposition of the spent
clectron beam downstream of the electromagnetic interaction region.

The Iiéfpendicular component of E and the tangential component of B,
however, can be discontinuous at the surface by an amount equal to the
qrféié_é;:c:harge density and surface current density at the surface; these can
etermined by integrating Equations 4.1 and 4.4 across the surface, which
shall discuss in context later in the chapter. We will also defer a discussion
the effect of a finite electrical conductivity ¢ at the surface.

oinrce terms p and j arise as a consequence of motion by individual
cfrons in response to the fields according to Newton’s law,

4.2 Basic Concepts in Electromagnetics

The electric and magnetic fields E and B in a microwave device are driven
by the charge and current densities p and j according to Maxwell’s equ
tions, which are the following:

P —(ErvxB) (A7)

ch the momentum p = MYV, where m is the mass of an electron, v is

VxB = i +l JE elocity: of an electron, and the relativistic factor v = (1 — v[2/&)V7
—RI T2 o wlation of p and j involves some sort of summing process on the elec-
losiire process of relating electron motions back to the source
osure p )
faxwell’s equations is an important element of any theoretical
VxE=- 9B wide variety of techniques are available for this task. For exam-
ot lectrons in a beam or layer can be treated as a fluid, the momenium
. ¥
ty in Equation 4.7 can be treated as the momentum and velocity
VeB=0 ment obeying the same equation, and the current density can
VeE=F ( j=pv (4.8)
&y

Iy,-"if there is a considerable variation of the electron velocities
mean — as would be the case for a beam with substantial
xial velocity spread — then a classical approach based on the
zmann equations might be more appropriate. With the wide
computers, numerical techniques are increasingly applied. In
vho deal with theoretical treatments of microwave systems
‘evaluate the validity of an analysis on the basis of whether

On occasion, some use the alternate field variables D = eE and H = B/
where £ and | are generalized values of the permittivity and permeabili
equal to g and i in a vacuum. The solutions to these equations mil
conform to certain boundary conditions, which play an important rol
determining the mode parameters in a waveguide or cavity, particul
when the mode wavelengths are comparable to the geometrical dimen
of the waveguide or cavity involved. The most straightforward bounc
conditions are those that apply at the surface of a perfect conductor. Att

efined by n|= 1.



Note that both of these equations are linear in the fields, B and E, éo that
_the solutions are valid for any magnitude of the field.
. To proceed, let us consider the two independent classes of solutions:*

certain common approximations are. made. First, one must look for the
degree of self-consistency, that is, the degree to which the fields, sources, and
individual electrons mutually interact with one another. As an example, in :
systems operating at low currents, certain effects due to the space charge of
the electrons can be neglected that might otherwise be significant in high-- Transverse magetic modes (TM, or E-modes) with no axial compo-
current devices. Second, one must determine if the approximation of linearity . fent of B (i.e., B, =0)

has been made. This is a perturbative approach in which functional variables:. i e electric modes (TE, or H-modes) with E, =0

are written as a large zero-order term, usually an equilibrium initial value:  HTanSoers ’ ”
plus a small time- and spatially-varying perturbation. Such analyses are
adequate for determining the small-signal or early-time behavior of systems,
but can fail for large-signal amplitudes. Third, one might see mulfiple Lime-
scale expansions, in which time averaging is used to separate rapidly, bui
periodically, varying phenomena from the slow evolution of average system
properties. Such analyses can fail when large-scale system features vary
rapidly. Fourth, in numerijcal simulations, it is not uncommon to see reduce
sreatments of some sort, fo limit the computing time and memory deman;
to manageable levels. Again, to give an example, in particle code simulation: :
many times the calculation s limited to one or two spatial dimensions, with
variations in the remaining variables neglected. '

Tri the former case, We express the transverse field components in terms
of B, while in the latter, we express the transverse field components in terms
Because we have assumed an axial symmetry for our waveguide, we
te both B and E in the form

B(x,t) = B(x, Jexp[ i(k.z — o) | (4.11)

is a vector in the plane perpendicular to the z axis. The simplicity
Jation depends on the fact that the shape of the cross section has
i along the axis or in time. In Equation 4.11, the wavenumber k,
o the wavelength along the axis of the waveguide, A,, (which is
neral, equal to the free-space wavelength A = ¢/f), by

4.3 Waveguides k,=—" 4.12)

Waveguides act as ducts for propagating microwave radiation and, unde
the proper circumstances in the presence of an electron beam, the interactio
region within which microwaves are generated. They come inawideva
of shapes and sizes, depending on the needs of the user. Let us first cons
the case of waveguides with perfectly conducting walls, with no variat
of the cross section along the axis and no electrons or dielectric within thy
waveguide (i.e., a vacuum waveguide). If we take the curl of Equation 4
and use Hquations 4.2 and 4.3, we find that B obeys the wave equation with
the waveguide when the source terms j and p vanish on the right-hand s1
of Equations 4.1 and 4.4:

@=2nf (4.13)

2

V2E, ~ K2E, + = E, =0 (4.14)
c

2
VB & o 0 e portion of the Laplacian operator that describes variations
: “plane of the waveguide. Similarly, for TE modes, using
Similarly, taking the curl of Equation 4.2 and using Bquations 4.1 and beys
we find that E obeys the same equation: '

oltition, the transverse electromagnetic mode, with no axial electtic or magnetic
tain geometries, for example, a coaxial cylindrical waveguide or a par-
ori; however, it is not supported by a hollow cylindrical waveguide or a

2 —
A% E‘—??’—O




Wg-call w,, the cutoff frequency because it is the minimum frequency al which a
et mode can propagate along the waveguide; for lower frequencies, the mode
cut off. To see this, reorder the equation to see that k2 =(w* - o )’/ ¢*. Thus
< w? , k2 < 0. Since there is no energy supplied to a passivg waveguid(;
- beams come later), this means that k, must be imaginary, and the waves
ine exponentially from the point at which they are launched.
Equations 4.20 and 4.21 are examples of dispersion relations, the relationship
tween k, and @, or equivalently between A,, and f, that must be obeyed
i a device. Note here that only the eigenvalue k, — or the cutoff
y 0, — varies from one system to the next, depending only on the
y of the waveguide. We will show that there are in fact an infinite
r of cutoff frequencies within a waveguide, each corresponding to a
wde of oscillation for the waveguide. These normal modes are the
mral_.g'todes of electromagnetic oscillation in the waveguide, analogous
ie waves on a string fixed at both ends, where higher-order modes
spond to shorter and shorter wavelengths along the string. They are
hed by several properties. If we excite one of the normal modes
ation in this mode will persist in time. If we drive the system witl{
ulse, then at long times after any initial transients have decayed the
attetn within the system will be a linear sum, or superposition, of a
ormal modes {another consequence of the linearity of Maxvaeﬂ’s
in the absence of charges and currents). Alternatively, this sum
q];mal modes will be found at one end of a long system if we

e other end with an impulse. In the following sections, we
twb_:__o_f the most common types of waveguides, those with rec’tarr
ircular cross sections.

2 2 s .
ViB,-IkiB,+— B, = 0 (4.15)
C

nd 4.15 must be solved subject to the boundary

d 4.6 for perfectly conducting walls, that the
etic field com-

Both Equations 4.14 a
conditions in Equations 4.5 an
clectric field components tangential to the wall and the magn
ponents perpendicular to the wall all vanish.

In general, for waveguides without axial variation in the cross section, we
expect that we can separate the cross-sectional variation in the fields from - veq e

that along the axis and in time, 0 that we can write

V2E, =k mE. (4.16)

d 2
ViB, =—kyB: (4.17)

The eigenvalues on the right-hand side of these equations, k; my and k Jm;
will depend on the cross-sectional shape of the waveguide; we will givi
examples shortly. Thus, we can rewrite Equations 4.14 and 4.15 in the form

1, T™ z

2
O K~ K2 |E, =0
c

'ghlar Waveguide Modes

ngider a waveguide with rectangular cross section as shown
'r;ﬁ:_ntgd so that a is the long dimension, a = b. The walls extend
x axis from x = 0 to x = a, and parallel to the y axis from y =
__s__:.gg’c_:metry x, is a vector in the x-y plane, and the eigenvalue
uations 4.16 and 4.17 become

guide intetio

Because E and B cannot vanish everywhere within the wave
sh, condition

the terms in parentheses in each of these equations must vani

we rewrite as:

@F = k2 g K2 = Qg + kZc? {
R I :
0 = k2 pc? + K2+ = wf, + ke { ViE. = P a? E, =k mE, (4.23)
where we have defined the cutoff frequency g (without the subscripté 2 g
TE ' rp | 9
or ) as : ’ VLBZ - axz .;481"[72 BZ = kaz.,TEBz (424)

We = ki.,TMC or ]CJ-,TEC iti
onditions are the following:




y TABLE 4.1
b Expressions for the TM and TE Field Quantities for a
Rectangular Waveguide in Terms of the Axial Field
Component, Derived from Equations 4.1 to 4.4
: Transverse Magnetic, TM“,p Transverse Electric, TE, P
L E =Dsin[l1£x]sin{;mtyJ BZ=Acos[mecos{P—ny]
b Y a b a b
0 " . - . B,=0 E =0
0 a
FIGURE 4.1 _t:if-}% Effk%aa%
Cross section of a rectangular waveguide. L 07 2
' E _ﬁi"‘_zé’ﬁ E =— @ 0B,
B,(x=0,y}=B, (x=ay)=0,0<y<hb (4.25a) T Ty T
# _ . o dE B =1'£aBZ
b)=0,0<x% (4.25b) : Coew Lok
B Ax,y=0}=B {x,y=0;=0, <x=a . _
xy )=8, (xy " ® 3E, k. 9B,
B, =i—- Y = y QS
b, oy K oy
— — = = = Ly < :
E, (x - Ofy)x E, (x = Q,y) =E, (x = a,y)— E, (x = a,y) 0,0sy<b (425¢ /2
; _ (nm: T (pfcc J‘
w,=kc=|—|+ e
a
Ex(x,y={)):Ez(x,y:O)zEy(x,y=b)zEz(x,y—b)=0 ,0<x<a
One can easily show that the solution to Equation 4.23 for the TM wave o (n P) 5 52
: i+ i i i . Y n
subject to the boundary conditions in Equation 4.25 is e (n,p) _ B _ %c %Tc (4.29)

E, =Dsin %x sin ijy (

ther, but not both, n or p can vanish. Table 4.1 contains the
pressions for the other field components in terms of the axial
where D is a constant related to the amplitade of the wave. We can see fro We see that the eigenvalues for the TE and TM modes are
Equation 4.26 that for TM waves, neither n nor p can be zero. The eigenval e wavepuide
and cutoff frequency are thus b

cutoff wavelength for the mode with the lowest cutoff fre-

2 1/2

® (ﬂ 17) nw ’ pr
b ()= 22\ T <

™

Similarly, one can show that the TE mode solutions are

as Ij.'factical significance, based on a historical precedent. The

- g . : _

B, = Acos T eos Eb_ y on for the many sizes of waveguide that are commonly
a

¢ mode (known as the fundamental mode for a rectangular -



grams for waves traveling along a rectangular wavegui ii
1 uide. A
oaches 0 and the wave approaches cutoff. # ® Hincreases from (03

=
=l

Fie d_ispersion relation for an electromagnetic wave propagating in £

= ke f(k_3+k§ +k2)2c. From a ray-optic viewpoint nge ce%n iew
opagation within a rectangular waveguide as if a plafne wave were
from the walls with a wavefront perpendicular to the wavgf‘:}f

1. Cross-sectional view _— E
2. Longitudinal view e H

FIGURE 4.2
Field pattexns for four of the lowest-order modes of a rectanguiar waveguide. In each case, th et ﬁk y+2kz. Because the vervendicul
I : ar
upper plot shows the fields in the cross section of the waveguide, the x-y plane, while the ] al component of E must anislil at the w afl(s)mg Eﬁerg of 3 and the
i i ) i O s Bo -
15, et al,, Microwave Engincers Handbook, ties of k, and ky are quantized. In Table 4.1, we seeuglaid gEOdrn
- . Lk, nandap

plot shows the fields in the y-z plane. (From Saad,
Vol. 1, Artech House, Norwood, M4, 1971, With permission.)

X };;?Ejt‘ir;ﬁgsii :;?:Shl or the field quantities would become
:4..3, we see that as k, — 0, the directi i
comes perpendicular to the axis, so th;’? lwlfv:xffgv ean‘zg r;}i)aia;lon
algng the axis. Figure 4.4 is a plot of Equation 4.20 (}); B uatig:rrl
m.g.le mode. For a given mode, we can see that ‘cher?e is no
y.in the range 0 < © < 0, and there are no real values of ®
‘below the lowest cutoff frequency for n = 1 and p = 0. On
d, for waves at a given frequency f, a waveguide can su | ort
ti}at hfis a cutoff frequency below o = 2nf. For exallzxp lr
ve excite a waveguide with dimensions 7.214 x 3.404 cm lzlfe;
fm?:} é{he WR284 waveguide, at f = 5 GHz. The lowest c:lltoff
or the TE and T™M modes are shown in Table 4.2. We can see
’ _ _f1v?j modes could be excited by a 5-GIHz signal — TE,
. 5 ;m TM,; — the cutoff frequency for the last two beiﬁ;
t e TE. and TM modes have the same cutoff frequencies
5 :':gygguldes galthough there are no TM, , or TM, , modes)
encies for higher-order modes lie above the S—GnI’EI i -
0t be excited. 7 signal
in this discussion of rectangular waveguides, we intr
portant Yelocities associated with wave propa:gation' t}?e_:
which is the speed at which the phase fronts advr:mce

dimension, commonly called a, measured % inches, is multiplied by 10
give the number of the guide. S0, a rectangular waveguide with a =
inches is called WR284, The guide has a cutoff in fundamental of 2.08 G
and is optimal if operated in the 2.6- 0 3.95-GHz band. A table of stand
rectangular waveguide properties appears in the formulary (see Problem

Field plots for four of the lowest-order modes in a rectangular waveg
are shown in Figure 4.2. Let us returmn to the dispersion relations in Equa
470 and 4.21. Dispersion relations ar¢ an essential tool in understan:
waves in waveguides and cavities and how they interact with electr
generate microwaves. We rewrite these equations in the form of an equa
for o (dropping the subscripts on k, for convenience): S

0= (ki + kﬁ)w c= (kfc”‘ + (ofo)

There is a different cutoff frequency for each mode, TM,, or TED,P_,.__

there are, in fact, a hierarchy of such dispersion curves. Remember: th

have oriented the waveguide s0 that a = b, so that the lowest cutoff fré;

is that for the TE,, mode. To understand the physical significance
cutoff frequency, note that if we establish the corresp 1
that k2 ~ Kk + k), with k, ~ nn/a and k, ~ pr/b, then Equation 4.30




es'para]lei to the walls of the guide, the phase velocity tends
ity, and as the waves bounce back and forth from one wall to
ith no axially directed motion, the group velocity vanishes. For
s of k,, the wavelength along the axis, A,, = 2n/k,, becomes much

W

the cross-sectional dimensions of the guide, a and b, so that a
es quasi-optically, with little effect from the waveguide.

«— @ = wZ{n, p} + ki

A

FIGURE 4.4 ‘)
The dispersion relation between @ and k, in Equation 4.30. The slopes of the two lines

are defined in Equations 4.31 and 4.32.

TABLE 4.2
Cutoff Frequencies, Measured in K E 434
GHz, for the Lowest-Order M P
Modes of the WR284 Waveguide
£, = 0. /2% (GHz)
n p a=7214cm, b = 3.404 cm ~ _kz B (4 35)
- 1, TE~z .
1 0 2.079
0 1 4.407
1 1 4.873
1 2 9.055
2.0 4.159
2 1 6.059
E(r=1)=0 (4.36)
) the transverse field components in terms of the axial field
'k oth the TM and TE modes are given in Table 4.3. There,

‘axial field solutions to Equations 4.34 and 4.35, subject to

and the group velocity, v,, which is the speed at which energy is tran
along the axs,

fms involve Bessel functions of the first kind, |, several
hichare plotted in Figure 4.5. These functions are oscillatory,
od of oscillation in the radial direction is not fixed. Second,
igenvalues for the TM and TE modes differ, unlike those for
aveguide, which are the same for both modes. As we show
the eigenvalues for the TM modes involve the roots of Ip:

dm
ngﬁ:

In Figure 4.4, v, vaties from o at k, = 0 to ¢ for large values of th
wavenumber, while v, varies from 0 to c. The variation near K;

consistent with our model of phase front motion in Figure 4.3; as th Iy (Hpn ) =0 (4.37)



curatx = 2.40, 5.52, 8.65, and so ﬁ).h..S:iinjlarly, the ei.g.en.value.s

i . iti i iodes involve the roots of the derivatives of ]

Expressions for the TM and TE Field Quantities for a C}rcular . .

Waveguide in Terms of the Axial Field Components, Derived from )

Equations 4.1 to 4.4 m Q y "
Transverse Electric, TE,, (E, = 0) o '

Transverse Magnelic, TM,,, (B, = 0)

B,=A, (kﬂ)sm(pe) 45 E'_We can see, for example, that the derivative of J; vanishes at

E, =DJ, (kir)sin(p6} ;
p( ) 1),702(n= 2), 10.2 {n = 3}, and so on; the solution at x = 0 is

k. 9E, F ;@ 198 hird, we note that we have made a choice with regard to the 0
E o L ence of the solutions; both the sine and cosine are valid solutions for
© 3B Jdcomponents of the TE and TM modes, and we have made
" =ik—glaa% BZ—IE arz pices in the absence of any wall perturbation that might disturb
kL : v in a perfectly cylindrical waveguide. Fourth, note that by
B =i 19E, B, :i%— 9B, ﬁire_nﬂon, the TE and TM modes in circular waveguides have
T ki o dered in a manner consistent with the ordering of indices on
¢ o 3E p ik 198 the Bessel functions in Equation 4.37 and the roots of the deriv-
By=i o " Tk r 0 uation 4.38, so that for cylindrical modes we write TE,, and TM,,,
- \uthal index first; fo emphasize, the first index is always the azi-

i L0 Vi “eylindrical modes.
kii%"' :" S ) gular waveguides, as the indices n and p vary, the spacing
’ , nmiodes depends on both dimensions, a and b. In circular
T (i} =0 Iy (v} =0 sn the other hand, as nand p vary, there is only one dimensional

consider, 1,, so that relative spacing between modes, after we
e dimensional parameter ¢/, is fixed. In Figure 4.6, we plot
d values of the cutoff frequencies for the lowest-order normal
tlar waveguide for positive values of p. The index n must
0; as we noted; however, the index p can range over positive
the absence of a beam, w(p, n) = o(-p, n); as we shall see
1, this symmetry can be broken in the presence of a beam with

ons: We see that the TE, ; mode has the lowest cutoff frequency
; the circular waveguide. The figure also emphasizes the
een the cutoff frequencies for the TE and TM modes. The
lation for circular waveguides has exactly the same form as that
gure 4.4, taking account of the difference in cutoff frequencies

functions has been made for convenjence
in the solutions for E, and B,, although both sines and cosines could
be used. Note the ordering on the subscripts for the TE and TM
modes; p and n are reversed, t0 be consistent with common practice.

Note: A specific choice of sine
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ies for a circular waveguide, normalized to the factor ¢/r;. The mathematical

1GURE 4.5 ¢
F cutoff frequencies are given in Table 4.3,

The first five Bessel functions of the first kind.



