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DATABASES OF PROTEIN SEQUENCES

UniProtKB

• SWISS-PROT: high-quality manual annotation

• TrEMBL: automatic annotation (TrEMBL → SWISS-PROT)

• PIR: USA

DATABASES OF DNA SEQUENCES

• EMBL-Bank : Europe (EMBL-EBI),

access from ENA (European Nucleotide Archive)

• GenBank: USA, retrieved by ENTREZ

• DDBJ Japan, retrieved by ARSA, DBGet

http://www.uniprot.org/help/uniprotkb
http://www.ebi.ac.uk/ena/
http://www.ncbi.nlm.nih.gov/genbank/
http://www.ncbi.nlm.nih.gov/nucleotide/
http://www.ddbj.nig.ac.jp/
http://arsa.ddbj.nig.ac.jp/html/


STRUCTURE DATABASES

• PDB

• PDBsum: summaries and analyses

• EDS (Uppsala): electron density maps

• EMDataBank: 3D maps from alectron microscopy

• SCOP: fold–superfamily–family

• CATH: class–architecture–topology–homology

http://www.rcsb.org/
http://www.ebi.ac.uk/pdbsum/
http://eds.bmc.uu.se/eds/
http://www.emdatabank.org/
ttp://scop.berkeley.edu/
http://www.cathdb.info/


PAIRWISE ALIGNMENT

D A G T K V S A E Q I L
| | | | | score=5, gap=0
D A G T K E C H Q I L

D A G T K V S A E Q I L
| | | | | | | | score=8, gap=1
D A G T K E C H - Q I L

D A G T K V S A E - - Q I L
| | | | | | | | | score=9, gap=5
D A G T K - - - E C H Q I L



BLOSUM62



PAIRWISE DATABASE SEARCH

Fast local similarity algorithms

• FastA

• BLAST

http://www.genome.jp/tools/fasta/
http://blast.ncbi.nlm.nih.gov/Blast.cgi


MULTIPLE ALIGNMENT

Progressive algorithms

• CLUSTAL: evolutionary tree + pairwise alignment

• PSI-BLAST: hybrid (pairwise + multiple), iterative, sensitive

Databases: Pfam, PRINTS

http://www.clustal.org
http://blast.ncbi.nlm.nih.gov/Blast.cgi
http://pfam.sanger.ac.uk/
http://www.bioinf.manchester.ac.uk/dbbrowser/PRINTS/index.php


STRUCTURE PREDICTION

• Secondary structure: PSI-PRED

• Fold: threading

• Tertiary structure from homologous structure: homology modelling

• Tertiary structure from multiple sequence alignment: AlphaFold.2

test sequence:

PIAQIHILEGRSDEQKETLIREVSEAISRSLDAPLTSVRVIITEMAKGHFGIGGELASK

http://bioinf.cs.ucl.ac.uk/psipred/
https://alphafold.cloud.e-infra.cz
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Proteins are essential to life, and understanding their structure can facilitate a 
mechanistic understanding of their function. Through an enormous experimental 
effort1–4, the structures of around 100,000 unique proteins have been determined5, but 
this represents a small fraction of the billions of known protein sequences6,7. Structural 
coverage is bottlenecked by the months to years of painstaking effort required to 
determine a single protein structure. Accurate computational approaches are needed 
to address this gap and to enable large-scale structural bioinformatics. Predicting the 
three-dimensional structure that a protein will adopt based solely on its amino acid 
sequence—the structure prediction component of the ‘protein folding problem’8—has 
been an important open research problem for more than 50 years9. Despite recent 
progress10–14, existing methods fall far short of atomic accuracy, especially when no 
homologous structure is available. Here we provide the first computational method 
that can regularly predict protein structures with atomic accuracy even in cases in which 
no similar structure is known. We validated an entirely redesigned version of our neural 
network-based model, AlphaFold, in the challenging 14th Critical Assessment of protein 
Structure Prediction (CASP14)15, demonstrating accuracy competitive with 
experimental structures in a majority of cases and greatly outperforming other 
methods. Underpinning the latest version of AlphaFold is a novel machine learning 
approach that incorporates physical and biological knowledge about protein structure, 
leveraging multi-sequence alignments, into the design of the deep learning algorithm.

The development of computational methods to predict 
three-dimensional (3D) protein structures from the protein sequence 
has proceeded along two complementary paths that focus on either the 
physical interactions or the evolutionary history. The physical interac-
tion programme heavily integrates our understanding of molecular 
driving forces into either thermodynamic or kinetic simulation of pro-
tein physics16 or statistical approximations thereof17. Although theoreti-
cally very appealing, this approach has proved highly challenging for 
even moderate-sized proteins due to the computational intractability 
of molecular simulation, the context dependence of protein stability 
and the difficulty of producing sufficiently accurate models of protein 
physics. The evolutionary programme has provided an alternative in 
recent years, in which the constraints on protein structure are derived 
from bioinformatics analysis of the evolutionary history of proteins, 
homology to solved structures18,19 and pairwise evolutionary correla-
tions20–24. This bioinformatics approach has benefited greatly from 

the steady growth of experimental protein structures deposited in 
the Protein Data Bank (PDB)5, the explosion of genomic sequencing 
and the rapid development of deep learning techniques to interpret 
these correlations. Despite these advances, contemporary physical 
and evolutionary-history-based approaches produce predictions that 
are far short of experimental accuracy in the majority of cases in which 
a close homologue has not been solved experimentally and this has 
limited their utility for many biological applications.

In this study, we develop the first, to our knowledge, computational 
approach capable of predicting protein structures to near experimental 
accuracy in a majority of cases. The neural network AlphaFold that we 
developed was entered into the CASP14 assessment (May–July 2020; 
entered under the team name ‘AlphaFold2’ and a completely different 
model from our CASP13 AlphaFold system10). The CASP assessment is 
carried out biennially using recently solved structures that have not 
been deposited in the PDB or publicly disclosed so that it is a blind test 
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Physeter macrocephalus sperm whale HGQ HGVTV

Balaena mysticetus bowhead HGQ HGNTV

Sus scrofa pig HGQ HGNTI

Orycteropus afer afer aardvark HGQ HGTTV

Equus caballus horse HGQ HGTVV

Homo sapiens man HGQ HGATV

G small
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Physeter macrocephalus sperm whale QDH HSRH

Balaena mysticetus bowhead QDH HSRH

Sus scrofa pig QEH QSKH

Orycteropus afer afer aardvark QEH QSKH

Equus caballus horse QEH HSKH

Homo sapiens man QEH QSKH

short-D 	 · · · ⊕ R – l o n g

l o n g – E 	 · · · ⊕ K-short
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for the participating methods, and has long served as the gold-standard 
assessment for the accuracy of structure prediction25,26.

In CASP14, AlphaFold structures were vastly more accurate than 
competing methods. AlphaFold structures had a median backbone 
accuracy of 0.96 Å r.m.s.d.95 (Cα root-mean-square deviation at 95% 
residue coverage) (95% confidence interval = 0.85–1.16 Å) whereas 
the next best performing method had a median backbone accuracy 
of 2.8 Å r.m.s.d.95 (95% confidence interval = 2.7–4.0 Å) (measured on 
CASP domains; see Fig. 1a for backbone accuracy and Supplementary 
Fig. 14 for all-atom accuracy). As a comparison point for this accuracy, 
the width of a carbon atom is approximately 1.4 Å. In addition to very 
accurate domain structures (Fig. 1b), AlphaFold is able to produce 
highly accurate side chains (Fig. 1c) when the backbone is highly accu-
rate and considerably improves over template-based methods even 
when strong templates are available. The all-atom accuracy of Alpha-
Fold was 1.5 Å r.m.s.d.95 (95% confidence interval = 1.2–1.6 Å) compared 
with the 3.5 Å r.m.s.d.95 (95% confidence interval = 3.1–4.2 Å) of the best 
alternative method. Our methods are scalable to very long proteins with 
accurate domains and domain-packing (see Fig. 1d for the prediction 
of a 2,180-residue protein with no structural homologues). Finally, the 
model is able to provide precise, per-residue estimates of its reliability 
that should enable the confident use of these predictions.

We demonstrate in Fig. 2a that the high accuracy that AlphaFold dem-
onstrated in CASP14 extends to a large sample of recently released PDB 

structures; in this dataset, all structures were deposited in the PDB after 
our training data cut-off and are analysed as full chains (see Methods, 
Supplementary Fig. 15 and Supplementary Table 6 for more details). 
Furthermore, we observe high side-chain accuracy when the back-
bone prediction is accurate (Fig. 2b) and we show that our confidence 
measure, the predicted local-distance difference test (pLDDT), reliably 
predicts the Cα local-distance difference test (lDDT-Cα) accuracy of the 
corresponding prediction (Fig. 2c). We also find that the global super-
position metric template modelling score (TM-score)27 can be accu-
rately estimated (Fig. 2d). Overall, these analyses validate that the high 
accuracy and reliability of AlphaFold on CASP14 proteins also transfers 
to an uncurated collection of recent PDB submissions, as would be 
expected (see Supplementary Methods 1.15 and Supplementary Fig. 11 
for confirmation that this high accuracy extends to new folds).

The AlphaFold network
AlphaFold greatly improves the accuracy of structure prediction by 
incorporating novel neural network architectures and training proce-
dures based on the evolutionary, physical and geometric constraints 
of protein structures. In particular, we demonstrate a new architecture 
to jointly embed multiple sequence alignments (MSAs) and pairwise 
features, a new output representation and associated loss that enable 
accurate end-to-end structure prediction, a new equivariant attention 
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Fig. 1 | AlphaFold produces highly accurate structures. a, The performance 
of AlphaFold on the CASP14 dataset (n = 87 protein domains) relative to the top-
15 entries (out of 146 entries), group numbers correspond to the numbers 
assigned to entrants by CASP. Data are median and the 95% confidence interval 
of the median, estimated from 10,000 bootstrap samples. b, Our prediction of 
CASP14 target T1049 (PDB 6Y4F, blue) compared with the true (experimental) 
structure (green). Four residues in the C terminus of the crystal structure are 
B-factor outliers and are not depicted. c, CASP14 target T1056 (PDB 6YJ1).  

An example of a well-predicted zinc-binding site (AlphaFold has accurate side 
chains even though it does not explicitly predict the zinc ion). d, CASP target 
T1044 (PDB 6VR4)—a 2,180-residue single chain—was predicted with correct 
domain packing (the prediction was made after CASP using AlphaFold without 
intervention). e, Model architecture. Arrows show the information flow among 
the various components described in this paper. Array shapes are shown in 
parentheses with s, number of sequences (Nseq in the main text); r, number of 
residues (Nres in the main text); c, number of channels.
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representation—for a pairwise description of amino acids to be represent-
able as a single 3D structure, many constraints must be satisfied including 
the triangle inequality on distances. On the basis of this intuition, we 
arrange the update operations on the pair representation in terms of 
triangles of edges involving three different nodes (Fig. 3c). In particular, 
we add an extra logit bias to axial attention31 to include the ‘missing edge’ 
of the triangle and we define a non-attention update operation ‘triangle 
multiplicative update’ that uses two edges to update the missing third 
edge (see Supplementary Methods 1.6.5 for details). The triangle multipli-
cative update was developed originally as a more symmetric and cheaper 
replacement for the attention, and networks that use only the attention or 
multiplicative update are both able to produce high-accuracy structures. 
However, the combination of the two updates is more accurate.

We also use a variant of axial attention within the MSA representation. 
During the per-sequence attention in the MSA, we project additional 
logits from the pair stack to bias the MSA attention. This closes the loop 
by providing information flow from the pair representation back into 
the MSA representation, ensuring that the overall Evoformer block is 
able to fully mix information between the pair and MSA representations 
and prepare for structure generation within the structure module.

 
End-to-end structure prediction
The structure module (Fig. 3d) operates on a concrete 3D backbone 
structure using the pair representation and the original sequence row 
(single representation) of the MSA representation from the trunk. The 
3D backbone structure is represented as Nres independent rotations 
and translations, each with respect to the global frame (residue gas) 
(Fig. 3e). These rotations and translations—representing the geometry 
of the N-Cα-C atoms—prioritize the orientation of the protein back-
bone so that the location of the side chain of each residue is highly 
constrained within that frame. Conversely, the peptide bond geometry 
is completely unconstrained and the network is observed to frequently 
violate the chain constraint during the application of the structure mod-
ule as breaking this constraint enables the local refinement of all parts 
of the chain without solving complex loop closure problems. Satisfac-
tion of the peptide bond geometry is encouraged during fine-tuning 
by a violation loss term. Exact enforcement of peptide bond geometry 
is only achieved in the post-prediction relaxation of the structure by 
gradient descent in the Amber32 force field. Empirically, this final relaxa-
tion does not improve the accuracy of the model as measured by the 
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Fig. 3 | Architectural details. a, Evoformer block. Arrows show the information 
flow. The shape of the arrays is shown in parentheses. b, The pair representation 
interpreted as directed edges in a graph. c, Triangle multiplicative update and 
triangle self-attention. The circles represent residues. Entries in the pair 
representation are illustrated as directed edges and in each diagram, the edge 
being updated is ij. d, Structure module including Invariant point attention (IPA) 

module. The single representation is a copy of the first row of the MSA 
representation. e, Residue gas: a representation of each residue as one 
free-floating rigid body for the backbone (blue triangles) and χ angles for the 
side chains (green circles). The corresponding atomic structure is shown below. 
f, Frame aligned point error (FAPE). Green, predicted structure; grey, true 
structure; (Rk, tk), frames; xi, atom positions.


