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SEARCHING FOR CYBERHATE 

Who is searching for cyberhate? Adolescents’ characteristics 

associated with intentional or unintentional exposure to cyberhate 

Abstract 

Cyberhate is one of the online risks that adolescents can experience online. It is considered a content 

risk when it is unintentionally encountered and a conduct risk when the user actively searches for it. 

Previous research has not differentiated between these experiences, even though they can concern 

different groups of adolescents and be connected to distinctive risk factors. To address this, our study 

firstly focuses on both unintentional and intentional exposure and investigates the individual-level risk 

factors that differentiate them. Secondly, we compare each exposed group of adolescents to those 

who were not exposed to cyberhate. We used survey data from a representative sample of adolescents 

(N = 6,033, aged 12-16, 50.3% girls) from eight European countries – Czechia, Finland, Flanders, France, 

Italy, Poland, Romania, and Slovakia, and we conducted multinomial logistic regression. Our findings 

show that adolescents with higher sensation seeking, proactive normative beliefs about aggression 

(NBA), and who report cyberhate perpetration, are at higher risk of intentionally searching for 

cyberhate contents when compared to those who are unintentionally exposed. In comparison to 

unexposed adolescents, reporting other risky experiences was a risk factor for both types of exposure. 

Furthermore, NBA worked differently – reactive NBA was a risk factor for intentional exposure, but 

proactive NBA did not play a role and even decreased the chance of unintentional exposure. Digital 

skills increased both types of exposure. Our findings stress the need to differentiate between 

intentional and unintentional cyberhate exposure and to examine proactive and reactive NBA 

separately. 

 

Keywords:  cyberhate, intentional and unintentional exposure, adolescents, normative beliefs about 

aggression, individual factors  

 

Introduction 

Hateful attitudes expressed online have been increasing.1–3 Attacks, targeting individuals or groups, 

that are motivated by a bias against a group of people4 are defined as cyberhate.  On average, 43% of 

youth from 28 European countries reported witnessing cyberhate as bystanders (i.e., they were 

exposed but not necessarily targeted by it).5  
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Extremist hate groups purposefully use the internet to target youth6–8 who might be especially 

vulnerable to extremist messages9,10 due to their identity formation and cognitive development of 

their in-group (i.e., one’s own group) and out-group (i.e., other groups) attitudes.11 Thus, the presence 

of cyberhate is particularly worrisome in the adolescent population. Exposure to cyberhate can result 

in harm on both the individual and the societal levels, like in lower subjective and physical well-

being,12,13 social trust,14 and the reinforcement of discriminatory attitudes.9,15 These all substantiate 

the need to identify at-risk adolescents. 

 

Existing Gaps and Study’s Contribution 

Though existing research has focused on the associations of cyberhate exposure,16–18 we still lack 

knowledge about the nature of unintentional (i.e., accidentally encountering cyberhate) and 

intentional (i.e., deliberately searching for cyberhate) exposure which might represent different 

experiences with different predictors and preventive approaches. An emerging line of research 

explores this difference among adults3 or in relation to online extremism.9 However, none of the 

studies investigated individual differentiating factors that are crucial to identify at-risk adolescents. 

Our study aims to fill this gap by contrasting unintentional and intentional exposure types with robust 

data from a representative sample of adolescents from eight European countries. To understand the 

risk factors for exposure, we will also compare both groups with those unexposed.  

Our findings will contribute to a theoretically nuanced understanding of cyberhate exposure 

as a double-faced risk depending on the intention behind such exposure. This distinction also has a 

practical application as these two situations ask for different preventative approaches. Our focus is on 

individual differentiating aspects of dispositional factors, other risk experiences, and digital-use 

factors.  
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Unintentional and Intentional Exposure 

Cyberhate exposure refers to situations when people see or hear hateful content online as bystanders, 

victims (i.e., are targeted by it), or perpetrators (i.e., create or share it). We focus on ethnicity, 

nationality, and religion related cyberhate, which is the most commonly witnessed by youth.3,18 

Cyberhate exposure was linked to negative behavioral outcomes as it could start a ’circle of 

violence’ from exposure to perpetration.19,20 However, cyberhate exposure results from two distinct 

risky situations related to different factors. Whereas unintentional exposure represents a content risk 

(i.e., users are exposed to potentially harmful content),21 and is a more common experience for 

adolescents;3,22 intentional searching represents a conduct risk (i.e., the adolescents actively engage in 

potentially harmful conduct);21 that is less common.3,22 Both can occur during users' everyday online 

activities, such as discussions on news websites or social media, where cyberhate is increasingly 

shared.2,23 But intentional exposure can also happen on platforms with hateful or extremist content 

adolescents might visit  to connect with like-minded people or due to thrill-seeking for polarizing 

topics. 

 

Dispositional factors 

Dispositional factors represent internal characteristics affecting one's behavior. We investigate two 

factors: sensation seeking and normative beliefs about aggression (NBA). Various studies found 

positive associations between sensation seeking (i.e., a tendency to look for new experiences) and a 

willingness to take risks,24 and involvement in online risky activities. Sensation seeking may predispose 

youth to explore the internet more, and thus, as a by-product, be more often exposed to online risks.25–

27 Thus, we presume that higher sensation seeking relates to a higher likelihood of unintentional 

exposure compared to no exposure (H1a). However, because sensation seeking is a driving mechanism 

to act in a certain way, it seems to play an especially important role for active engagement with 

cyberhate (conduct risk). Therefore, we also expect that higher sensation seeking relates to a higher 

likelihood of intentional exposure compared to unintentional (H1b) and no exposure (H1c). 
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Normative beliefs (or injunctive norms)28 are cognitive standards against which a person 

judges whether a behavior is socially appropriate.29 NBA can be differentiated into two types: beliefs 

about the acceptance of reactive/retaliative aggression (in response to injustice or for self-protection); 

and beliefs about proactive aggression (the general acceptance of aggression and its use for power or 

status).29–31 Studies showed that NBA are associated with online and offline aggressive behavior, 

including hate speech and cyberhate.28,31–33 Whereas some studies uncover a general two-way 

interaction between NBA and being involved in cyberaggression,33 others are more specific in 

associating proactive and reactive NBA with different roles in cyberhate exposure (perpetrators scoring 

highest on both proactive and reactive NBA, while victims and bystanders tend to accept aggression 

only for protection – i.e., they score high on reactive NBA, but not on proactive).31,34 Since we consider 

intentional searching for cyberhate to be a form of conduct risk and a precursor for perpetration,19,20 

and in line with the association discussed above between having a high score for both reactive and 

proactive NBA and being a cyberaggressor,31,34 we predict that higher proactive NBA relate to a higher 

likelihood of intentional exposure compared to unintentional (H2a) and no exposure (H2b), and higher 

reactive NBA relate to a higher likelihood of intentional exposure compared to unintentional (H2c) and 

no exposure (H2d). A possible explanation for these hypotheses is that adolescents with both types of 

NBA might be more inclined to look for content that aligns with their attitudes.35,36 Furthermore, 

having reactive NBA can generate more awareness because it is linked to justice sensitivity.31,37 

Therefore, we expect that those with higher reactive NBA would be more prone to noticing cyberhate 

(as an unjust situation). And we predict that higher reactive NBA relate to a higher likelihood of 

unintentional exposure compared to no exposure (H2e), since the non-exposure is measured based on 

self-report and depends not only on the actual exposure, but also on users’ readiness to be aware of 

it and acknowledge it. Since there is no strong empirical or theoretical reason to expect a difference 

between unintentional and no exposure in terms of adolescents‘ proactive NBA, we do not propose 

any hypothesis, but we will examine these associations in an explorative way. 
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Other risk experiences 

We also examine two other risk experiences of being a discriminated victim and cyberhate perpetrator. 

Overlaps among cyberhate bystanders, victims, and perpetrators have been found,18,38,39 however we 

still miss distinction of how they relate to intentional and unintentional exposure which might concern 

different groups of vulnerable adolescents and lead to different outcomes. 

Online and offline discrimination are associated.40,41 Young people who are victimized offline 

worry more about being targeted online and report more cyberhate exposure.16 Further, experience 

with hate speech and discrimination increases the sensitivity and recognition of cyberhate42 — to 

which the non-victimized population becomes desensitized due to its high prevalence.43–45 Thus, the 

adolescents who experience everyday discrimination are not only more likely to be exposed to 

cyberhate targeting their group identities, they might also be more sensitive to recognize such content 

and report exposure. Therefore, we presume that having a discrimination experience relates to a 

higher likelihood of unintentional exposure compared to no exposure (H3a). On the other hand, 

adolescents victimized by online hate find hateful materials more disturbing17 and might want to avoid 

them, thus we presume having a discrimination experience relates to a lower likelihood of intentional 

exposure compared to unintentional exposure (H3b) or no exposure (H3c).  

A link between cyberhate exposure and perpetration was also reported and discussed in 

relation to observational learning,19 or normalization of the hateful conduct by moral disengagement,46 

allowing adolescents to perpetrate hate and perceive it as normal. Further, research20,47 shows that 

seeking extremist content online is linked to political aggression, especially for those intentionally 

searching it.20 We expect that the relationship is reciprocal and also applies to cyberhate - the 

adolescents who are cyberhate perpetrators intentionally look for content from like-minded users that 

normalizes their conduct. Furthermore, cyberhate aggression consists of sharing and disseminating 

hateful content.48 Therefore, the perpetrators are likely to look for hateful content they could share or 

forward. Thus, we presume that cyberhate perpetration relates to a higher likelihood of intentional 

exposure compared to unintentional (H4a) or no exposure (H4b). Additionally, we argue that cyberhate 
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perpetration relates to a higher likelihood of unintentional exposure compared to no exposure (H4c). 

This can happen as a by-product of perpetrators’ presence in online places where cyberhate is 

prevalent or due to the algorithmic nature of online environments, where past behavior determines 

the current/future displayed content, including cyberhate.36,49 

 

Digital-use factors 

One of the factors that can bring adolescents to virtual proximity of cyberaggressors and harmful 

content are their online routines.28,50 Those can be connected to both the amount of online activity 

17,18,23 and digital skills51,52 in navigating cyberspace. Specifically, a positive association between 

cyberhate exposure and spending more time online has been found: youth who spends more time 

online have an increased chance of entering a ‘dangerous’ platform, interacting with perpetrators and 

being exposed to something harmful, including cyberhate.18 Relatedly, adolescents with higher digital 

skills engage in more online activities, and the research shows that they also experience more risks, 

including exposure to harmful online content.51–54 Thus, we assume that time spent online and digital 

skills will not affect the chances of intentional versus unintentional exposure, as they do not affect 

adolescents’ motivations to search for hateful content but rather predispose them to encounter 

hateful content during their online activities. On the other hand, we expect that spending more time 

online relates to a higher likelihood of intentional (H5a) and unintentional exposure (H5b) compared to 

no exposure; and higher digital skills relate to a higher likelihood of intentional (H6a) and unintentional 

exposure (H6b) compared to no exposure. 

 

Control variables  

In some studies, cyberhate exposure has been shown to be associated with older age;18,48 however, 

the findings about gender yield mixed results.16,17,39,55 It is also difficult to formulate age- and gender-

specific expectations when other factors are analytically controlled for.56 Thus, we will use age and 
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gender only as controls.  We will also control for the adolescents’ country, but we will not interpret 

them, because country specifics are not in our study’s focus. 

 

Methods 

Participants and procedure 

The study uses data from eight countries from the EU Kids Online IV project,57 which included questions 

about cyberhate. In each country, a representative sample of children (aged 9-16) was collected in 

2017-19. We use a subsample of adolescents (aged 12-16, N = 6,033) because cyberhate items were 

not included in the survey of younger respondents. Further, we only use data from participants who 

indicated whether they had been exposed to cyberhate (see Table 1), i.e., we excluded those with 

missing values on these items. Excluded adolescents did not differ in age (t(2869.7) = -0.42, p = .677) 

or gender (χ²(1, N = 6,004) = 0.58, p = .448). 

The data collection method included computer-assisted classroom surveys and personal 

interviews in households, and an online survey. Research Ethics Committees at the participating 

universities gave their approval to the project. The legal representative’s written informed consent 

and the participant’s oral consent were obtained. Anonymity was ensured and all participants could 

decide not to answer any question. The collected data underwent thorough checks on national and 

supra-national level to ensure their quality (see the technical report).58 

[TABLE 1] 

 

Measures 

All measures are reported in Table 2. All answer scales included the options Prefer not to Say and I 

don’t know that were treated as missing values in analysis. Cyberhate was defined at the beginning of 

the questions (Table 2) and each country used nationally relevant examples of groups that are likely 

targets of cyberhate (e.g., Muslims, Migrants, Jews, Roma). The survey was tested via cognitive testing 

with 28 children (aged 9-17). 
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The scale to measure NBA was used in previous studies both as a single scale32 and to 

differentiate between proactive and reactive NBA.31 We followed the second approach, based on the 

literature about proactive and reactive aggression.30,59,60  

We selected three of the 10 items, corresponding to our definition of cyberhate (see Table 2), 

from a perceived discrimination scale developed by the EUKO network based on the Everyday 

Discrimination Scale.61,62  

[TABLE 2]  

 

Analysis 

To compare the groups and control for the predictors’ mutual relations, we used multinomial logistic 

regression (Table 3). Although 32.6% of the participants had incomplete data across predictors, only 

4.2% of the individual responses were missing. Thus, we conducted a multiple imputation (20 

imputations) with a fully conditional specification to prevent the loss of statistical power and reduce 

nonresponse bias. During the imputation, logistic regressions were used to predict each item from all 

the other items. The presented results come from running the analyses on each of the 20 imputed 

datasets and pooling the results. Given our large sample size, we evaluated significance at α < .01.  We 

used Mahalanobis distance to identify potential outliers. Since excluding the identified cases did not 

change our results, we kept them in the analysis to conserve statistical power and to avoid 

unintentional exclusion of relevant respondents. We conducted all analyses in SPSS v28.0.1.1. The 

analytical script and correlation matrix are available via Open Science Framework (OSF): 

https://osf.io/3u8th  

Results 

First, we examined the factors related to the chances of intentional exposure rather than unintentional 

exposure. Cyberhate perpetrators (H4a) and adolescents with higher proactive NBA (H2a) or sensation 

seeking (H1b) were more likely to get exposed to cyberhate intentionally than unintentionally. On the 

https://osf.io/3u8th
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other hand, discrimination experience or having high reactive NBA were not related to higher 

intentional exposure, rebutting H2c and H3b; nor were sociodemographic or digital-use factors. 

Second, we focused on the likelihood of intentional versus no exposure. The chance of 

intentional exposure was higher among adolescents who were older, had more digital skills (H6a), 

higher sensation seeking (H1c), and higher reactive NBA (H2d). Cyberhate perpetrators (H4b) and 

adolescents with discrimination experiences (contradicting H3c) were also more likely to be 

intentionally exposed. Gender, proactive NBA, and time spent online made no difference (not 

supporting H2b and H5a). 

Lastly, we focused on the adolescents’ likelihood of being exposed to cyberhate 

unintentionally rather than being unexposed. Older adolescents, females, those with more digital skills 

(H6b), and those who experienced discrimination (H3a) or perpetrated cyberhate (H4c) were more 

likely to encounter cyberhate. In contrast, higher proactive NBA related to the lower likelihood of 

unintentional exposure which we did not hypothesize, and time spent online made no difference (not 

supporting H5b). Higher sensation seeking (H1a) and reactive NBA (H2e) seemed to increase the 

chances of unintentional exposure. However, the Box-Tidwell test suggested that the relationship 

between these two predictors and the log-odds of unintentional exposure was non-linear. Since this 

violates the assumptions of logistic regression, we recommend caution in interpreting these 

relationships. 

[TABLE 3] 

Discussion 

Our primary goal was to identify factors differentiating the intentional and unintentional cyberhate 

exposure, because they can represent different types of risks (conduct and content) for adolescents. 

Our results support the notion that they are conceptually different and should be considered as 

separate in future research.    

Comparing unintentional exposure with intentional, sensation seeking, proactive NBA, and 

being a perpetrator increase the chances of intentional seeking for cyberhate. Sensation seeking was 
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connected to conduct risks in previous research,25,35,64 which stresses its potential to contribute to 

problematic behaviors. Similarly, proactive NBA was connected to proactive aggressive behavior.31,34 

Together with the effect of perpetration, these associations suggest that intentional cyberhate seeking 

could represent more aggressive behavior or a first step toward aggressive conduct.  

Additionally, we found that proactive and reactive NBA work differently. Adolescents with 

higher proactive NBA were more likely to intentionally search for cyberhate rather than being 

unintentionally exposed, but their reactive NBA had no effect. This substantiates the more harmful 

role of proactive, rather than reactive, NBA. Though some studies found that perpetrators had both 

types of NBA higher than others,31,34 proactive NBA provides a justification for behaving aggressively 

across a wider spectrum of situations, whereas reactive NBA is limited to unjust situations. Thus, 

proactive NBA could have a wider impact than reactive NBA. This implies that preventative efforts 

might benefit from targeting specifically proactive NBA and that researchers should not combine both 

types of NBA into one score, which is sometimes done.32,65  

Proactive and reactive NBA also had different roles when comparing intentionally exposed 

adolescents with unexposed. Surprisingly, having high reactive NBA increased the chance of intentional 

exposure. It is possible that contrasting these two groups – which should, theoretically, be furthest 

from each other because one represents no risk and the other a conduct risk – made the effect more 

visible. Accepting aggression as an acceptable form of retaliation might be a part of adolescents’ moral 

disengagement process.46 Those who intentionally search for cyberhate might develop higher reactive 

NBA to justify their conduct and, reciprocally, those with high reactive NBA are more inclined to search 

content congruent with their attitudes. 

But we found no effect for proactive NBA when comparing intentional exposure to non-

exposure. We presume that adolescents with high proactive NBA might perceive cyberhate as 

something normal and be more desensitized toward it,45,66,67 thus less likely to report or acknowledge 

their exposure. This mediating effect of cyberhate sensitivity could be explored in future studies, 

following research on hate speech sensitivity and prejudice.45 Similarly, research should also focus on 
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the role of potential moderators, such as self-control, which has been found to have different effects 

on adolescents’ proactive and reactive violence.68 

Discrimination increased the chance for intentional exposure when compared to non-exposure 

— the opposite to what we expected. It is possible that discriminated adolescents may have specific 

motivations related with their coping strategies (e.g., counter-speech, helping other victims)69 to seek 

cyberhate. We cannot, however, rule out the possibility that intentional cyberhate seeking might be 

connected to their effort to retaliate, which is a maladaptive coping strategy. Previous research 

showed that some victimized adolescents indeed became perpetrators over time.70,71 This has been 

shown to be moderated by toxic online disinhibition,39 empathy or moral disengagement.72 We 

recommend that future research explores these possible moderators also in the case of cyberhate 

exposure, especially intentional exposure, and focuses on the motivations to seek cyberhate content 

and on the longitudinal effects of victimization on cyberhate perpetration.  

We also explored the factors increasing the risk of unintentional exposure compared to non-

exposure. Our results did not determine whether sensation seeking or reactive NBA played a role. 

Contrary to our expectations, higher proactive NBA were negatively associated with unintentional 

exposure. Similar to the effect of proactive NBA described above, we presume that adolescents with 

higher proactive NBA might be less sensitive toward cyberhate, and thus not report the exposure. On 

the other hand, discriminated adolescents were more likely to be unintentionally exposed. Our 

measure did not differentiate online and offline discrimination, hence this effect might indicate that 

they are victimized online because they possess the characteristics that cyberhate targets (i.e., group 

identity) or that they are more sensitive to notice cyberhate 

According to our expectations, cyberhate perpetrators are also more likely to be 

unintentionally exposed, compared to the non-exposed group. While it is only logical that perpetrators 

should not be in the unexposed group, more meaningful explanations are linked to their presence in 

online places where cyberhate is disseminated (as such, their exposure is a by-product). Additionally, 
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their higher exposure can be a consequence of algorithms on social media that provide content similar 

to what they had searched for,36 even in situations when they do not actively seek it. 

Lastly, as we hypothesized, digital-use factors did not distinguish the intentionally and the 

unintentionally exposed. Spending more time online was not a risk factor for any exposure, but digital 

skills increased both types of exposure in comparison to non-exposure. Adolescents with higher digital 

skills engage in more risky online activities and visit more spaces52–54 where they might also encounter 

cyberhate. There might also be a difference in acknowledging cyberhate. Higher digital skills might 

translate into a better comprehension of digital content and more effective recognition of problematic 

content, thus increasing the chance of reporting being exposed. 

 

Limitations 

Cyberaggression experiences, especially intentional exposure and perpetration, represent sensitive 

issues, which might be difficult to disclose. Even though we ensured anonymity, the rate of some 

experiences could be underestimated. Our findings confirmed the importance of differentiating the 

types of exposure; however, our results need to be further tested, preferably with longitudinal 

research. Lastly, we focused on individual factors, however social and cultural level factors and cross-

country differences should be also examined. 

 

Conclusion 

Cyberhate exposure can present a content risk when it is unintentionally encountered or a conduct 

risk when it is searched for intentionally. Our study identified factors connected to and differentiating 

between those risks. Intentional searching was differentiated from unintentional exposure by higher 

sensation seeking, proactive NBA, and being a cyberhate perpetrator, suggesting it is a potentially 

problematic behavior that could be a precursor to aggression. Furthermore, our study showed the 

need to distinguish between proactive and reactive NBA, which can functionally predispose 

adolescents to behave differently. 
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Table 1. Sample Description. 

Country N % female Mage SD Cyberhate exposure (% [95% CI]) 

     None Unintentional Intentional 

Czechia 1317 49.1 14.14 1.42 43.8 [41.1, 46.5] 48.8 [46.1, 51.4] 7.4 [6.0, 8.9] 

Finland 433 53.3 14.53 1.18 61.7 [57.1, 66.2] 34.2 [29.7, 38.6] 4.2 [2.3, 6.0] 

Flanders 485 54.7 14.58 1.19 50.1 [45.7, 54.5] 44.1 [39.7, 48.5] 5.8 [3.7, 7.8] 

France 513 43.5 13.95 1.40 78.0 [74.4, 81.6] 20.3 [16.8, 23.7] 1.8 [0.6, 2.9] 

Italy 481 47.2 14.03 1.42 70.3 [66.2, 74.4] 26.6 [22.7, 30.6] 3.1 [1.6, 4.7] 

Poland 426 54.9 13.50 1.41 61.3 [56.6, 65.9] 31.2 [26.8, 35.6] 7.5 [5.0, 10.0] 

Romania 336 50.8 13.76 1.56 68.2 [63.2, 73.1] 24.7 [20.1, 29.3] 7.1 [4.4, 9.9] 

Slovakia 470 52.8 14.13 1.44 72.6 [68.5, 76.6] 24.5 [20.6, 28.4] 3.0 [1.4, 4.5] 

Total 4461 50.3 14.10 1.42 59.5 [58.1, 61.0] 35.1 [33.7, 36.5] 5.3 [4.7, 6.0] 
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Table 2. Items used to measure constructs and descriptive statistics. 

Items Answering scale Source Transformation Descriptive statistics 

Cyberhate instruction 
In this survey, cyberhate refers to online contents that target 
individuals or communities on identified or supposed characteristics 
based on religion, origin, colour of skin or culture. Discrimination is 
about people feeling they are treated unfairly because of their 
physical or personal characteristics. This could be for example 
because of their physical appearance, their religion, where they come 
from or how they speak. 
 
Cyberhate exposure (outcome variable) 

    

In the PAST 12 MONTHS, have you EVER seen hateful or degrading 
messages or comments online, against people or certain groups of 
people? (This could for example be Muslims, Migrants, Jews, Roma, 
etc.) 
Have you specifically searched for sites or contents that were 
disseminating hateful or degrading messages or comments online, 
against people or certain groups of people? 

0 = no, 1 = yes 
 
 
0 = no, 1 = yes 
 
 

EUKO network48  We recoded the responses into 
one variable with three 
categories (0 = no exposure, 
1 = unintentional exposure, 
2 = intentional exposure). 

See Table 1. 

Sensation seeking (dispositional factor) 
How true are these things of you? 
- I do dangerous things for fun 
- I do exciting things, even if they are dangerous 

1 = not true; 
4 = very true 

Slater24   Spearman-Brown rho = .85, 
M = 1.58, 
SD = 0.78 

Proactive and reactive normative beliefs about aggression 
(dispositional factor) 
How strongly do you agree or disagree with the following 
statements? 
- It is OK to use violence because violence is fun (P-NBA) 
- It is OK to use violence because this is how people respect you (P-

NBA) 
- It is OK to use violence to solve the problems of the world (P-

NBA) 
- It is OK to commit terrorist acts (P-NBA) 
- It is OK to use bombs to fight injustice (P-NBA)   

1 = strongly 
disagree, 
5 = strongly agree 

EUKO network31  
 
 

 Proactive NBA (P-NBA): 
ω = .91, 
M = 1.46, 
SD = 0.85 
Reactive NBA (R-NBA): 
ω = .85, 
M = 2.27, 
SD = 1.19 
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- It is OK to use violence against someone if they start to fight with 
you first (R-NBA) 

- It is OK to use violence against someone if they insult your friends 
or your family (R-NBA) 

- It is OK to use violence against someone if they insult your friends 
or your family (R-NBA) 

Perceived discrimination (risk experiences) 
Do you sometimes feel that you are treated badly because of the 
following? 
- Because of where my family is from   
- Because of my skin color   
- Because of my religion   

1 = never, 5 = very 
often 

EUKO network, 
based on the 
Everyday 
Discrimination 
Scale62,63 

  

A dichotomous variable was 
computed 0 = none, 1 =  at least 
one form 

None 82.6%, at least one 
form 17.4%. 

Cyberhate perpetration (risk experiences) 
In the PAST 12 MONTHS, have you EVER sent hateful or degrading 
messages or comments online against someone or a group of 
people? 

0 = no, 1 = yes 
 

EUKO network48   No 93.0%, 
yes 7.0%. 

Time spent online (digital-use factors) 
About how long do you spend on the internet during a regular 
weekday (school day)? 

1 = little or no time, 
9 = about 7 hours 
or more 

EU Kids Online IV 
network58  

 M = 5.00 
SD = 2.09 

Digital skills (digital-use factors) 
On a scale from 1 to 5 where 1 is ‘Not at all true of me’ and 5 is ‘Very 
true of me’, how true are these of you? 
- I know how to save a photo that I find online  
- I know how to change my privacy settings (e.g., on a social 

networking site)  
- I find it easy to check if the information I find online is true  
- I find it easy to choose the best keywords for online searches  
- I know which information I should and shouldn’t share online  
- I know how to remove people from my contact lists  
- I know how to create and post online video or music  
- I know how to edit or make basic changes to online content that 

others have created  
- I know how to install apps on a mobile device (e.g., phone or 

tablet)  

1 = not true of me, 
5 = very true of me 

Helsper et al.63   ω = .88, 
M = 4.04, 
SD = 0.81 
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- I know how to keep track of the costs of mobile app use  
- I know how to make an in-app purchase  

 

 

Table 3. Results of Multinomial Logistic Regression Predicting Intentional and Unintentional Exposure to Cyberhate. 

 Intentional exposure 
(Reference category: Unintentional exposure) 

Intentional exposure 
(Reference category: No exposure) 

Unintentional exposure 
(Reference category: No exposure) 

 B (SE) p OR 95% CI B (SE) p OR 95% CI B (SE) p OR 95% CI 

Intercept -3.95 (0.93) <.001   -9.10 (0.89) <.001   -5.04 (0.40) <.001   

Age 0.02 (0.06) .747 1.02 [0.91, 1.14] 0.21 (0.06) <.001 1.24 [1.11, 1.38] 0.20 (0.03) <.001 1.22 [1.16, 1.28] 

Gender: Male a 0.33 (0.16) .041 1.38 [1.01, 1.89] -0.04 (0.16) .822 0.97 [0.71, 1.32] -0.36 (0.07) <.001 0.70 [0.60, 0.81] 

Time spent online 0.05 (0.04) .201 1.05 [0.97, 1.13] 0.09 (0.04) .024 1.09 [1.01, 1.18] 0.04 (0.02) .047 1.04 [1.00, 1.08] 

Digital skills 0.00 (0.12) .977 1.00 [0.80, 1.26] 0.41 (0.11) <.001 1.51 [1.21, 1.89] 0.41 (0.05) <.001 1.51 [1.36, 1.67] 

Sensation seeking b 0.30 (0.09) <.001 1.36 [1.14, 1.61] 0.59 (0.09) <.001 1.80 [1.51, 2.15] 0.28 (0.05) <.001 1.33 [1.20, 1.47] 

Normative beliefs: Proactive 0.45 (0.09) <.001 1.57 [1.32, 1.87] 0.00 (0.09) .995 1.00 [0.84, 1.19] -0.45 (0.06) <.001 0.64 [0.57, 0.71] 

Normative beliefs: Reactive b -0.07 (0.08) .388 0.94 [0.80, 1.09] 0.21 (0.08) .006 1.24 [1.06, 1.44] 0.28 (0.04) <.001 1.32 [1.23, 1.43] 

Cyberhate perpetration: Yes a 1.22 (0.21) <.001 3.39 [2.23, 5.17] 2.16 (0.39) <.001 8.69 [3.95, 19.12] 0.94 (0.32) .006 2.56 [1.35, 4.85] 

Perceived discrimination: Yes a 0.32 (0.18) .066 1.38 [0.98, 1.95] 0.60 (0.18) .001 1.83 [1.29, 2.59] 0.28 (0.10) .004 1.32 [1.10, 1.60] 

Country c             

 Flanders -0.34 (0.25) .173 0.72 [0.44, 1.16] -0.59 (0.25) .019 0.56 [0.34, 0.91] -0.25 (0.12) .035 0.78 [0.62, 0.98] 

 Finland -0.26 (0.29) .366 0.77 [0.44, 1.36] -1.04 (0.29) <.001 0.36 [0.20, 0.63] -0.78 (0.13) <.001 0.46 [0.36, 0.59] 

 France -0.59 (0.39) .133 0.56 [0.26, 1.20] -1.54 (0.39) <.001 0.22 [0.10, 0.46] -0.95 (0.13) <.001 0.39 [0.30, 0.50] 

Italy 0.18 (0.31) .562 1.20 [0.65, 2.21] -0.54 (0.31) .079 0.58 [0.32, 1.07] -0.72 (0.13) <.001 0.49 [0.38, 0.63] 

 Poland 0.25 (0.25) .318 1.28 [0.79, 2.10] -0.16 (0.25) .524 0.85 [0.52, 1.39] -0.41 (0.13) .002 0.66 [0.51, 0.86] 

 Romania 0.36 (0.29) .211 1.43 [0.82, 2.52] -0.55 (0.28) .054 0.58 [0.33, 1.01] -0.91 (0.15) <.001 0.40 [0.30, 0.55] 

 Slovakia 0.11 (0.32) .728 1.12 [0.60, 2.09] -0.89 (0.31) .004 0.41 [0.22, 0.76] -1.00 (0.13) <.001 0.37 [0.28, 0.48] 

Note. Model χ²(32) = 1018.31 – 1083.55 (across imputations), p < .001. Pseudo-R2 = .21 (Cox & Snell), .26 (Nagelkerke). Results significant at p < .01 are in bold. 

a Dichotomous variable. 
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b Linearity of logit assumption violated for prediction of unintentional exposure. 

c Czechia was used as reference. 


