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Abstract

σ factors are essential parts of bacterial RNA polymerase (RNAP) as they allow to rec-

ognize promotor sequences and initiate transcription. Domain 1.1 of vegetative σ

factors occupies the primary channel of RNAP and also prevents binding of the σ fac-

tor to promoter DNA alone. Here, we show that domain 1.1 of Bacillus subtilis σA

exists in more structurally distinct variants in dynamic equilibrium. The major confor-

mation at room temperature is represented by a previously reported well-folded

structure solved by nuclear magnetic resonance (NMR), but 4% of the protein mole-

cules are present in a less thermodynamically favorable state. We show that this pop-

ulation increases with temperature and we predict its significant elevation at higher

but still biologically relevant temperatures. We characterized the minor state of the

domain 1.1 using specialized methods of NMR. We found that, in contrast to the

major state, the detected minor state is partially unfolded. Its propensity to form sec-

ondary structure elements is especially decreased for the first and third α helices,

while the second α helix and β strand close to the C-terminus are more stable. We

also analyzed thermal unfolding of the domain 1.1 and performed functional experi-

ments with full length σA and its shortened version lacking domain 1.1 (σA_Δ1:1). The

results revealed that while full length σA increases transcription activity of RNAP with

increasing temperature, transcription with σA_Δ1:1 remains constant. In summary, this

study reveals conformational dynamics of domain 1.1 and provides a basis for studies

of its interaction with RNAP and effects on transcription regulation.
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1 | INTRODUCTION

Transcription of DNA into RNA performed by RNA polymerase

(RNAP) is a key process in any living organism. Unlike in eukaryotes,

there is only a single type of RNAP in bacteria. It is an enzyme com-

posed of several subunits. The RNAP core present in Gram-negative

bacteria is composed by five subunit (2α, β, β0, ω) and two additional

subunits δ and ϵ were identified in Gram-positive bacteria.1
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The RNAP core alone is able to elongate the transcription, but it

is not capable of its initiation without a σ factor. The σ factors are

essential for recognition of the promoter sequence, subsequent

binding of RNAP to a promoter DNA, and beginning of the tran-

scription process.2 The recognized crucial role of σ subunits in the

transcription process was used to develop new antibacterial drugs.3

The numbers of different σ factors are different in various spe-

cies. There are species with only a single σ factor, but also with more

than 100 different σ factors.4 The σ factors are divided according to

their structure into groups σ70 and σ54. There are no sequential simi-

larities between these two groups and there is also another significant

difference between these two families. The factors from the σ54 fam-

ily require binding ATP activators5 in contrast to σ70 factors. The σ70

factors are present in all bacterial species and they are divided into

four groups according to their domain composition. Vegetative σ fac-

tors essential for transcription of housekeeping genes are classified

into group 1 (σ70 in Escherichia coli, σA in Bacillus subtilis). Groups 2–4

contain σ factors dedicated to transcriptions of genes expressed upon

an environmental stress.4,5

The σ factors of the group 1 are composed of four domains:

domain 1.1, domain 2 (regions 1.2–2.4), domain 3 (regions 3.0–3.2),

and domain 4 (regions 4.1–4.2). Regions 2.4 and 4.2 are critical for

both formation of closed complex, i.e., the initial stage of binding of

RNAP to DNA, and for formation of the transcription bubble called

open complex, because they are recognizing �10 and �35 promoter

consensus hexamers. Region 1.2 affects the stability of the transcrip-

tion bubble by an interaction with DNA between the transcription

start site (þ1) and the �10 hexamer. Domain 3 binds to the �10

extended motif (TGx) preceding the �10 hexamer in some promotors

and serves to increase the affinity of RNAP to promotor resulting in

enhancement of transcription.4

Domain 1.1 exhibits a specific autoregulation function as it

inhibits the binding of the σ factor to DNA alone. Domain 1.1 of σA

bound to free RNAP occupies the DNA binding channel.6,7 The struc-

ture of domain 1.1 from B. subtilis consists of three α helices forming

a hydrophobic core and of two short β strands arranged in a parallel β

sheet.8 The secondary structure composition is similar to previously

studied domain 1.1 from Thermotoga maritima.9 However, the struc-

tures of these two domains differ despite the sequence similarities. The

first helix in the sequences has a significantly different orientation in

these two structures. Surprisingly, the arrangement of the helices form-

ing the hydrophobic core of the domain 1.1 from B. subtilis is similar to

domain 1.1 from Escherichia coli6 solved by X-ray crystallography in

complex with RNAP and to the structured domain of RNAP δ subunit

from B. subtilis.10 The structure of domain 1.1 from B. subtilis was

shown to be affected by dynamics at the μs–ms timescale, typical for

larger structure rearrangement.8 It was hypothesized8 that the deter-

mined structure of the domain 1.1 from B. subtilis is in an exchange

with a structure similar to domain 1.1 from T. maritima. Therefore, we

decided to obtain detailed information about the low populated state

of the B. subtilis with atomistic resolution. The results presented here

then reveal details of the dynamic equilibrium between the two

states, its dependence on temperature, and biological implications.

2 | RESULTS AND DISCUSSION

2.1 | Characterization of σ1:1 conformational
exchange

Our first goal was to determine the quantitative parameters of the

previously reported exchange in the backbone of the B. subtilis σ1:1

domain.8 We analyzed data provided by NMR experiments based on

the Carr, Purcell, Meiboom and Gill pulse sequence (CPMG experi-

ments).11,12 Using the CPMG approach, we measured how exchange

between conformational states contributes to the relaxation of the

signal corresponding to the magnetization of 15N in the protein back-

bone. The experiments were performed at five temperatures ranging

from 10�C to 30�C. The exchange contribution to the relaxation rate

at higher temperatures resulted in a significant attenuation of the

NMR signal, preventing a detailed analysis of the CPMG data. At

25�C, we detected exchange increasing the relaxation rates by at least

2:5 s�1 for 47 out of 71 analyzed amide 15N signals. Results are sum-

marized in Table S1. The simplest two state model of the exchange

reproduced the data well. The results of the analysis of the CPMG

data of individual residues show similar values of kinetic and ther-

modynamic parameters suggesting that they report the same

exchange event. In order to test this hypothesis, we tried to fit the

available data of residues exhibiting the significant exchange

together to obtain a single value of the exchange contribution kex

and of the population of the minor state pB for all residues at each

temperature (Table 1). The population of the minor state ranged from

approximately 8% at 30�C to less than 1.0% at the lowest tempera-

ture. We should note that an increased χ2 parameter was also

observed at 30�C and in addition, we detected two residues (A35

and F54) which cannot be included in the global fit at 30�C, in con-

trast to the lower temperatures. It indicates that the dynamics is

becoming more complicated and the application of two-state model

may not be applicable at higher temperatures. Such a trend is

expected because higher temperatures usually enhance population of

additional states which can be safely neglected at lower temperatures.

However, the significant drop of quality of NMR spectra at higher

temperatures did not allow us to study the dynamics beyond the two-

state model.

Despite the mentioned limitations, the determined populations

follow the Boltzmann's law at the temperatures 10–25�C. We

TABLE 1 Comparison of the fitted global exchange parameters at
different temperatures to the dispersion profiles, the error represents
the 99% confidence level estimated from Monte-Carlo simulations.

T(�C) kex (10
3 s�1) pB (%) Reduced χ2

30 1.24 ± 0.01 8.2 ± 0.1 2.7

25 1.05 ± 0.02 3.87 ± 0.04 1.8

20 0.91 ± 0.01 2.18 ± 0.02 2.0

15 0.81 ± 0.02 1.30 ± 0.02 3.7

10 0.76 ± 0.04 0.78 ± 0.02 3.3
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determined the enthalpy ΔH¼ 79�5ð ÞkJmol�1 and entropy

ΔS¼ 0:24�0:02ð ÞkJK�1mol�1 differences between the major and

minor state from the temperature dependence of the equilibrium

constant Ka (Figure 1A). In addition to the Ka determined based on

fundamental thermodynamics, we calculated also the thermodynamic

parameters for reaching the transition saddle point on the free

energy landscape from the major (ΔHAB ¼ 90�8ð ÞkJmol�1,

ΔSAB ¼ 0:09�0:03ð ÞkJK�1mol�1) and minor state (ΔHBA ¼
14�3ð ÞkJmol�1, ΔSBA ¼ �0:14�0:01ð ÞkJK�1mol�1) from the tem-

perature dependence of the forward and backward rate constants

(Figure 1B,C) (the calculated values should be interpreted with consid-

eration of the limitations of the used Eyring equation). Extrapolation

of the data to higher temperatures revealed that the low populated

state accounted for ca. 12% and 20% at 37:0�C and 43:5�C,

respectively.

2.2 | Structural analysis of the minor state

The NMR structure determination of proteins is most typically based

on inter-atomic proton-proton distances estimated from measured

nuclear Overhauser effect (NOE).13 As supplementary structural

information, chemical shifts of backbone nuclei and occasionally sca-

lar couplings or residual dipolar couplings (RDCs)14 are used. Unfor-

tunately, the portfolio of available methods for structure

determination of low populated states of proteins in an exchange

with their major state is more limited. It lacks the most fruitful source

of structural information, that is, the inter-atomic distance. There-

fore, structural analysis of minor states relies mostly on the chemical

shifts and RDCs.

Chemical shifts depend on the local electronic environment of

individual nuclei and therefore provide atom-specific structural infor-

mation. The chemical shifts of minor protein states with populations

of a few percent and (sub)millisecond exchange times are not

observed directly in NMR spectra.15,16 Despite that, NMR spectra of

these states can be reconstructed from resonance frequencies of the

major state, and chemical shift differences between states derived

from CPMG experiments and/or chemical exchange saturation trans-

fer (CEST) measurements (see Section 3). The detected changes of

chemical shifts may be used to map the effects of the exchange on

the structure.

Using CPMG and CEST experiments for different nuclei, we were

able to obtain nearly complete 15N, 13Cα, 13CO, 1HN backbone chemi-

cal shifts (Table S2, obtained chemical shifts were deposited in the

BioMagResBank http://www.bmrb.wisc.edu17 under accession code

51959), as well as jΔωj (difference between chemical shifts of major

and minor state) of 13C methyl side-chain chemical shifts (Table S3,

examples of CPMG and CEST profiles are showed in Figures S1, S2

and S3). We then combined the chemical shift changes of backbone

nuclei to a single parameter ΔωCSP, referred to as the chemical shift

perturbation (Equation (5) in Section 3).

Figure 2 shows a structure of the major conformation of σ1:1

color-coded according to the values of ΔωCSP for residues with the

chemical shift changes evaluated for all four backbone nuclei (residues

11–65). The negligible chemical shift perturbation of flexible termini

documents a similar distribution of conformations in both states of

the σ1:1 domain. Therefore, we assume that the termini retain their

conformational behavior. The highest ΔωCSP values were obtained for

the residues 18, 20, 28, 31, 32, 47, 52, 56, and 65 suggesting that
F IGURE 1 The dependence of equilibrium constant Ka (A),
forward kAB (B), and backward kBA (C) rate constants on temperature.
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these residues are in a much different local environment in the minor

vs. major state.

Positions of the methyl groups are also depicted in Figure 2 and

color-coded according to jΔωj. In proteins, methyl groups are sensitive

indicators of structure and dynamics18 and they often report on

events within the hydrophobic core. The CPMG experiments mea-

sured with σ1:1 samples including stereospecifically labeled methyl

groups provided us a complete set of 13C methyl chemical shifts of

the minor state. The most significant changes were identified for
13Cγ-proS of V15, 13Cδ-proS of L19, both methyls in I34, and 13Cδ-

proR of L55. All these methyls are located in a proximity of aromatic

rings in the major state (13Cγ-proS of V15 is close to F41, other men-

tioned methyls are in the proximity of Y51). It can be expected that

the significant disturbance of their chemical shifts is induced by a

change of the distance and orientation to the aromatic rings, known

for a strong effect on the chemical shifts.19 Generally, the results indi-

cate a larger structural rearrangement affecting the hydrophobic core

of the σ1:1 structure.

2.3 | Partial disorder of the minor state

The backbone chemical shift are very sensitive to the secondary struc-

tures. A lower dispersion of backbone amide proton chemical shifts

(Figure S4) indicates lower tendency of the minor state to form sec-

ondary structures. Comparison of chemical shifts of all backbone

nuclei with their random-coil values (Figure S5) confirmed that the

chemical shift changes can be interpreted as a consequence of lower

propensity of the minor state to form secondary structure.

Backbone chemical shifts also allowed us to predict the order

parameters S2, measuring angular amplitudes of motion for the back-

bone amide groups. The values estimated by the RCI approach,20 plot-

ted in Figure 3, were lower for the minor state, in agreement with the

lower content of secondary structures. The S2 values indicate that the

minor state exhibits higher flexibility (compared to the major state) in

the regions corresponding to helix 1 (residues F12–R26), helix 3 (resi-

dues S45–E57) and β-sheet 1 (residues V28–T30). The N-termini

(amino acids A1–T11) and the C-termini (amino acids S64–D71)

remain flexible in both states.

In order to quantify the tendency to form the secondary struc-

tures, the parameter secondary structure propensity (SSP)21 was cal-

culated from chemical shifts22 of both states. SSP combines chemical

shifts from different nuclei (in this case, all the aforementioned back-

bone nuclei) into a single score representing the expected tendency of

a residue to form α-helical (positive value) or extended structure (neg-

ative value). The results are presented in Figure 4. Compared to the

SSP of the major state, overall decrease in propensity to form second-

ary structure is observed across all structural elements of the minor

state. However, SSP is not uniform in the minor state. The strongest

tendency to form secondary structures was observed for helix 2 and

for the β-sheet. The minor state deviates from a random coil confor-

mation more than typical intrinsically disordered proteins (several

examples are presented in Figure S6). Most likely, the minor state can

be characterized as an ensemble of rapidly inter-converting substates

(not resolved on the μs–ms time scale probed by our experiments).

The ensemble is dominated by conformation with a folded central

region, consisting of helix 2 and the adjacent β-sheet. This conclusion

is supported by RDCs measured for both states as shown in

V15

L55

F IGURE 2 The structure of
the major state of σ1:1 (PDB
5MWW) color coded according to
the size of backbone ΔωCSP

(colored backbone) and methyl
jΔω j (colored models of CH3

groups) determined for the minor
state. The red and orange CH3

models correspond to pro-S

methyl of V15 and pro-R methyl
of L55, respectively.
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H1 S1 H2 H3 S2F IGURE 3 Dependence of
the estimated order parameter S2

based on RCI approach calculated
for the major (blue) and minor
(red) states of σ1:1.

F IGURE 4 Secondary structure propensity prediction calculated for major state (top, blue), and minor state (bottom, red). Secondary
structures of major state are shown above the graph, helical structures are in red, beta sheets structures are in green.
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Figures S7 and S8. Whereas RDCs determined for the major state are

in a good agreement with the previously solved structure,8 RDCs of

the minor state are more scattered, suggesting that the native struc-

ture is not retained.

Our investigation of the low populated state of the domain 1.1 is

one of a very limited number of studies of excited states of proteins.

Currently, NMR is the only method which allows us to determine tem-

porarily present structures with population of few percent in a

dynamic exchange with the major state. Nevertheless, NMR methods

developed for this purpose23,24 provide a fruitful insight into possible

conformational adaptability of proteins and the minor states may rep-

resent biologically interesting transition states accessed during a

ligand binding or may play a role in a binding controlled by a confor-

mational selection. In our case, the advanced NMR methods revealed

a presence of a less ordered state at a temperature far below the

melting point (see below) and allowed us to describe its structural fea-

tures with atomic resolution. The NMR analysis thus provided infor-

mation not available at elevated temperatures due to line broadening

in the NMR spectra.

2.4 | Exchange rates of amide protons

In addition to the characterization of the minor state we performed an

experiment to monitor a proton–deuterium exchange of backbone

amides of the major state at 1�C after a quick replacement of the pro-

tonated buffer for its deuterated equivalent. Decays of amide signal

intensities in time were converted to protection factors (available in

Figure S9). The exchange rate of residues outside the secondary struc-

ture elements were too fast to be detected by our approach. The pro-

tection factors of residues within the secondary structure elements

were in the order of 102–103 while the protection factors of struc-

tured proteins are expected to be in the orders 106–109.25 It suggests

the presence of an significantly less ordered state. The assumption

that the population of the minor state at 1�C is 0.24% (based on ther-

modynamical parameters of the exchange process detected by relaxa-

tion dispersion experiments) allow us to estimate the protection

factor of the minor state to be found in between 0.2 and 6. The value

of the protection factor lower than one indicates that the relaxation

dispersion experiments detected only part of the states which reduce

the protection factors.

2.5 | Thermal unfolding of the domain 1.1

As the NMR data revealed a presence of less ordered/disordered

state(s), we complemented our study by differential scanning calorim-

etry (DSC) and circular dichroism spectroscopy (CD) measured at mul-

tiple temperatures which allowed us to study thermal unfolding of

σ1:1. The DSC data were interpreted with a simple two-state model

and a more sophisticated sequential Zimm–Bragg model.26 The agree-

ment of the calorimetry data with the two state model was poor

unless the van't Hoff enthalphy is fitted separately from the overall

heat (data not shown). The Zimm–Bragg model provided a better, but

not perfect agreement with the DSC data (results shown in

Figure S10). The optimized Zimm–Bragg model was further cross-

validated using CD data27 which reflects the dependence of the heli-

city on the temperature. Non-negligible deviations were observed at

higher temperatures (Figure S10). The content of unfolded protein at

low temperatures predicted by the Zimm–Bragg model was signifi-

cantly higher than the population of the minor state revealed by the

NMR relaxation dispersion. Also, the Zimm–Bragg model predicted

quite high reduction of the helical character (approximately 11%) of

the protein at 1�C compared to the estimation of the amount of the

disordered state calculated from the proton–deuterium exchange

experiment. Altogether, the DSC and CD data provide additional

information about the conformational behavior at high temperatures

which cannot be described by simple models.

2.6 | Functional characterization of σ1:1 in
dependence on temperature

What is a possible role of the thermal unfolding of domain 1.1 in the

biological function of σ1:1? Reversible thermal denaturation of σ1:1

domain is observed with Tm ≈47�C. However, the less structured

nature of σ1:1 at high temperatures does not exclude its physiological

function. Currently, intrinsically disordered proteins are fully accepted

as a functional part of the proteome with unique biophysical proper-

ties allowing them to play various roles requiring high flexibility and

access to a larger conformational space than occupied by rigid pro-

teins. Notably, there is no crystal structure of RNAP with the σA subu-

nit from B. subtilis available and a weak electron density map of σ1:1 in

the crystal structure of RNAP from E. coli indicates that σ1:1 is highly

mobile in the holoenzyme.7 Domain 1.1 is ejected from the RNAP

channel during formation of the closed complex and its electron den-

sity is no longer observable.28

To provide insights into the potential functional importance of

the equilibrium between the ordered and less ordered states of σ1:1

we performed in vitro multiple round transcription experiments with

two variants of σ. We used the B. subtilis RNAP core containing also δ

and ϵ reconstituted with either full-length σA or σA_Δ1:1. The latter σ

variant lacked 71N-terminal residues—the entire domain 1.1. Tran-

scriptions were initiated from the strong B. subtilis rRNA promoter

rrnB P129 at two temperatures, 30�C and 45�C. Figure 5 shows differ-

ential effects of the two temperatures on transcription, depending on

the σ factor variant. Transcription with σA_Δ1:1 was virtually insensitive

to temperature, whereas transcription with σA resulted in increased

transcriptional output at the higher temperature. This result is consis-

tent with increasing flexibility of this domain with temperature. The

conformational plasticity affecting the hydrophobic core might be

important for entry/exit of this domain into/from the primary channel

of RNAP. From the biological point of view, it correlates with the need

for increased transcriptional output at the higher temperature as

B. subtilis cells grow at the fastest growth rate in the 45–50�C

range.30

6 TUŽINČIN ET AL.
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Interestingly, σ1:1 of Mycobacteria like M. smegmatis31 or

M. tuberculosis (Figure S11) are predicted to be disordered which fur-

ther supports the hypothesis of the biological relevance of the disor-

dered states of the σ1:1 from B. subtilis. It suggests that this

conformational plasticity affecting the hydrophobic core is important

for entry/exit of this domain into/from the primary channel of RNAP.

This hypothesis is consistent with a recent study that investigated

effects of the point mutation I48S in σ70 on transcription in E. coli,32

where a disturbance of the hydrophobic core of the protein resulted

in significant phenotypic changes compared to the wild-type.

Although the mutated residue I48 is weakly conserved in primary σ

factors, it is often replaced with leucine or valine with similar biophys-

ical properties. In B. subtilis this position corresponds to L55, which is

located in the C-terminal α helix and its sidechain was shown in our

study to be highly affected by the conformational exchange (Figure 2

and Table S3). A parallel can be found also with the ω subunit of

RNAP, where its flexibility is essential for its function, and even silent

mutations (mutations that do not change amino acids but codons;

subsequently, due to differential availability of aminoacylated tRNAs,

the protein is folded differently) that reduce this flexibility compro-

mise its interplay with RNAP and its biological function.33

The higher tendency of the minor state to form α helix 2 and the

β-sheet suggests that these secondary structure elements represent a

core of the σ1:1 structure. Interestingly, the less ordered helices 1 and

3 interact in E. coli RNAP holoenzyme with an α helix in a linker

between domains 1.1. and 1.2, and with the Gp2 inhibitor produced

by the bacteriophage T7.6 Helices 1 and 3 are oriented towards to the

β0 clamp whose motion was proposed to eject σ1:1 from the RNAP

cleft.28

2.7 | Conclusions

We characterized a previously detected low populated state of the

σ1:1 domain from RNA polymerase of Bacillus subtilis. Its population is

about 4% at 25�C undergoing an exchange with the major state at the

rate of approximately 103s�1. The determined thermodynamic param-

eters predict an increase of the population of the minor state with the

increasing temperature, reaching 20% at 43:5�C. The previously sug-

gested hypothesis8 that the excited state of the σ1:1 domain from

B. subtilis is similar to another known structure of σ1:1 domain from

T. maritima appears to be incorrect. Instead, the studied minor state

was identified to be more flexible than the major state and it has a

lower propensity to form a structured conformation, especially for

helices 1 and 3. We have shown that the disorder induced by the ele-

vated temperature increases the transcriptional output. We hypothe-

size that the conformational plasticity of σ1:1 plays a role in binding

and ejection of the domain 1.1 from the binding channel of RNAP.

3 | MATERIALS AND METHODS

3.1 | Sample preparation

Cloning procedure of gene encoding σ1:1 was described elsewhere.8

Expression and purification of samples are described in Appendix S1.

A purity and stability of the samples was verified prior to every NMR

measurement. A special attention was paid to avoid a contamination

of glycerol which increases viscosity of the solvent and affects the

measured relaxation rates. Four samples of wild-type σ1:1 were pre-

pared in this study, each differing in the isotopic labeling scheme,

while the buffer composition was the same, the samples contained

20mM sodium phosphate buffer, 10mM NaCl, 3mM NaN3, and the

pH was 6.6. The first sample of 1mM concentration was uniformly

labeled with 15N, 13C in a protonated solvent. The second sample of

0.8mM concentration was uniformly labeled with 15N and contained
1H at all exchangeable positions, in addition, 13C and 1H were incor-

porated into methyl groups of Thr, Met and pro-S Leu, Ile and Val resi-

dues.34 All other positions contained 2H and 12C. The third sample of

0.4mM concentration was prepared in the same way as the second

one, with the exception of 13C and 1H being incorporated in different

methyl groups of Ala and pro-R Leu, Ile and Val residues.35 The fourth

sample of 0.8mM concentration contained 2H at all exchangeable

positions and was labeled selectively at the 13Cα positions with the

exception of Ile, Leu, and Val, where 13Cα was partially enriched.36 All

other positions contained natural abundance of 1H and 12C.

F IGURE 5 Functional characterization of σ1:1 in dependence on
temperature. Multiple round transcription were performed with RNAP
reconstituted with σA or σA_Δ1:1. Representative primary data are
shown above the graph, the bands are radiolabeled transcripts
resolved on a polyacrylamide gel. The graph shows averages of three
independent experiments� SD. To facilitate comparison of the
differential effects, transcription activity at 30�C for both σ variants
was set as 1.
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3.2 | CPMG/CEST measurements

All NMR experiments were performed using Bruker Avance Neo spec-

trometers. The 15N single-quantum relaxation dispersion experiments

were performed on 13C, 15N uniformly labeled sample at 10�C, 15�C,

20�C, 25�C, and 30�C using NMR spectrometers operating at proton

frequencies of 600 and 850MHz, equipped with cryogenically cooled

TCI probes. The 15N CPMG experiment was performed in a relaxation

compensated version,37 with optimized phase cycles applied to 15N

CPMG refocusing pulses.38 Backbone amide 15N–1H residual dipolar

couplings of the minor conformation were obtained by measuring a

set of CPMG relaxation dispersion experiments (TROSY, anti-TROSY

and 1H continuous wave decoupled CPMG39) on partially aligned

samples at 25�C at 600MHz (equipped with a cryogenically cooled

TCI probe), 700MHz (equipped with a cryogenically cooled TXO

probe), and 850MHz (equipped with a cryogenically cooled TCI

probe). The maximum CPMG frequency was 1 kHz and the CPMG

relaxation delay was set to 36ms in all 15N CPMG experiments. Align-

ment was achieved using Pf1 phage40 (approximately 18mg/mL,

ASLA Biotech) and PEG (C12E5)/hexanol media.41 The analysis of

CPMG experiments measured with alignment media were comple-

mented with experiments for measurement of the amide 15N longitu-

dinal relaxation rates and relaxation rates of two-spin order39 of the

amide 15N–1H spin pair. Residual dipolar couplings of the major state

conformation were measured using the IPAP approach.42 15N chemi-

cal shifts of the minor state were verified by a CEST experiment43

performed at a 950MHz spectrometer equipped with a cryogenically

cooled TCI probe using 15N labeled NMR sample. The CEST experi-

ment was measured with the relaxation delay TEX =0.4 s and irradia-

tion with 15N B1 field amplitude 29Hz. The 15N carrier frequency was

set to 118.5 ppm and the CEST irradiation offset ranged from �1800

to 1650Hz with 25Hz steps. Values of 13Cα , 13CO, 1HN chemical

shifts of the minor state have been derived from CEST-based experi-

ments.44–47 The 13CO CEST experiment46 was performed at the

700MHz spectrometer equipped with a cryogenically cooled TXO

probe with the 13C and 15N uniformly labeled sample, the CEST irradi-

ation with the B1 field amplitude 32Hz was applied during the

TEX ¼0:4s period. The 13C carrier was set to 178.7 ppm and the CEST

irradiation offsets ranged from �1400 to 1400Hz with spacing of

25Hz. The 13Cα CEST experiment44 was performed at the 700MHz

spectrometer equipped with a cryogenically cooled TXO probe with

the specifically labeled 13Cα sample and at the 700MHz spectrometer

equipped with a cryogenically cooled TCI probe with uniformly 15N

and 13C labeled sample using a different variant of the CEST experi-

ment45 with detection in the form of 1H–15N correlation spectra. The

identical length of the CEST irradiation period TEX ¼0:4 s was used in

all 13Cα CEST experiments together with the CEST irradiation offsets

ranging from �2050 to 2100Hz with 50Hz spacing. The CEST experi-

ment performed with the specifically labeled sample was measured

with the CEST 13C B1 irradiation field amplitude 26Hz, the 13C carrier

frequency was set to 57ppm. The 13Cα CEST experiment measured

with the uniformly labeled sample was performed with the CEST 13C

B1 field of 30Hz and the 13C carrier frequency was set to 58ppm.

The same experiment was repeated with the setup adjusted for gly-

cine residues with the CEST 13C B1 field amplitude 31Hz, the 13C car-

rier frequency set to 43.4 ppm and the CEST irradiation 13C offsets

ranging from �1250 to 1600Hz with spacing of 25Hz. The amide

proton chemical shifts were determined based on CEST experiments

measured using selective pulse excitation47 of sweep width 1200 and

1250Hz and with 3 excitation elements in the used waveform. All

measurements of proton CEST were carried out on the 850MHz

spectrometer with the proton carrier frequency set to the water fre-

quency (4.7 ppm) and the CEST irradiation of the length TEX ¼0:8s s

with offsets ranging from 2605 to 3855Hz with 25Hz step. The first

proton CEST experiment with the amplitude of the CEST irradiation

29Hz was performed with the deuterated sample containing specifi-

cally labeled methyl positions at Thr, Met and pro-S Leu, Ile and Val

residues. The second experiment was performed with the B1 field

amplitude 25Hz using the uniformly 15N labeled sample to improve

the analysis for residues which signal intensities in the 1H–15N corre-

lation spectra were attenuated in the previous experiment due to the

specific labeling. Methyl relaxation dispersion experiments were per-

formed with samples specifically labeled at methyl positions using the

Pf1 phage as an alignment medium40 (approximately 18mg/mL, ASLA

Biotech). The spin state selective and 1H continuous wave decoupled

CPMG experiments48 were run at the 850MHz (equipped with a

cryogenically cooled TCI probe) and 700MHz (equipped with a cryo-

genically cooled TXO probe) NMR spectrometers with the relaxation

delay 30ms and maximum CPMG frequency 1500Hz. The sign of the

change of the methyl chemical shift was estimated by a comparison of

HSQC and HMQC spectra.49

3.3 | H/D exchange

The 1 mM 15N labeled sample in the same buffer composition as

described above was loaded on a desalting column filled with a deu-

terated buffer of the otherwise identical composition. The collected

protein which passed the column was quickly transferred to the

600MHz spectrometer (equipped with a cryogenically cooled TCI

probe) and after adjustment of the proton coil tuning and homogene-

ity of the magnetic field a series of 1H–15N BEST-HSQC was started.

The delay between the loading of the sample to desalting column and

beginning of the first experiment was 7.6min. We collected 93 incre-

ments in indirect dimension in each spectra resulting in one spectra

acquisition in approximately 5min. The stability of the NMR system

was checked regularly during the measurement by a detection of sig-

nals of aliphatic protons in one-dimensional proton spectrum with

water suppression.

3.4 | Differential scanning calorimetry

The DSC thermograms of σ1:1 were collected on a Microcal PEAQ-

DSC Automated (Malvern) instrument. The concentration of protein

was 0.75mg/mL in a phosphate buffer identical to the NMR buffer

8 TUŽINČIN ET AL.
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(20mM NaPi, 10mM NaCl, 3mM NaN3, pH6.6). Triplicate measure-

ment was performed. Both buffer and sample solutions were

degassed before measurements. The following measurement parame-

ters were used: the temperature scan range was 4–85�C, scan heat

rate was 60�C=h, pre-scan thermostat was set to 5min, post-scan

thermostat was 0min, feedback mode was set to high. Evaluation of

the DSC data was performed using MicroCal PEAQ-DSC software

(Malvern).

3.5 | Circular dichroism spectroscopy

Circular dichroism (CD) spectra of σ1:1 were measured using Jasco

J-815 CD spectrometer. The concentration of protein was 0.1mg/mL

in a phosphate buffer identical to the NMR buffer (20mM NaPi,

10mM NaCl, 3mM NaN3, pH=6.6). Experiments were performed in

a quartz glass cell with a 0.1 cm path length. Spectra (200–260nm)

were recorded in the range of 5–90�C in 5�C temperature steps. Each

spectrum was recorded with total of three scans.

3.6 | Data analysis

Data acquired from NMR measurements were converted and pro-

cessed using the software NMRPipe,50 non-uniformly sampled data

were processed using NMRPipe, version 9.9, and SMILE 2.0beta. No

extrapolation was used in the processing of the non-uniformly sam-

pled data and identical signal downscaling factor was used for inde-

pendently processed spectra in relaxation or CEST series. The analysis

and visualization of spectra were done in the software NMRFAM-

Sparky.51 In CPMG data sets signal intensities obtained from 2D spec-

tra measured in relaxation series were converted into the effective

relaxation rates R2,eff using the Octave 3.8.2 program52 employing the

function leasqr from the package optim, by fitting peak intensities to a

mono-exponential decay using a nonlinear least-squares approach:

I1 νCPMGð Þ¼ I0e
�R2,effT ð1Þ

where νCPMG =1=4τ, with 2τ being the interval between consecutive

refocusing pulses of the CPMG sequence that is applied during a con-

stant relaxation delay of duration T. I1(νCPMG) and I0 are the signal

intensities in spectra measured with and without the relaxation delay

T. The error in peak intensities was estimated from the random spec-

tral noise sampled at 10000 random positions, outside of peak

regions. Uncertainties in the R2,eff relaxation rates were determined

by 2000 Monte Carlo simulation steps. Subsequently, relaxation dis-

persion profiles were fitted to the Carver-Richards two-site exchange

model53 using a software package GLOVE.54 The global exchange

parameters, pB (population of the minor state) and kex (exchange rate)

were extracted by global fitting. Values of Δω (chemical shift differ-

ence between the states) were extracted on the per-residue basis.

Uncertainties in the exchange parameters were established by 5000

Monte Carlo simulations. The dependence of the population of the

minor state pB on temperature was used to obtain the change of

enthalpy ΔH and entropy ΔS upon transition to the minor state fol-

lowing the Boltzmann's law:

Ka ¼ pB
1�pB

¼ e� ΔH�TΔSð Þ=RT , ð2Þ

where R is the molar gas constant, T is the absolute temperature, and

the fraction pB= 1�pBð Þ represents the equilibrium constant Ka.

The change of enthalpy and entropy for a transition from the

ground state (ΔHAB and ΔSAB, respectively) or from the minor state

(ΔHBA and ΔSBA, respectively) to a transition saddle point was deter-

mined following the Eyring equation:

kAB ¼ pBkex ¼
kBT
h

e� ΔHAB�TΔSABð Þ=RT , ð3Þ

kBA ¼ 1�pBð Þkex ¼ kBT
h

e� ΔHBA�TΔSBAð Þ=RT , ð4Þ

where kB is the Boltzmann's constant, h is the Planck constant, and T

is the thermodynamic temperature. Standard deviations of thermody-

namic parameters were estimated using the smooth Bootstrap

method.

In CEST data sets, the peak intensities were collected from 2D

spectra in B1 position series. Uncertainties in intensities were esti-

mated in the same way as mentioned above. CEST profiles were gen-

erated and exchange parameters were extracted using the software

ChemEx43 (http://www.github.com/gbouvignies/chemex). Global/

per-residue fitting as well as uncertainty estimation was done as

described for the CPMG data set.

The chemical shift perturbation was calculated as

ΔωCSP ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
n

X
i

αiΔωið Þ2
s

, ð5Þ

where n was the number of available chemical shift disturbance for

backbone nuclei in each residue and the parameters αi were 0.32,

0.19, 0.12, and 1.00 for 13CO, 13Cα, 15N, and 1HN nuclei, respectively

(the parameters αi were calculated from the ranges of chemical shifts

of our protein of interest).

3.7 | σA_Δ
1:1

cloning

The coding sequence for σA_Δ1:1 (amino acids 72–371 from the

B. subtilis sigA gene) was amplified by PCR using primers #1263 (50

cgccatggatcctaatattcagcagcttgcc 30) and #1195 (50 ccgctcgagttattcaag-

gaaatctttc 30) inserted into plasmid pET28b between NcoI and XhoI

sites. The DNA fragment was cloned with the natural stop codon; the

protein product did not contain any affinity tag. At the 50 of the frag-

ment, sequence encoding Met was added (part of the NcoI cloning

site). The sequence was verified by sequencing. The verified plasmid

was transformed into E. coli expression strain BL21 (DE3) (LK1367).

TUŽINČIN ET AL. 9
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3.8 | Protein purification

σA (plasmid pCD2, LK1365) and σA_Δ1:1 (LK1367) were purified using

the same protocol as described in Ref. 55. B. subtilis RNAP (MH5636,

LK1723) was purified as described in Ref. 56.

3.9 | In vitro transcription

RNAP was reconstituted with a σA or σA_Δ1:1 (RNAP:σ ratio=1:10).

Reconstitutions were carried out in buffer A (50mM Tris–Cl [pH8.0],

100mM NaCl, 50% glycerol, 3mM β-mercaptoethanol) at 30�C for

30min. Multiple-round transcriptions were carried out in 10 μL reac-

tion volumes in transcription buffer containing 40mM Tris–HCl

(pH8.0), 150mM KCl, 10mM MgCl2, 1mM dithiothreitol (DTT), and

0.1mg/ml bovine serum albumin (BSA). As a template, 0.8 nM super-

coiled plasmid bearing the rrnB P1 cloned into P770 (LK17657) was

used. ATP, CTP, and GTP were 200 μM; UTP was 10 μM plus 2 μM

radiolabeled [α-32P]UTP. The final concentration of RNAP in in vitro

transcriptions was 30nM. All transcription experiments were done at

30�C or 45�C, respectively, and transcriptions were allowed to pro-

ceed for 15min. Transcriptions were stopped with equal volumes of

formamide stop solution (95% formamide, 20mM EDTA [pH8.0]).

Samples were loaded onto 7M urea–6.5% polyacrylamide gels and

electrophoresed. The dried gels were exposed to BAS IP MS screens.

The screens were scanned with Typhoon 5 (Cytiva). The amounts of

the 145-nucleotide-long transcripts (originating from the cloned pro-

moter) were quantified with ImageQuantTL software (Cytiva). All cal-

culations and data fitting were done using SigmaPlot from Jandel

Scientific.

AUTHOR CONTRIBUTIONS
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Pavel Kadeřávek https://orcid.org/0000-0002-3561-354X

REFERENCES

1. Weiss A, Shaw LN. Small things considered: the small accessory sub-

units of RNA polymerase in gram-positive bacteria. FEMS Microbiol

Rev. 2015;39(4):541-554.

2. Murakami KS, Darst SA. Bacterial RNA polymerases: the wholo story.

Curr Opin Struct Biol. 2003;13(1):31-39.

3. Ma C, Yang X, Kandemir H, et al. Inhibitors of bacterial transcrip-

tion initiation complex formation. ACS Chem Biol. 2013;8(9):1972-

1980.

4. Paget MS. Bacterial sigma factors and anti-sigma factors: structure,

function and distribution. Biomolecules. 2015;5(3):1245-1265.

5. Österberg S, del Peso-Santos T, Shingler V. Regulation of alternative

sigma factor use. Annu Rev Microbiol. 2011;65:37-55.

6. Bae B, Davis E, Brown D, Campbell EA, Wigneshweraraj S, Darst SA.

Phage T7 Gp2 inhibition of Escherichia coli RNA polymerase involves

misappropriation of σ70 domain 1.1. Proc Natl Acad Sci. 2013;110(49):

19772-19777.

7. Murakami KS. X-ray crystal structure of Escherichia coli RNA polymer-

ase σ70 holoenzyme. J Biol Chem. 2013;288(13):9126-9134.

8. Zachrdla M, Padrta P, Rabatinová A, et al. Solution structure of

domain 1.1 of the σA factor from Bacillus subtilis is performed for

binding to the RNA polymerase core. J Biol Chem. 2017;292(28):

11610-11617.

9. Schwartz EC, Shekhtman A, Dutta K, et al. A full-length group 1 bacte-

rial sigma factor adopts a compact structure incompatible with DNA

binding. Chem Biol. 2008;15(10):1091-1103.
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12 TUŽINČIN ET AL.

 10970134, 0, D
ow

nloaded from
 https://onlinelibrary.w

iley.com
/doi/10.1002/prot.26531 by C

zechs - M
asaryk U

niversity, W
iley O

nline L
ibrary on [03/07/2023]. See the T

erm
s and C

onditions (https://onlinelibrary.w
iley.com

/term
s-and-conditions) on W

iley O
nline L

ibrary for rules of use; O
A

 articles are governed by the applicable C
reative C

om
m

ons L
icense

info:doi/10.1002/prot.26531
info:doi/10.1002/prot.26531

	Characterization of a transitionally occupied state and thermal unfolding of domain 1.1 of σA factor of RNA polymerase from...
	1  INTRODUCTION
	2  RESULTS AND DISCUSSION
	2.1  Characterization of σ1.1 conformational exchange
	2.2  Structural analysis of the minor state
	2.3  Partial disorder of the minor state
	2.4  Exchange rates of amide protons
	2.5  Thermal unfolding of the domain 1.1
	2.6  Functional characterization of σ1.1 in dependence on temperature
	2.7  Conclusions

	3  MATERIALS AND METHODS
	3.1  Sample preparation
	3.2  CPMG/CEST measurements
	3.3  H/D exchange
	3.4  Differential scanning calorimetry
	3.5  Circular dichroism spectroscopy
	3.6  Data analysis
	3.7  σA_Delta1.1 cloning
	3.8  Protein purification
	3.9  In vitro transcription

	AUTHOR CONTRIBUTIONS
	ACKNOWLEDGMENTS
	CONFLICT OF INTEREST STATEMENT
	PEER REVIEW
	DATA AVAILABILITY STATEMENT

	REFERENCES


