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Abstract 
Computer-supported learning technologies are essential for conducting 
hands-on cybersecurity training. These technologies create environments 
that emulate a realistic IT infrastructure for the training. Within the 
environment, training participants use various software tools to perform 
offensive or defensive actions. Usage of these tools generates data that 
can be employed to support learning. This paper investigates innovative 
methods for leveraging the trainee data to provide automated feedback 
about the performed actions. We proposed and implemented feedback soft
ware with four modules that are based on analyzing command-line data 
captured during the training. The modules feature progress graphs, confor
mance analysis, activity timeline, and error analysis. Then, we performed 
field studies with 58 trainees who completed cybersecurity training, used 
the feedback modules, and rated them in a survey. Quantitative evaluation 
of responses from 45 trainees showed that the feedback is valuable and sup
ports the training process, even though some features are not fine-tuned 
yet. The graph visualizations were perceived as the most understandable 
and useful. Qualitative evaluation of trainees' comments revealed specific 
aspects of feedback that can be improved. We publish the software as 
an open-source component of the K Y P O Cyber Range Platform. More
over, the principles of the automated feedback generalize to different 
learning contexts, such as operating systems, networking, databases, and 
other areas of computing. Our results contribute to applied research, the 
development of learning technologies, and the current teaching practice. 
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K e y w o r d s : cybersecurity education, interactive learning environments, 
hands-on training, v i r tual labs, shell commands 

1 Introduction 
Practical training is crucial to improving one's skills and competencies. However, 
the hands-on practice may not be enough on its own. Formative feedback -
information intended to modify a learner's thinking or behavior to improve 
learning (Shute, 2008) - is crucial for deepening the learning gains. Formative 
feedback explains to the learner how they progressed, what they did well, and 
what they can improve. Nevertheless, this feedback is typically served manually 
by instructors, which is a time-consuming task. As a result, the feedback is 
delayed and does not scale for large groups of learners. 

This shortcoming can be remedied by leveraging data generated by learn
ers (Svabensky, Vykopal , Celeda, & Kraus, 2022). In cybersecurity training, 
students often use various command-line tools since many tools do not have 
a graphical user interface. As a result, they generate command history data, 
which include submitted commands with their arguments and metadata, such 
as timestamps. We aim to analyze these data to provide automated, personal
ized feedback after the training. The feedback focuses on conformance to the 
expected solution, solution patterns, and error discovery. 

Apart from supporting individual learners, instructors also benefit from the 
data analytics associated with the feedback. For example, aggregated insights 
about common mistakes or solution approaches help instructors understand 
the students and adapt the instruction to the students' needs. These insights 
can also be presented during the training to improve the instructors' classroom 
situational awareness. 

1.1 Application Areas of Learning 
In cybersecurity, hands-on training frequently involves practicing cyber attacks 
and defense in an interactive learning environment ( ILE). B y I L E , we mean a 
computer system, such as a testbed or a cyber range (Yamin, Kat t , & Gkioulos, 
2020), that allows practicing cybersecurity skills in a realistic IT infrastructure. 

A n I L E allows learners to practice tasks that involve attacking and defending 
emulated computer systems without impacting real systems. For example, these 
tasks may include: 

• penetration testing of a vulnerable system, 
• cracking passwords, 
• configuring network defense mechanisms, 
• analyzing network communication, 
• administrating operating systems. 

The target audience for such training is security professionals and computer 
science students at a university level. 
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While we demonstrate the application of our research in the security domain, 
the feedback principles apply also to other areas. For example, when teaching 
databases, S Q L tools provide command history (DelftStack, 2023) that can 
be processed analogously to commands from cybersecurity training. In net
working classes, configuring firewall rules can be represented as a sequence of 
commands (Sehl & Vaniea, 2018). Even though graphical integrated develop
ment environments exist, command-line tools are st i l l essential for teaching 
programming (Malmi, Utt ing, & K o , 2019). 

In general, the feedback methods proposed in this paper are applicable to 
any exercise in which the student activity can be represented by high-level 
"commands". Examples include tasks wi th a clearly defined set of possible 
actions (Hao, Shu, & von Davier, 2015) or games for teaching computational 
thinking (Rowe et al., 2021). 

1.2 Contributions and Structure of This Paper 
First , this paper provides a thorough review of current literature (Section 2). 
We survey related studies and explain the key terms to familiarize readers with 
state of the art. 

Second, we propose and implement open-source learning software for gener
ating post-training feedback (Section 3). The software automatically processes 
command-line data from hands-on training to provide insights for learners and 
instructors. It is based on principles synthesized from the literature review. 

Third, to demonstrate the value of such software, we deploy and evaluate it in 
five field studies. We examine the feedback's understandability and usefulness in 
authentic teaching contexts with 58 students from universities in two countries. 

Section 4 describes our methods for collecting and analyzing research data. 
Section 5 presents and discusses the findings and proposes future research 
challenges. Finally, Section 6 concludes and summarizes the practical impact 
of this work. 

2 Background and Related Work 
This section reviews related publications about educational feedback on learning 
and technologies for delivering it. 

2.1 Definition of Feedback and Motivation for Providing It 
Educational feedback is "information provided by an agent (e.g., teacher, 
peer, book, parent, self, experience) regarding aspects of one's performance or 
understanding" (Hattie & Timperley, 2007). 

Researchers and practitioners agree that quality feedback to students has 
a significant positive impact on the learning process (Petty, 2009, p. 480). It 
is "a major predictor of both good teaching and good learning" (Shephard, 
2019, p. 283). Challenging exercises with extensive performance feedback "sup
port students' engagement in independent-learning activities" (Thomas, 1993). 



Springer Nature 2021 I^Tf^X template 

4 Automated Feedback for Participants of Hands-on Cybersecurity Training 

However, the frequency of feedback in typical classrooms is low (Hattie & 
Timperley, 2007), so this element of learning offers room for improvement. 

Our work aims to provide learners with formative feedback that is automat
ically generated based on the learners' data. Compared to summative feedback, 
which focuses on the achieved outcomes (such as the grade), formative feedback 
is "information communicated to the learner that is intended to modify his or 
her thinking or behavior to improve learning" (Shute, 2008). 

2.2 Features, Content, and Delivery of Feedback 
Based on the theory formulated by Hattie and Timperley (Hattie & Timperley, 
2007), feedback should answer three questions: (1) Where am I going? (goal 
definition), (2) How am I going? (progress assessment), and (3) Where to next? 
(determining future steps). 

Each question can be communicated at four levels (Hattie & Timperley, 
2007): 

• task: information about how well a task is being accomplished (e.g., 
corrective feedback on the result), 

• process: information about the processes underlying the task completion 
(e.g., explaining how to perform a task), 

• self-regulation: information about how one's actions are guided (e.g., 
setting learning goals), and 

• self: personal affective comments (e.g., praise), which is often less effective 
in terms of learning gains. 

This paper focuses on feedback at the task and process levels, though 
the feedback may influence the self-regulation level as well. For example, 
communicating to a student how they progressed may lead them to set new 
learning goals, such as "I need to review how networking in Linux works". 

How feedback is delivered matters (Mouratidis, Lens, & Vansteenkiste, 
2010). If it is meaningful, specific, and perceived as legitimate, it supports 
persistence and well-being. Fraser et al. (Fraser, Ngoon, Weingarten, Dontcheva, 
& Klemmer, 2017) state that feedback should be positive, specific, and hint 
toward the solution of the learning problem. 

Rolling and M c K a y (Rolling & McRay, 2016) proposed 13 criteria based on 
which to judge learning systems for novice programmers. One of those criteria 
is that the system should provide automated feedback. Two features of such 
feedback were highlighted as especially important: it should be available when 
the learner needs it, and it should be helpful in order to support learning. 

Bodi ly and Verbert (Bodily & Verbert, 2017) reviewed 93 articles about 
learning analytics dashboards and reporting systems for students. They identi
fied that such systems must help students in two key aspects: understanding 
what happened and recommending what to do next. The post-training feedback 
in this paper focuses on "understanding what happened". 

In the field of learning dashboards, automatic analysis of learning data 
to provide feedback to students is a highly relevant research topic. It was 
identified as one of the "important open issues and future lines of work" based 
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on a literature review of 55 papers (Schwendimann et al., 2017). In the field 
of cybersecurity, this topic is also an open issue, since research on automated 
feedback in cybersecurity training is not yet widely established. 

2.3 Manual and Automated Feedback 
Although grading students and providing feedback to them manually is the 
traditional approach, computing instructors consider it "the highest priority 
pain point" in their classes (Codio, 2019). This activity is time-consuming, 
especially in large classes or at institutions that lack resources for teaching 
assistants. 

As a result, manual feedback is often delayed: students have to wait for 
it for several days or even weeks (Vykopal, Svabensky, & Chang, 2020). This 
diminishes the feedback's educational value. In addition, manual feedback can 
be inaccurate if student data are extensive and complex (Svabensky, Weiss, 
et al., 2022). The data may contain many variables, solution approaches, and 
behavioral patterns. Lastly, providing feedback manually may be complicated 
during online learning (such as when forced by the C O V I D - 1 9 pandemic 
restrictions (Pokhrel & Chhetri, 2021)). 

A n obvious advantage of automated feedback is its timeliness. It saves the 
instructor's time and reaches the student much faster, increasing its educational 
impact. In addition, automated feedback is usually more accurate (free from 
human error), more fair (free from human bias), scalable, easily replicable, 
and more anonymous for the student. Even if full automation is not viable or 
suitable, some form of automated feedback can be an excellent complement to 
manual feedback. 

Al though research into the effects of automated feedback in computing 
education is in its early phases, automated feedback has disadvantages as well. 
Its perception by stakeholders likely suffers from "algorithm aversion", meaning 
that humans irrationally prefer to receive information from other humans, even 
if the algorithmic, automated solution is more accurate (Dietvorst, Simmons, 
& Massey, 2015). Another drawback is that unless it is clear how the feedback 
is generated, it can be perceived as less transparent, as is the issue with almost 
every data-driven reporting system (Lepri, Oliver, Letouze, Pentland, & Vinck, 
2018). 

2.4 Automated Feedback Systems in Computing 
Education 

Computing educators' need for faster assessment has propelled the rise of 
feedback systems for programming classes. These systems run instructor-defined 
tests on student code and provide tailored feedback messages. For example, 
Web-CAT (Edwards & Perez Quinones, 2008) includes a library that allows the 
instructor to associate a hint with each test case. When the submitted code fails 
a test, the corresponding hint is displayed as feedback (Haldeman et al., 2018). 
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However, some students abuse tools for autograding of code (Baniassad. 
Zamprogno, Hal l , & Holmes, 2021). For example, they submit trial-and-error 
corrections to their code until the autograding tool reports no errors. Moreover, 
some automated tools may inadvertently encourage this practice (Buffardi & 
Edwards, 2015). One of the possible solutions is providing high-level conceptual 
feedback instead of detailed test results (Cordova, Carver, Gershmel, & Walia, 
2021). 

Apar t from hints (Elkherj & Freund, 2014; T . W . Price et al. , 2019) and 
the results of code testing (Bruzual, Montoya Freire, & D i Francesco, 2020), 
feedback can consist of suggested code edits (T. Price, Zhi , & Barnes, 2017: 
T . W . Price, Dong, & Lipovac, 2017), step-by-step examples (Wang et al., 2020), 
encouragement messages (Marwan, Gao, Fisk, Price, & Barnes, 2020), pre-
prepared instructor prompts (Pardo, Jovanovic, Dawson, Gaševič, & Mirr iahi , 
2019), rule-based prompts (Chen, Ciborowska, & Damevski, 2019; Harden, 
Gusukuma, Bart, & Kafura, 2021), peer-to-peer assessment (Fraser et al., 2017; 
Kulkarni , Bernstein, & Klemmer, 2015), and generative grading (Malik et al., 
2021). 

Keuning et al. (Keuning, Jeuring, & Heeren, 2018) compared 101 tools 
that provide automated feedback on programming assignments. Most tools 
provide a similar type of feedback, focusing on pointing out mistakes (97 tools), 
followed by suggesting the next steps (45 tools). The tools predominantly use 
techniques such as automated testing and static analysis of code. Some of these 
techniques could be adapted to cybersecurity exercises in the command line. 
However, to the best of our knowledge, there has been no published attempt 
to do so. Furthermore, techniques that work in the programming domain are 
not transferable to other types of tasks, such as network traffic analysis. 

Al though programming is the most researched domain of computing 
education, automated feedback was explored in other domains as well. Mar-
chiori (Marchiori, 2022) used a tool for assessing command-line tasks in 
system-level courses. It enables students to check their solutions locally and 
instructors to grade them. Bezáková et al. (Bezáková, Hemaspaandra, Lieber-
man, Mil le r , & Narváez, 2020) proposed a feedback system for teaching 
automata, grammars, and regular expressions. The system checks exact string 
submissions and compares them to the canonical solution. This approach is 
also the most commonly used method identified in surveying 63 publications 
about feedback in online learning systems (Cavalcanti et al., 2021). However, 
it does not apply to many security problems since they rarely have a single 
correct answer that is easy to check. 

The majority of automated solutions generate summative feed
back (Kovanovič, Joksimovič, Gaševič, Hatala, & Siemens, 2017). While they 
provide a quick overview and help instructors with grading, they do not sup
port students' learning. Summative feedback does not provide insight into 
aspects such as learning strategies (Macfadyen & Dawson, 2010). Instead, for
mative feedback that identifies "weaknesses and suggestions for overcoming 
them" (Kovanovič et al., 2017) is valuable for increasing the educational impact. 



Springer Nature 2021 I^T^X template 

Automated Feedback for Participants of Hands-on Cybersecurity Training 7 

Finally, there are two types of educational data mining models: descriptive 
and predictive (Peňa-Ayala, 2014). Descriptive models explain the structure and 
relations within the mined data. Predictive models "estimate unknown or future 
values of dependent variables based on the" related independent variables. To 
provide formative feedback, we build descriptive models from the collected and 
analyzed data. However, generating feedback on open-ended assignments poses 
a major research challenge, because these assignments have multiple correct 
approaches to the solution (Chow, Yacef, Koprinska, & Curran, 2017). 

2.5 Automated Feedback Systems in Cybersecurity 
Education 

When it comes to providing feedback to students, cybersecurity instructors 
face similar challenges as instructors in other computing domains. Yet, few 
automated systems address these challenges. The current feedback systems 
support mostly real-time situational awareness during the training. However, 
the feedback to learners after the training is limited, and teachers lack insight 
into the educational impact on learners (Ošlejšek et al., 2020). 

S E R A (Agudo, Rios, & Nieto, 2019) is a framework for automated feedback 
on cybersecurity assignments. It allows defining conditions for checking the 
student-generated data. For example, suppose a student has to generate an 
encryption key. A condition C can verify if the key is at least 2048 bits long. 
Based on whether the check passes or fails, the student receives a feedback 
message associated with the condition C. This aspect of S E R A resembles the 
systems for displaying instructor-defined prompts or hints. Our system provides 
post-training feedback to support reflection after learning. 

The typical feedback for cyber defense exercises and cybersecurity competi
tions is summative, in the form of score dashboards (Chung, 2017; Doupé et 
al., 2011; Ošlejšek et al., 2020). One of the exceptions is Frankenstack (Kont, 
Pihelgas, Maennel, Blumbergs, & Lepik, 2017; Pihelgas & Kont, 2021), an auto
mated feedback framework for supporting attacking teams in defense exercises. 
It monitors the exercise infrastructure to detect activities such as indicators of 
compromise in the network. Then, it displays real-time visual feedback about 
ongoing attacks on the defending teams. Contrary to our system, which shows 
post-training feedback to enhance learning, Frankenstack provides situational 
awareness to the exercise participants during the training. 

A slight l imitation of research that has been done in this field is that 
different papers use different metrics to evaluate their feedback. As a result, it 
is not possible to quantitatively compare these feedback interventions. 

To conclude the review of state of the art, feedback must enable learners to 
understand what they did well and in which areas they can improve. However, 
the related work does not yet address some of the core challenges in providing 
post-exercise feedback. These include improving the understanding of learning 
through meaningful uses of data (Ošlejšek et al., 2020), as well as supporting 
reflection after the training. We aim to address these challenges using the 
system described in the next section. 
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3 Learning Technologies for Hands-on Training 
and Automated Feedback 

This section details the infrastructure for conducting cybersecurity training 
and the training format. Then, it explains the data collection and the proposed 
feedback system. 

3.1 Interactive Learning Environment 
The training can be hosted in any I L E that enables practicing hands-on tasks 
in a realistic setting. A key requirement is that the I L E must also collect data 
from the training to enable feedback provision. Figure 1 shows the conceptual 
lifecycle of training and automated feedback. 

Standard training 

Training enhanced with feedback 

Provide 
feedback Teacher 

Provide 
input 

Analytical 
software 

Data 
storage 

Training session 

Interactive learning 
environment 

Participate • 

Learner 1 

Participate • 

Learner N 

• Provide feedback • 

F i g . 1 The generic lifecycle of hands-on t ra ining in an I L E enhanced wi th automated 
feedback. 

For this paper, we selected to host hands-on cybersecurity training in 
K Y P O Cyber Range Platform (only K Y P O C R P from now on), an advanced 
cloud-based I L E for emulating complex IT systems. K Y P O C R P uses virtual 
machines (VMs) with full-fledged operating systems and software to emulate 
real-world infrastructures, networks, and applications. K Y P O C R P is open-
source software (Masaryk University, 2023a), and its design and architecture 
are documented in a previous publication (Vykopal, Celeda, Seda, Svabensky, 
& Tovarnak, 2021). 
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3.2 Cybersecurity Training Format and Content 
In the scope of our research, the training's learning objectives cover technical 
skills, especially data, network, and system security as defined by the CSEC2017 
curricular guidelines (Joint Task Force on Cybersecurity Education, 2017). The 
training tasks involve gradually compromising an emulated IT system, following 
the stages of Mandiant's Attack Lifecycle (Mandiant, 2013, p. 27). Teaching such 
skills supports the development of "adversarial mindset" (OConnor, 2022). This 
is essential for (future) cybersecurity experts since it enables them to understand 
cyber attacks and set up effective defenses (Švábenský, Vykopal , Cermak, & 
Laštovička, 2018). Like other state-of-the-art teaching frameworks (Chothia, 
Holdcroft, Radu, & Thomas, 2017; Hal l et al., 2022), the training features an 
engaging storyline to motivate the participants. 

The training in our research features mainly cybersecurity command-line 
tools. The learner controls a V M with K a l i (Offensive Security, 2023): a 
L inux operating system distribution for penetration testing. K a l i provides 
the necessary command-line tools, which are often taught in offensive secu
rity courses (Ghafarian, 2019). Using K a l i , the learner completes a sequence 
of assignments that involve attacking intentionally vulnerable hosts in the 
emulated network. 

For this paper, we used an open-source training named Locust 
3302 (Masaryk University, 2021; Švábenský, Weiss, et al., 2022), in which the 
trainees have to scan a suspicious server using nmap (Lyon, n.d.), identify a 
vulnerable service, and exploit it using Metasploit (Offensive Security (OffSec 
Services Limited), 2023) to gain access. Then, they have to copy a private SSH 
key, crack its passphrase wi th John the Ripper (john) (Openwall, n.d.), and 
use it to access another host. Students work on the training tasks individually, 
as Figure 2 shows. However, they are free to use optional on-demand hints 
included in the training or ask the instructor for assistance, mainly regarding 
the potential technical issues with the I L E . 

F i g . 2 Students in a computer lab are working on the cybersecurity training Locust 3302. 
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3.3 Data Collection 
In order to provide feedback on the learners' actions, we used an open-source 
toolset for collecting shell commands from the training machines (Svabensky, 
Vykopal , Tovarfiak, & Celeda, 2021). Whi le the learners solve the training 
assignments in a command-line interface, the toolset automatically acquires 
their submitted commands and the associated metadata, such as timestamps, 
hostnames, and IP addresses of the machines where the commands are executed. 
Then, the data are formatted as J S O N records (see Figure 3) and stored in 
dedicated storage. These data are automatically provided as input for the 
feedback system (see Section 3.5 for architectural details). 

"timestamp" 
"username" 
"hostname" 
"ip" 
"sandbox_id" 
"wd" 
"cmd" 
"cmd_type" 

"2022-04-13T10:11:34+01:00", 
"root", 
"attacker", 
"10.2.154.7", 
"3", 
"/home", 
"nmap 172.1.18.7", 
"bash-command" 

F i g . 3 Example of a single log record from a command history of one trainee. 

3.4 Requirements and Design of the Feedback System 
We proposed a system that extends the I L E by generating post-training feedback 
(i.e., provided after the student finishes the training). This feedback is based on 
the student command-line data. The process of creating the system consisted 
of four stages similar to those we followed in previous work (Oslejsek, Rusnak, 
Burska, Svabensky, & Vykopal, 2019): 

1. Understanding the domain constraints, available data, and the resulting 
insights. 

2. Defining requirements on the system in accordance with state of the art 
and the educational goals of the training. 

3. Prototyping, iterative design, and development. 
4. Performing field studies with computer science students. 

Initially, we hosted a focus group discussion wi th five instructors from 
Masaryk University, Czech Republic, who had a minimum of one year and 
a maximum of 11 years of experience teaching cybersecurity at a university 
level. We asked them to brainstorm requirements that users would have on 
the feedback. Then, we combined the focus group outputs wi th our teaching 
experience and the literature review (Section 2) to define key properties of the 
feedback. To address the needs of educational stakeholders, feedback provided 
by the system should be: 
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• Automated: the feedback must be generated at scale, without manual 
interventions for any number of learners. As a result, learners can work 
with the system independently. 

• Timely: the feedback must occur as soon as possible, during or just after 
the training session. This allows learners to reflect on their progress while 
they still remember the details of their activities and decisions (Oslejsek 
et al., 2020). However, this does not mean the feedback must always be 
immediate. For example, providing instant error corrections during an 
exercise can distract the learner (Hattie & Timperley, 2007). 

• Detailed on demand: the feedback must provide an overview as well as 
detailed per-trainee information, which should be displayed on request so 
that it is not obtrusive. The presentation must be based on straightforward 
principles that are easy to understand, such as common visualization 
elements. As a result, learners can reduce extraneous cognitive load and 
examine their learning activity when they are ready and interested. 

• Personalized: the feedback must be specific for each learner based on their 
actions in the training. As a result, learners can engage wi th feedback 
that is accurate and relevant to them, which increases their learning gains 
compared to a passive acceptance (Nicol & Macfarlane-Dick, 2006). 

3.5 Technological Architecture and Implementation 
Figure 4 illustrates the feedback system architecture. First , the trainee inter
acts wi th machines deployed in the I L E to complete the training tasks. 
Whi le doing so, the command-line inputs and metadata are automatically 
recorded (Svabensky, Vykopal, Tovarnak, & Celeda, 2021). Logs from all sand
boxes (isolated environments wi th the training machines) of all trainees are 
stored in Elasticsearch (Elasticsearch, 2023) database. 

Subsequently, the feedback service requests data from this database, pro
cesses them, and passes the generated feedback to the training service, which 
associates the feedback with the corresponding trainee. Finally, the trainee can 
display the interactive visualizations in the web portal. 

The feedback generation for a trainee starts after the trainee finishes the 
last task. This is independent of other trainees in the training session. Since 
the computation is fast (less than three seconds from the trainee's perspective), 
there is no need to perform pre-computation during the training, even though it 
would be possible since the data are collected gradually throughout the training. 

The whole system has minimal data storage requirements. Our previous 
dataset (Svabensky, Vykopal, Seda, & Celeda, 2021) of 21459 log records from 
275 trainees takes only 4.2 M B of space in total. This means that on average, 
each trainee produces only about 16 K B of log data per training session. The 
largest log file in our dataset has 66 K B . For these reasons, the feedback 
provision scales well, even for large groups of students. As the final remark, the 
feedback system backend is implemented in Java and the frontend in Angular. 
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Fig . 4 A n overview of the architecture of the automated feedback system. The architecture 
is generic, so it can be adapted to other I L E s and learning contexts outside cybersecurity. 

3.6 Four Modules of the Feedback System 
We prototyped and tested four methods implemented as distinct software 
modules for providing individual feedback (Demcak, 2021), which were then 
integrated into the I L E . The first two modules help the students answer the 
questions Where am f going? and How am f going?, while the remaining two 
modules focus on the latter question from a different perspective. 

3.6.1 Reference Graphs 
This method, which was first introduced in (Svábenský, Weiss, et al., 2022), 
provides an overview of the training structure. The reference graph is a static 
representation of a particular training, and it is the same for all trainees. It 
shows the step-by-step sequence of actions that a trainee should perform to 
successfully complete the training. 

For a given training, the teacher first defines the reference solution in J S O N 
format. After the reference solution is defined, the I L E uses it to automatically 
generate the reference graph that visualizes the expected solution. 

Reference graph definition is performed manually based on the teacher's 
expert knowledge. Nevertheless, this step is not time-consuming if the teacher 
is familiar with the training content. If novel solutions are discovered later, the 
reference solution can always be updated to cover alternative approaches to 
the training tasks. 

Figure 5 shows a small section of the reference graph for a particular training. 
(For the purposes of this paper, the graph formatting is more compact.) The 
graph may include three types of nodes: 

• Mandatory: states that must be reached to solve the task. 
• Optional: states that are not necessary to reach but are not erroneous, 

such as displaying the help for a tool. 
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• Branching: states used to model alternative solutions, i.e., different paths 
that can lead to a successful solution. Taking one of the possible paths is 
enough to consider the solution successful. 

The directed edges represent the commands that must be executed to progress 
from one state to the next. Each edge is annotated with the required command 
and arguments. 

For example, if a trainee then executes the following sequence of commands, 
that would be considered a correct solution with the minimal possible number 
of steps: 

msfconsole 
use exploit/linux/backdoor 
set LHOST 10.2.154.7 
set RHOST 172.1.18.7 
set RPORT 4200 
exploit 

Start — msfconsole >• Metasploit 
opened 

I 
use e x p l o i t / l i n u x / b a c k d o o r 

End 

A 

Options 
showed 

show o p t i o n s 

> 

I 
Exploited 
by exploit 

I 
Exploited 

by run 

Exploit 
found 

1— e x p l o i t 

s e t LHOST 10.2.154.7 

s e t RHOST 
se t RPORT 4200 

172.1.18.7 
• • 

I 

LHOST set RHOST set RPORT set Options 
checked 

check J 

Mandatory Optional At least one of 

Fig . 5 This reference graph displays a training phase focused on using the Metasploit tool. 
The graph demonstrates modeling actions that can be completed in any order, optional 
actions, and branching. 

The reference graph can be shown to trainees as post-training feedback to 
visualize the correct solution. Moreover, it enables the automated generation 
of trainee graphs. 
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3.6.2 Trainee Graph 
This graph displays individual trainee's progress and deviations from the 
reference graph (Svabensky, Weiss, et al., 2022). For example, the trainee whose 
graph is shown in Figure 6 executed the following sequence of commands: 

nmap 172.1.18.7 
use exploit/linux/backdoor 
set LHOST 10.2.154.7 
set RHOST 172.1.18.7 
set RPORT 4200 
check 
exploit 

As the name indicates, each trainee receives a personalized trainee graph. 
It is created from the learner's submitted commands, which are automatically 
mapped to the reference graph. Each command is processed sequentially. The 
algorithm attempts to match it wi th a regular expression representing the 
correct solution defined by the instructor. The learner can see only their own 
graph, while the teacher can display the graph of any learner. 

nmap 172.1.18.7 Start 

Not in 
ref. graph 

use e x p l o i t / l i n u x / b a c k d o o r 
I 

Exploit 
found 

s e t LHOST 10.2.154.7 

se t RHOST 

set RPORT 4200 

172.1.18.7 

L H O S T set R H O S T set RPORT set 

check 

End 

t 
Exploited 
by exploit 

t 
e x p l o i t 

Options 
checked 

5 
Correct Possible Unknown Delimiter 

F i g . 6 A simplified trainee graph belonging to a learner i n a training. 

The graph may include four types of nodes: 
• Correct: actions successfully mapped to the reference graph (conforming 

to the expected solution). 
• Possible: actions with possibly missing prerequisites. 
• Unknown: actions that were likely erroneous or unnecessary. 
• Delimiter nodes to indicate the start/end of each "level" (training phase). 
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Trainee graphs serve many purposes: 

• They show which tasks the learners achieved, which were problematic, 
and what approaches were used. 

• They allow comparing a learner's expected and observed activities and 
solution paths. 

• They enable distinguishing between the effective and ineffective pathways. 
• They may reveal unexpected and potentially novel ways to solve a task, 

if they show a pathway through the exercise that the instructor did not 
expect. 

Both reference and trainee graphs feature a unified format, and the semantics 
of nodes and edges are the same. To ease the interpretation, the color-coded 
legend is always visible, and subgraphs corresponding to individual levels are 
separated. Since the graphs can be extensive in longer training sessions, it is 
possible to interactively zoom in and view their parts. 

3.6.3 Command Timeline 
Another module of the feedback system is an interactive timeline of submitted 
commands, as shown in Figure 7. Using the timeline, the learner can see a linear 
overview of their commands. A t the same time, the teacher can display such 
a timeline for any learner in the training session. The module is interactive, 
showing on-demand details of each command by clicking on it. These details 
include the command type, its arguments, and the IP address of the machine 
on which it was executed. 

Demo User3 (Training Run ID: 7) 

Show timeline 

Command type: bash 
Arguments : 172.1.18 7 
Mach ine IP: 10.2.154.7 

Fig. 7 Command timeline of a "Demo User 3", (adapted from (Masaryk University, 2023b)), 
showing the first three commands of the same trainee as in Figure 6. 
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The timeline is a simple yet effective view of the learner's activity ordered 
chronologically. Although a trainee graph also captures chronological order by 
associating the nodes left-to-right and top-to-bottom, the order of commands 
may not be immediately apparent. The command timeline complements the 
graph perspective, allowing the learner to focus on a specific stage of the training. 
For example, the learner can identify a sequence of commands corresponding to 
a problematic task. They can also identify and review difficult training phases 
based on long gaps between successive commands. 

3.6.4 Command Analysis 
The final module provides the error analysis of commands belonging to a selected 
learner. The analysis results (see Figure 8) include al l incorrect commands, 
which are sorted descending based on the tool frequency and can be filtered by 
error type. 

9 Wrong commands 

Search by Trainee 
SYNTAX UNKNOWN COMMAND • SYNTAX INVALID ARGUMENTS 

<3BBS SYNTAX MISSING OPTION PARAM 

SYNTAX INVALID OPTION PARAM 

Command Command Type Frequency 4, 

msf bash-command 3 

Full Command: msf Mistake Type: SYNTAX_UNKNOWN_COMMAND IP: 10.1.135.83 

v nmap bash-command 3 

F i g . 8 Snippet from a command analysis of a learner (adapted from (Masaryk University, 
2023b)). 

Currently, seven error types are supported. The module automatically dis
tinguishes five types of syntactic errors: unknown command, incorrect argument, 
incorrect option, missing mandatory parameter, and incorrect parameter. In 
addition, two semantic errors are recognized: unknown IP address and incorrect 
IP address. The error analysis is based on comparing the submitted commands 
with pre-defined J S O N files, which represent the commands' syntax and seman
tics in the training. The syntactical analysis is executed first. If the command 
is syntactically correct, it is then analyzed semantically. 

Consistently wi th the other feedback modules, the learner can see only 
their own activity, while the teacher can display the command analysis of any 
learner in the class. Clicking on an entry in the table shows more details about 
the command: its arguments, IP address of execution, and the error type if 
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that command is incorrect. This analysis is useful to reveal the most frequently 
or rarely used commands, typical errors, and deep insights such as whether 
certain commands are often associated with certain errors. The purpose is to 
provide a data-driven understanding of student mistakes, which can then be 
identified and remedied. 

4 Methods for Feedback Evaluation 
In order to evaluate the feedback provided by the proposed software, we seek 
to answer the following research questions: 

• RQ1: How understandable is the feedback for students? 
• RQ2: How useful is the feedback for students? 
• RQ3: How can the feedback be improved? 
We conducted five field studies in authentic teaching contexts. Students 

completed the Locust 3302 cybersecurity training (see Section 3.2) in K Y P O 
C R P (see Section 3.1), interacted with all four modules of their auto-generated 
feedback, and answered a questionnaire evaluating the feedback. 

We followed the recommendations from an extensive literature review (Keun-
ing et al. , 2018), stating that for achieving the highest accuracy, educational 
tools should be evaluated on their own, not as a part of a course evaluation or 
other research. Otherwise, it is "difficult to isolate and measure the effect of 
the tool itself". In addition, it is essential to assess the effectiveness of different 
types of feedback and their combinations (Keuning et al., 2018, Section 10.4), 
which we focus on in this paper. 

4.1 Questionnaire Design 
Several previous studies evaluated feedback effectiveness using a question
naire (Bruzual et al . , 2020; Marwan et al., 2020). Our questionnaire asked a 
set of questions wi th a uniform structure, which gradually targeted different 
aspects of the feedback system. The questions had the following form, where X 
had the values from the set {reference graph, trainee graph, command timeline, 
command analysis}: 

• X is understandable, (rating on a Likert scale) 
• X is useful, (rating on a Likert scale) 
• What do you like/dislike about X? (open question) 

The Likert scale offered the following options: 1 - strongly disagree, 2 - disagree, 
3 - neutral, 4 - agree, 5 - strongly agree. We also included open-ended questions 
so that participants could explain their rating choices or provide comments. 

In addition, each feedback module was targeted by one or two extra questions 
specific to that module's function, which were answered on the same Likert 
scale. For example: / was able to easily understand the sample solution from 
the reference graph. These questions were added after the first field study. 
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4.2 Participants of the Field Studies 
Table 1 lists all five field studies we conducted. The sample of 58 distinct 
participants consisted of undergraduate and graduate students of computer 
science. A l l of them attended the training session voluntarily, and the decision 
to participate or not had no influence on their course grades. 36 students of 
Masaryk University, Czech Republic ( M U ) responded to an open invitation 
because of their interest in cybersecurity. 22 students of Hague University of 
Appl ied Sciences, Netherlands ( H U A S ) attended the training session as an 
optional part of their university class on Linux and security. 

Table 1 Information about the field studies and the participants. M U = Masaryk 
University, Czech Republic. H U A S = Hague University of App l i ed Sciences, Netherlands. 

Training date Training 
modality 

Participants' 
institution 

Survey responses / 
num. participants 

Apr 22, 2021 remote M U 9 / 1 0 
Feb 18, 2022 in-person M U 13 / 13 
Feb 24, 2022 hybrid M U 13 / 13 
Apr 25, 2022 in-person HUAS 10 / 10 
Apr 28, 2022 in-person HUAS 0* / 12 

Total: 45 / 58 

*The last session did not yield any data because of a technical error. 

The training interface, tasks, and questionnaire were worded in English. 
Communication wi th the instructor(s) took place in the students' respective 
native language (Czech, Slovak, or Dutch). We did not systematically collect 
any demographic information about the students in order to save time and ease 
the burden on the study participants, but all students were Czech, Slovak, or 
Dutch nationals, and all of them were adults at least 18 years of age or older. 

The students were not incentivized in any way. The vast majority did 
not attend any cybersecurity training in K Y P O C R P before, and none of 
the students completed the training Locust 3302 before. The fastest student 
finished the training in 30 minutes, the slowest in three hours. The average 
completion time was less than two hours. A n average student submitted 71 
commands throughout the training. 

In the case of M U students, self-selection bias (Heckman, 2010) may be 
present. However, we mitigated it by including the students of H U A S in 
the study. This multi-national, multi-institutional framework addresses the 
limitations of many research papers in computing education (Guzdial & du 
Boulay, 2019), which often focus on a single-institutional study. Moreover, 
we employed different training modalities (in-person, virtual , and hybrid) to 
cover various use cases. Overall, the study sample represents a broad range of 
computing students with different backgrounds. 
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4.3 Field Study Progress 
A l l five field studies had a uniform structure. Each student completed the 
training individually at their own pace. After a student finished the training, 
they interacted wi th the feedback for as long as they wished. Students spent 
approximately five minutes on this step. Since this interaction was brief, there 
was no need to cut down on the training time. 

Subsequently, the student started filling in the questionnaire. The feedback 
remained available in another browser tab, so the students could (and many of 
them did) return to the feedback while completing the questionnaire. 

The students could ask the instructor(s) any questions. The whole process 
was independent of other students, so once a student completed all the steps, 
they were free to leave. 

4.4 Privacy and Ethical Measures 
Before collecting any data, we discussed the research wi th the institutional 
review board of M U and the instructors from H U A S . We obtained a waiver 
from the ethical committee of M U since we intentionally do not collect any 
personally identifiable information that could reveal the learners' identity. The 
data are anonymous and cannot be linked to specific individuals. 

The learners agreed to complete the anonymous questionnaire for research 
via informed consent before the training. We minimized the extent of data 
collection to gather only the data necessary for the research. Most importantly, 
we ensured the learners would not be harmed by the research. They all had 
the right to stop participating at any time without any restrictions (although 
no one exercised this right). 

4.5 Methods for the Data Analysis 
Out of the 58 participants, we received questionnaire responses only from 45. 
Twelve participants could not answer due to an unexpected technical issue in 
the last training session, which has been fixed now. One participant did not 
answer because of time constraints. 

To analyze the Likert scale ratings (RQ1 and RQ2), we computed descriptive 
and inferential statistics in R (R Core Team, 2023). Even though Likert scale 
data are ordinal by definition, we treated them as interval data (Carifio & Perla, 
2008; Norman, 2010; W u & Leung, 2017), which is applicable. This was also 
demonstrated in related research on automated feedback (Arends, Keuning, 
Heeren, & Jeuring, 2017; Bruzual et al., 2020). To analyze the open comments 
(RQ3), we performed qualitative coding (Saldana, 2021) of students' answers. 

5 Results and Discussion 
We now answer the three research questions, discuss the results, and propose 
ideas for future research. 
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5.1 Quantitative Analysis (RQ1 and RQ2) 
The first two research questions examine the understandability and usefulness 
of the feedback. Figure 9 displays bar charts grouped in four quadrants. Each 
quadrant corresponds to one of the four feedback formats (reference graph, 
trainee graph, command timeline, and command analysis). The individual 
charts present descriptive statistics of the questionnaire answers. Then, the 
following sections of this text discuss the feedback further. 

I was able to easily understand the sample 
solution from the reference graph 

I learned new things from the sample 
solution from the reference graph 

I was able to easily understand 
my mistakes from the trainee graph 

I learned new things about 
my performance from the trainee graph 

I learned new things about 
my performance from the command timeline 

I was able to easily understand 
my mistakes from the command analysis 

I learned new things about my mistakes 
from the command analysis 

Fig. 9 Questions and the number of responses regarding the feedback modules. The number 
of responses is n = 45 for the questions in the 1st and 3rd row, and n = 36 for the remaining 
questions, which were added after the first field study. The horizontal axis represents the 
Likert scale defined in Section 4.1. 

5.1.1 Understandability and Usefulness of the Individual 
Feedback Formats 

Overall, the trainees expressed the largest agreement regarding the under
standability and usefulness of the reference graph. The trainee graph scored 
reasonably well, also. As we expected, the command timeline was understand
able. However, the trainees did not consider it much useful. The command 
analysis received the most varied and conflicting responses, which are explained 
in Section 5.2. 
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5.1.2 Correlation of Understandability and Usefulness 
We statistically tested the hypothesis that for each feedback format, there is a 
correlation between understandability and usefulness. We assumed that these 
characteristics would correlate positively. Should that not be the case, it may 
indicate a problem with the feedback design. 

We used the sample of n = 45 data points corresponding to the study 
participants. The significance level was set to a = 0.05, which is the typical 
cutoff (Miller & Ulrich, 2019). The Pearson correlations for the four feedback 
formats were moderate: .56, .48, .32, and .58, respectively. In all cases, the 
correlations were statistically significant, confirming our hypothesis. The p-
values were well below the a level, ranging from 3 • 10" 2 to 3 • 10" 5 . 

5.1.3 Mutual Difference of Understandability 
Based on Figure 9, the average values of understandability of the four feedback 
formats were 4.49, 3.98, 4.31, and 3.53 out of 5. We examined whether these 
differences are statistically significant. Therefore, we tested the hypothesis that 
all feedback formats have mutually different understandability. 

To compare the understandability across the four feedback formats, we 
used Welch's one-way analysis of variance ( A N O V A ) test. Again, n = 45 and 
a = 0.05. In this case, the independent variable (factor) was one of the four 
feedback formats, while the dependent variable was the numerical measurement 
of its understandability. 

A N O V A works well even for data that are not normally dis
tributed (Schmider, Ziegler, Danay, Beyer, & Buhner, 2010) (which happens 
in practical use cases since educational phenomena are often distributed non-
normally). Although there are non-parametric tests for non-normally distributed 
data, parametric tests are generally stronger, so we decided to use A N O V A . 
We checked two assumptions: 

• The individual measured values are independent - this is true since each 
student completed the questionnaire only once and independently of other 
students. 

• The variance of measured values across all groups is the same (homoscedas-
ticity) - this assumption is false, since the Levene test returned p = 0.03. 
Therefore, instead of the standard A N O V A , we performed Welch's A N O V A , 
which accounts for the unequal variance. 

Welch's A N O V A test yielded p = 4 • 10~ 5 , supporting the hypothesis that the 
understandability of individual feedback types differs significantly. 

5.1.4 Mutual Difference of Usefulness 
We tested an analogous hypothesis to the previous case, stating that all feedback 
formats have mutually different usefulness. We followed the same procedure. 
Since the Levene test returned p = 0.02, we used Welch's A N O V A again. The 
test supported the hypothesis, yielding p = 6 • 1 0 - 6 . 
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5.2 Qualitative Analysis (RQ3) 
The third research question examines how the feedback can be improved. 
Two researchers performed open coding of the questionnaire responses. We 
summarize the findings for each of the four feedback modules below. 

5.2.1 Reference Graph 
The trainees appreciated that the reference graph was simple and illustrated 
the intended correct solution(s) well. Since the reference solution can differ 
from their own, they were able to learn alternative approaches to the task. 
Overall, they suggested the least amount of improvements, which were minor: 

• Displaying the full command in a verbatim form next to an edge like in 
Figure 5, instead of a more complex annotation listing the command type, 
tool, and arguments, as is currently implemented in K Y P O C R P . 

• Adding the ability to view the graph per individual training phases 
("levels"), as well as a full-screen view. 

5.2.2 Trainee Graph 
Apart from the previous points, which apply to the trainee graph as well, the 
trainees raised the following concerns: 

• Some actions that contributed to the correct solution (or at least not 
impeded it) were classified as unknown. Fixing this requires updating the 
reference graph, which is currently performed manually. 

• If several different argument combinations for a command are attempted, 
the edge description becomes too long. A solution would be to show it in 
rows or on-demand. 

• Trainee graph could be displayed side-by-side with the reference graph or 
even trainee graphs of other students to enable better comparison. 

• It would be beneficial to discuss the trainee graph with the teacher so that 
the student can better understand how to fix their mistakes. 

5.2.3 Command Timeline 
As the quantitative analysis indicated, the timeline was not much useful for the 
trainees. They noted that the time information can be valuable for identifying 
the exact command succession, time gaps, and frequency of command usage. We 
realized this information might be more useful for instructors and researchers 
than for trainees. In addition, they suggested several improvements: 

• Closer interconnection wi th error analysis to distinguish incorrect com
mands. 

• Hiding or grouping information about repeated and similar commands, 
mistakes, and especially typos. 

• Displaying the timeline in sections split according to the training phases 
("levels"). 

• Displaying the commands in a single column as opposed to two, and 
including a tooltip that each entry is clickable to reveal further information. 
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5.2.4 Command Analysis 
This module yielded the most negative responses. 

• Trainees were displeased wi th false positives and negatives in the error 
analysis. Like in the reference graph, fixing this would require updating 
the definition files that enable error recognition. 

• Suggestions on how to fix the errors could be added to support student 
learning. 

• Error categories could be described in more detail since the short 
descriptions were not always understandable. 

• The graphical interface was not user-friendly. By default, no error category 
was displayed, and individual categories had to be selected one by one. 
Some categories included no errors but st i l l could be selected; instead, 
they could have been hidden or disabled. 

5.3 Lessons Learned 
Students found the feedback valuable overall, even though the presented proof 
of concept can stil l be significantly improved. A slight disadvantage is that 
the reference and trainee graph modules require the instructor to define the 
expected solution, and the error analysis requires the syntactic and semantic 
definition files. However, these extra steps must be performed only once for 
particular training and can be reused in future training sessions. A n alternative 
solution would be to display only those types of feedback that the instructor 
deems necessary. Currently, the feedback software displays al l four types of 
feedback by default. 

Automated feedback systems in general, including the one presented in 
this paper, have several other limitations. First, it is difficult to automatically 
assess all factors relevant to the exercise, such as the teaching context, personal 
learning goals, or strengths/weaknesses of specific students. As a result, the 
generated automated feedback may not be fully relevant to every individual 
student. Second, it is difficult to automatically evaluate soft skills, such as 
critical thinking and time management, which are also important for success 
in cybersecurity exercises. 

5.4 Discussion of the Feedback System 
Even though there is room for improvement, the feedback system as a whole 
addresses the nine key aspects (typeset in italics) that need to be considered 
when designing a learning analytics reporting system (Bodily & Verbert, 2017). 
The system goal is to provide post-training feedback to learners and teachers 
participating in hands-on cybersecurity training. The feedback is automated, 
timely, detailed on demand, and personalized. This addresses the needs of 
learners to understand the learning content, as well as of teachers to understand 
how their students learn. 

To generate the feedback, we collect data consisting of training actions 
(commands) from the training environment, which are then analyzed to identify 
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educational insights. The feedback is presented using a combination of visual 
and textual techniques within the training platform. The reason for using 
this representation is that it effectively displays the training data, combining 
well-known elements (e.g., a timeline) wi th novel approaches (e.g., a trainee 
graph). 

Students and instructors use the system immediately after the training 
ends. This way, they are not distracted during the training yet still remember 
the details of their activities and decisions. In the evaluation, the learners 
reported that they perceived the feedback from the system as understandable 
and mostly useful. In addition, they consider the system to be generally usable 
but warranting some improvements (see Section 5.2). The effect on student 
behavior or achievement is to be determined in the upcoming evaluations. 

5.5 Open Research Challenges 
In terms of feedback generation, an interesting research challenge is automat
ically updating the reference graph based on new solutions from students. 
Analogously, automating the updates of definition files for error analysis would 
decrease the occurrence of false positive and false negative discoveries. Lastly, 
measuring factors relevant to the teaching and learning context and incorpo
rating them in the feedback would increase its pedagogical value and relevance 
to individual students. 

In terms of feedback evaluation, future work can experimentally compare 
the learning of two groups of students: those who receive the feedback and 
those who do not. A randomized trial setup can measure whether the feedback 
impacted future learning. Both groups would receive the same knowledge test 
relevant to the learning outcomes of the training, and the performance of the 
two groups on the test would be compared. In addition, the data analytics in 
the feedback modules can be evaluated with instructors to determine whether 
the software effectively supports classroom situational awareness. 

Another challenge is extending the system to provide feedback during the 
training, not only after. Then, it would be useful to compare these two modalities 
to determine what type of feedback is the most effective at which stage. This 
mirrors the question How and when is it best to give students feedback to 
improve learning? It was identified as the fifth most pressing issue in a survey 
of computing educators about which problems they want computing education 
researchers to investigate (Denny, Becker, Craig, Wilson, & Banaszkiewicz, 
2019). More challenges regarding automated feedback (focusing on programming 
education) are discussed in (Malmi et al., 2019, Section 21.5.4). 

6 Conclusion 
Timely and personalized feedback to students is crucial to support their learn
ing. It helps them understand the learning content, confirms what they did well, 
and helps correct their mistakes. Therefore, we designed, implemented, and eval
uated four modules for providing feedback on complex cybersecurity exercises. 
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The quantitative analysis confirmed our intuition that the feedback modules 
are generally understandable and potentially useful. The qualitative interpreta
t ion of data revealed valuable suggestions for improvement and extension of 
the feedback. The key takeaway is that the proposed feedback methods and 
their principles apply to various ILEs and learning contexts. Other instructors 
can adopt or adapt our results to enhance the learning technologies they use. 

6.1 Implications for Practice 
From the research perspective, we conducted a multi-national, multi-
institutional study that examined the feedback from the perspective of various 
students. The conditions and modalities of training varied to accommodate dif
ferent use cases. The data were analyzed using mixed methods. This addresses 
the gap in almost 28% of current feedback systems that provided only anecdo
tal evidence of feedback effectiveness or even no evidence at all (Keuning et al., 
2018). The graph modules were shown to have the largest impact, while the 
command timeline and analysis modules were not substantially effective. 

Developers of learning technologies may implement a similar system and 
build upon our work, since all source code of the training platform and feedback 
modules is freely available under a permissive license. The insights described in 
this paper are not limited to cybersecurity education, since the demonstrated 
principles of feedback can be applied to other domains. 

Regarding the practical implications on teaching, cybersecurity instructors 
may deploy K Y P O C R P and use the modules in their classes. Receiving 
automated feedback is especially relevant in remote education when instructors 
have limited awareness of what students do on their computers (Svabensky, 
Vykopal , Tovarnak, & Celeda, 2021). This proved invaluable in our online 
teaching practice during the COVID-19 pandemic in 2020-2021. 

6.2 Publicly Available Supplementary Materials 
In the spirit of open science, materials associated with this paper are available 
under open-source licenses. This represents a valuable contribution since the 
open sharing of supplementary materials is not a standard practice in cyberse
curity education research (Svabensky, Vykopal, & Celeda, 2020). The materials 
include: 

• The interactive learning environment K Y P O C R P (Vykopal et al., 2021), 
including the feedback software (Masaryk University, 2023c, 2023d). 

• The training Locust 3302 and others (Masaryk University, 2021). 
• The modular logging toolset (Svabensky, Vykopal , Tovarnak, & Celeda, 

2021). 
• The questionnaire, collected data, analysis scripts, and qualitative coding 

table developed for this paper (Svabensky, Vykopal , Celeda, & Dovjak, 
2023). 
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