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Abstract 
Personalization in online learning environments has been extensively studied at var­
ious levels, ranging from adaptive hints during task-solving to recommending whole 
courses. In this study, we focus on recommending learning activities (sequences of 
homogeneous tasks). We argue that this is an important yet insufficiently explored 
area, particularly when considering the requirements of large-scale online learning 
environments used in practice. To address this gap, we propose a modular rule-based 
framework for recommendations and thoroughly explain the rationale behind the pro­
posal. We also discuss a specific application of the framework. 

Keyword Recommender system • Education • Learning environment • Adaptive 
practice • Domain modeling 

1 Introduction 

Computerized learning environments have scaled from research prototypes to large-
scale applications, particularly after the sudden boost of online learning during the 
global pandemic. Current online learning environments often offer students extensive 
content, and their offerings can be overwhelming. In such situations, personalized 
recommendations are helpful. 

Personalization of learning can take many different forms. The content of learning 
environments can be considered at various levels of granularity, from steps within tasks 
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that take a few seconds to whole courses that take weeks to finish. We focus on the 
level of learning activities—homogenous sequences of tasks that take a few minutes 
to finish, e.g., practicing the addition of decimal numbers or vegetable vocabulary. 

There exists extensive research in several closely connected areas like recommend­
ing learning objects, student modeling, and sequential recommenders. For the specific 
area of activity recommendations, there is little directly relevant work that can serve 
as a guidance for designers of practical large-scale learning environments, who need 
to consider many aspects in the design of recommendations: 

- support for various types of knowledge components, such as procedural rules and 
factual knowledge (Koedinger et al. 2012), 

- support for various forms of exercises, such as selected response, constructed 
response, or interactive problem solving (Pelánek 2020), 

- pedagogical strategies like spaced repetition and interleaved practice (Carpenter 
2014; Dunlosky et al. 2013), 

- prerequisites between topics (Chen et al. 2016), 
- mapping of the content to grades or specific curricula, 
- aspects connected to the practical usage of a learning environment in classrooms, 

such as homework, 
- motivational factors, such as optimizing difficulty for reaching flow state (Naka-

mura and Csikszentmihalyi 2014; Lomas et al. 2013), personalization with respect 
to student interests, and others (Malone 1987). 

In the research literature, these aspects are often addressed separately—researchers 
propose techniques that focus on optimizing specific aspects of learning environments. 
Such results are, however, often difficult to apply in conjunction with other aspects. 

Our approach is based on the perspective of avoiding stupidity (Pelánek and Effen-
berger 2022). Rather than trying to optimize a single aspect of recommendations (e.g., 
optimal intervals for spaced repetition), we aim to ensure that all important aspects 
are taken into account, at least in their basic form. To this end, we propose a rule-
based framework for recommending learning activities in computer-based learning 
environments. 

The proposed recommendation framework encapsulates the formulation of objec­
tives of the recommendations, modular data processing pipeline, principal realization 
of individual modules, and modular evaluation approach for continuous improvement. 
The proposed framework is based on IF-THEN rules, which are easily interpretable. 
Moreover, all intermediate steps in the modular pipeline have a clear interpretable 
meaning, and final recommendations can be naturally explained since each recom­
mendation is a consequence of a specific interpretable rule. In the presentation of 
the framework, we clearly describe our rationale for various design choices, which 
combine insights from research endeavors and practical experience with running a 
large-scale learning environment. 

The proposed framework is grounded in sound methodology and, at the same time, 
directly applicable in real-life settings. We have successfully used the framework 
to implement recommendations in a large-scale learning environment and provide 
a report on this case study. Moreover, the proposed framework is flexible enough 
to be applied in different learning environments. While previous research has intro-
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Table 1 Learning ; units and personalization 

Time scale Learning unit Personalization 

10s Step Adaptive hints 

1 min Task Difficulty adjustment, personalized feedback 

10 min Activity Mastery learning, activity recommendation 

Hours Course Course recommendation 

duced numerous educational recommender systems, their practical implementation 
has remained limited. In a recent systematic review conducted by da Silva et al. 
(2023) on educational recommender systems, it was observed that most studies suffer 
from a limitation in user sample size. This finding indicates that either these systems 
are predominantly utilized in restricted settings, or there is a lack of comprehensive 
reporting on their practical utilization. 

2 Context and related work 

Before diving into the details of the proposed framework, we clarify the context of the 
work and discuss related work. 

2.1 Personalization granularity levels 

Let us consider various personalization aspects within learning environments and 
their mapping to learning units of various granularity. Table 1 provides a simplified 
summary. 

The most fine-grained learning units are simple unit tasks or individual steps within 
larger tasks. Examples of such learning units include a single vocabulary question, 
one step in solving an equation, and determining the correct spelling of a single word. 
Personalization at this level has been called "inner loop" (Vanlehn 2006) or "step loop" 
adaptation (Aleven et al. 2016); it typically takes the form of adaptive hints. 

On the next level are tasks. Examples of tasks are solving an equation, checking 
and correcting the grammar of a sentence, or constructing a program in Python. Per­
sonalization on this level can take the form of task selection with the use of difficulty 
adjustment to achieve appropriate difficulty (Pelanek et al. 2017), choice of vocab­
ulary for practice using spaced repetition algorithm (Settles and Meeder 2016), or 
personalized feedback on student's response (Maier and Klotz 2022). This type of 
personalization has been denoted as outer loop (Vanlehn 2006; VanLehn 2016) or task 
loop adaptation (Aleven et al. 2016). 

On the next level in the granularity are learning activities. As a learning activity, 
we denote a situation when a student spends longer time intervals by learning a single 
topic (knowledge component) by either solving a series of related tasks (e.g., several 
equations with fractions) or studying materials related to the topic. Personalization on 
this level can take the form of mastery learning criteria, which decide when the student 
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has sufficiently mastered a particular topic and can move on Pelánek and Řihák (2018), 
Käser et al. (2016). Another personalization step is to recommend suitable follow-up 
activities or materials to study. 

Finally, on a coarse level, we have whole lessons and courses, which take several 
hours to complete and which consist of many topics and many learning activities. 
Personalization on this level takes the form of course recommender systems (Gulzar 
etal. 2018). 

The focus of this work is on the third level—learning activities—particularly with 
the focus on interactive activities where students solve some tasks or answers questions. 
In this setting, the goal is to recommend future activities. 

2.2 Used terminology 

As the terminology used to describe educational technology is far from standardized 
(Pelánek 2022), we explicitly clarify the terms used in this paper. We use the term task 
in a general meaning, which covers a wide range of interactions between students and 
learning environments: ranging from simple multiple-choice vocabulary questions to 
multi-step interactive problems in mathematics or programming. By learning activity, 
we denote a group of closely related tasks that are solved in a continuous sequence. 
Topic is some unit of knowledge. 

Figure 1 provides an illustration of these notions and their relations. A learning 
activity consists of tasks and belongs under a topic. For a specific topic, we can have 
several different learning activities. Topics are typically organized in a taxonomy 
and connected with prerequisite or follow-up relations. Learning activities can be 
mapped to curricula (e.g., recommended grades). Some learning activities may have 
thematic motifs and may be mapped to student interests. We acknowledge that there 
are many approaches to the exact realization of domain modeling and that different 
learning environments use different terminology and decisions. For example, learning 
environments differ in the granularity of their domain modeling (topics); consequently, 
our distinction between a learning activity and a topic may be fuzzy in some settings. 
The core principles of the proposed framework are, however, not dependent on specific 
modeling choices. 

2.3 Recommending learning materials 

One direction of research for educational recommendations involves recommending 
general learning materials such as texts and videos or entire courses. This research 
considers the structure of the domain, including the relations between topics, prereq­
uisites, and ontologies. However, it typically does not focus on analyzing students' 
answers or performance. 

Manouselis et al. (2011, 2012) provide a general overview of recommender systems 
for learning. Raj and Renumol (2022) provide a recent systematic review of adap­
tive content recommenders. Another recent systematic review is provided by Rahayu 
et al. (2022) who focus specifically on "learning paths" (sequential recommendations 
of learning objects). Reviews of ontology-based recommendations are provided by 
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mathematics 

topics fractions 

multiplication of 

fractions 

addition of 

fractions 
equations 

with fractions 

learning 

activities 

tasks 

addition of fractions 
selected response 

1 + 1 2 5 
2 3 5 6 

Harry Potter themed 
word problems on 
addition of fractions 

Harry is brewing a potion 
and needs to add 3/4 of.. 

7 th grade 
fantasy 

relations taxonomy membership - interests 
*• prerequisite grade mapping 

Fig. 1 Illustration of the used terminology using specific examples 

George and Lai (2019), Tarus et al. (2018). An example of course recommender sys­
tem is described by Gulzar et al. (2018). 

2.4 Recommending practice 

Another category of personalized educational techniques centers around interactive 
content that requires students to provide answers. These techniques incorporate student 
performance data and utilize it in student modeling methods to estimate skills. Using 
the student model as a basis, these techniques are capable of offering personalized 
recommendations. 

These techniques are often applied on the level of tasks—a learning environment 
recommends (or even directly selects) the next tasks that are suitable for a student. A 
typical example is flashcard software, which focuses on learning factual knowledge 
like foreign language vocabulary; the focus of recommendations is on utilizing the 
spacing effect (Pavlik and Anderson 2008; Settles and Meeder 2016). Pelánek et al. 
(2017) describe a method for adaptive choice of tasks that focuses on utilizing estimates 
of prior knowledge. Arroyo et al. (2014) propose rule-based selection that takes into 
account student success and effort (e.g., response time, use of hints). Simko et al. 
(2010) propose recommendations under a restricted time setting. 

On the level of learning activities, personalization may concern mastery learning 
criteria and visualizations of progress toward mastery goals (Pelánek and Řihák 2018; 
Käser et al. 2016). This personalization element, however, does not involve recom­
mendations. 

Recommendation of practice is often closely interconnected with learning dash­
boards and methods for visualization of student knowledge estimates (open learner 
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models). Bodily and Verbert (2017) provide a review of learning analytics dashboards 
and educational recommendation systems. 

Additionally, adaptive methodologies such as instructional planning (Vassileva 
1995) and course sequencing (Brusilovsky and Vassileva 2003) predate the con­
temporary conceptualization of recommender systems. Although these works do not 
explicitly employ the term "recommendation," their objectives and employed tech­
niques are closely related to recommendation of learning activities. 

2.5 Closely relevant recommender systems topics 

In the extensive body of literature on recommender systems, several threads have 
emerged that are particularly relevant to the recommendation of learning activities. 

One such thread is sequence-aware recommendations (Quadrana et al. 2018). 
Unlike traditional recommender systems that focus on suggesting individual tasks, 
sequence-aware recommendations aim to recommend a cohesive sequence of tasks that 
work together well. Examples of such sequences include research papers (Mohseni 
et al. 2019) or tourism packages (Kolahkaj et al. 2020). Recommending learning 
activities may be viewed as a special case within the broader scope of sequence-aware 
recommendations, with many specific requirements given by pedagogical considera­
tions. 

Another closely related thread is context-aware recommendations (Adomavicius 
and Tuzhilin 2010). Contextual factors, such as time and location, are relevant across 
various recommender systems. Numerous techniques have been developed to incorpo­
rate these contextual factors, ranging from preprocessing and postprocessing methods 
to direct inclusion into recommendation algorithms. 

A third notable thread is explainable recommendations (Zhang and Chen 2020). 
The primary objective here is to provide users with explanations that justify the spe­
cific recommendations they receive. Explanations play a crucial role in enhancing 
the persuasiveness and trustworthiness of recommendations (Tintarev and Masthoff 
2010). Within the educational context, the significance of explainable recommenda­
tions is arguably even greater than in conventional recommender systems focused on 
movies or books. Barria-Pineda et al. (2021) offer a specific example of explainable 
recommendations within an educational context. 

2.6 Rule-based recommendations 

Our proposed approach is based on rules. Utilizing rules for recommendation offers 
several advantages. Firstly, rules are interpretable, which facilitates system develop­
ment, debugging, and monitoring. Moreover, interpretability enables the provision 
of explanations for recommendations, enhancing transparency. Additionally, a rule-
based system is relatively straightforward to extend or modify since individual rules 
can be changed or updated as needed. These advantages have not been overlooked 
in previous research, where various types of rule-based recommendations have been 
proposed. 
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One direction is based on the use of association rules, which is a standard tech­
nique in machine learning. Specific examples of their application in educational 
recommendations include learning object recommendations (Imran et al. 2016) and 
recommendations of learning lessons based on interests (Hsu 2008). 

Another approach involves the use of fuzzy logic rules, which employ IF-THEN 
rules based on many-valued logic, allowing truth values of variables to range between 
0 and 1. For specific examples of applications of fuzzy logic rules in educational rec-
ommender systems, see Asadi et al. (2019), Gogo et al. (2018). Rule-based systems, 
particularly those employing fuzzy logic rules, are often referred to as "expert sys­
tems." Such systems have been proposed, for example, for movie recommendations 
(Walek and Fojtik 2020) or diet recommendations (Tabassum et al. 2021). 

While the existing research literature demonstrates the potential advantages of rule-
based recommendations, most of the existing approaches are either limited in scope 
or specialized, making them unsuitable as a direct basis for the development of rec­
ommendations for learning activities in large-scale learning environments. 

2.7 Evaluation of adaptive learning environments 

Evaluation of recommendations (or adaptivity in general) in online learning environ­
ments is difficult (Weibelzahl 2005; Weibelzahl et al. 2020; Brusilovsky et al. 2004; 
Paramythis et al. 2010). First, it can take a long time for the effects on the students' 
learning and motivation to manifest. Furthermore, there is considerable noise and 
biases in the collected data, e.g., self-selection bias, mastery attrition bias, and order­
ing bias (Pelanek2018). 

The evaluation of adaptive learning environments can differ considerably. We can 
classify evaluations using the following four characteristics: 

- Summative vs. formative. Summative evaluation can establish the effectiveness of 
the recommendation algorithm (or even the whole learning system); however, it 
does not indicate how to improve it. In contrast, formative evaluation provides 
insight into the behavior of the algorithm and how to improve it (Mark and Greer 
1993). 

- Optimization vs. avoiding stupidity. Optimization-aiming evaluation is based on 
metrics that describe the quality of the recommendations (e.g., click-through rate). 
Stupidity-avoiding evaluation attempts to detect "major inadequacies" (Mark and 
Greer 1993), such as ignoring prerequisites or recommending too difficult tasks 
leading to frustrating failures (Pelanek and Effenberger 2022). 

- End-to-end (whole system) vs. layered evaluation. Layered evaluation refers to 
evaluating individual components in isolation, which is helpful for diagnosing 
what needs to change (Brusilovsky et al. 2004; Paramythis et al. 2010). 

- Long-term vs. short-term evaluation. Long-term metrics are more closely linked 
to the aim of the algorithm but (obviously) take more time to measure and are not 
directly attributable to specific recommendations. Some examples of long-term 
metrics are mastered topics, post-test performance, results on standarized exams, 
and long-term retention. Some examples of short-term, online, attributable metrics 
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are the proportions of clicks, solved, solved with good performance, and solved if 
clicked (conditional probability). 

These characteristics are not completely independent. The summative evaluation 
is typically optimization-focused, end-to-end, and long-term. The formative evalua­
tion, in contrast, is often avoiding-stupidity-focused, layered, and shorter-term. For 
this work, more relevant is the formative evaluation since the purpose of evaluating 
recommendations in a large-scale learning environment is an iterative improvement. 

Note that there are also other approaches to classify evaluations. For example, Iqbal 
et al. (1999) discuss experimental vs. exploratory and internal vs. external methods. 
Mark and Greer (1993) distinguish several evaluation methodologies: small group 
testing, field testing, and experimental research (which can be single group, control 
group, or quasi-experimental). Greer and Mark (2016) provide other examples of 
evaluation methods beyond controlled experiments, e.g., propensity-score matching, 
simulated learners, and comparing decisions made by adaptive learning environments 
and human experts. 

3 Recommendation goals and requirements 

To design a recommender system for learning activities, we need to clarify its goals and 
requirements. These goals and requirements naturally vary depending on the specific 
learning environment. For instance, the recommendations for vocabulary learning 
among elementary school students should differ from those required in vocational 
training. Our objective is to summarize the general goals and requirements relevant 
across a wide range of online learning environments. 

3.1 General goals 

On a high level, the general purpose of recommendations is to contribute to efficient 
student learning and engagement within a learning environment. We identify three key 
avenues through which this objective can be achieved: predicting intentions, facilitat­
ing exploration, and reinforcing knowledge. 

3.1.1 Predicting intentions 

The first objective is to efficiently guide students toward activities they would naturally 
be inclined to visit, even without the presence of recommendations. The purpose of 
these recommendations is not to surprise users but rather to enhance the efficiency 
and enjoyment of using the system. Additionally, they should increase the proportion 
of time students spend productively within the learning environment by guiding them 
toward the most suitable activities given their current knowledge. 

This type of recommendation closely aligns with the concept of follow-up recom­
mendations commonly employed in general recommender systems, such as those used 
for suggesting news stories. 
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3.1.2 Facilitating exploration 

The second objective is guiding students toward content they might not actively seek 
out on their own. This could encompass alternative forms of practice than those previ­
ously mastered by a student, practice in different educational domains, unconventional 
activities like logic puzzles, or even content that is more advanced than their current 
grade level, provided the student previously demonstrated adequate knowledge to 
engage with it. 

This type of recommendation aligns with the notion of serendipity often employed in 
general recommender systems. It aims to introduce students to unexpected yet valuable 
learning opportunities, expanding their horizons beyond their usual preferences and 
promoting a sense of discovery. 

3.1.3 Reinforcing knowledge 

The third objective is to provide recommendations that strengthen previously prac­
ticed knowledge, ideally targeting the most beneficial activities at any given moment. 
Personalized reinforcement of knowledge is one of the key potential advantages of 
computerized learning environments. However, engaging in repetition and knowledge 
strengthening is typically not something students are inclined to do without explicit 
impulses. The role of recommendations is thus particularly important. 

The reinforcement may take different forms, such as repeated practice of previously 
learned concepts through spaced repetition, tackling the same topic using different 
interaction formats (e.g., shifting from selected response to constructed response), or 
practicing topics in an interleaved manner (e.g., integrating computation with fractions 
following separate practice of fraction addition and multiplication). 

Recommendations for knowledge reinforcement are highly specific to learning 
environments and need to consider specific learning processes. As a result, this type of 
recommendation does not have a direct analogy within general recommender systems. 

3.2 Recommendations situations 

Within a learning environment, recommendations can be used in various places: 

- homepage recommendations (learning dashboard)—a central location that the stu­
dent visits when entering the learning environment (and potentially repeatedly 
during the system usage), 

- follow-up recommendations—recommendations shown after a student finishes a 
learning activity, 

- default actions during navigation—recommendations shown while a student is 
navigating the system (e.g., a user wants to practice operations with fractions; 
while browsing a tree of topics the system recommends a specific practice set 
concerning fractions), 

- special recommendations—special pages that aim to motivate students toward tar­
geted practice (e.g., reinforcing knowledge or toward a goal selected by a teacher); 
these may be connected with gamification elements. 
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Table 2 Mapping between recommendation situations and goals 

Predicting intentions Facilitating exploration Reinforcing knowledge 

Homepage / / / / / / 
Follow-up / / / / 
Navigation defaults / / / / / 
Special / / / / / 

Table 2 provides a rough mapping of recommendation situations and recommen­
dation goals. The details, of course, depend on a particular setting and objectives of 
a particular learning environment. The main point, which should be relevant across 
various environments, is that different situations need to address different goals and 
thus need different recommendations. 

3.3 Requirements for recommendations 

For recommendations to truly benefit students, they must meet a range of specific 
requirements. The educational setting, in particular, gives rise to several unique 
demands not typically encountered in general recommender system contexts. 

Recommend activities of appropriate difficulty. The basic requirement concerns 
appropriate difficulty—the recommended practice should not be too easy nor too 
difficult for the student. Determining appropriate difficulty is complex and involves 
the use of a domain model (taxonomy of topics, prerequisites, mapping to grade levels) 
and a student model (estimate of student skill based on past performance). 

Support reinforcing and strengthening knowledge in a manner appropriate to the 
type of knowledge. Different types of knowledge require different types of learning 
processes (Koedinger et al. 2012) and may need to be reinforced in different manners. 
For example, for basic factual knowledge (foreign language vocabulary, names and 
locations in geography), it may be useful to recommend spaced repetition for the same 
practice that a student has already done. In contrast, for practicing programming, it is 
more useful to focus on the interleaving principle. 

Take into consideration activities outside the learning environments. Computerized 
learning environments are typically used to complement other forms of learning. The 
recommendation algorithm thus needs to take into account that student knowledge 
state may have changed between practice sessions, particularly when there is a larger 
time window between them. 

Take into account contextual information. Context awareness is a general trend in 
recommender systems (Adomavicius and Tuzhilin 2010). In learning environments, 
relevant contextual information includes: whether the activity is happening at school 
or at home, whether the activity was explicitly assigned by a teacher or parent (e.g., as 
homework), what type of device is used, whether audio output and input are available, 
current time and students time restrictions. 

Supporting personalization with respect to interests. In addition to personalization 
based on student knowledge state, it is useful to take into account also student interests 
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Fig. 2 Overall outline of the proposed modular framework 

and to present tasks that are contextualized with respect to these interests (Cordova 
and Lepper 1996; Walkington 2013). 

Provide diverse recommendations. Diversity is another generally important aspect 
of recommendations (Castells et al. 2021). Previous research in the educational set­
ting shows that a suitable degree of novelty may sometimes be more important for 
motivation than difficulty factors (Lomas et al. 2017). 

4 Rule-based recommendations 

The proposed framework is based on a modular rule-based approach using IF-THEN 
rules. The individual rules are directly interpretable. The following simplified exam­
ples illustrate the basic form of the used rules: 

- IF a student mastered an activity A without problems and B is an activity for a 
follow-up topic THEN recommend B. 

- IF a student struggled while practicing activity A and it has been more than 10 
days since the last practice THEN recommend A. 

The individual rules are relatively simple. The focus of the framework is on properly 
managing the data required by the rules (student states, activity relations, contextual 
data) and developing a ruleset that well captures the requirements on recommendations. 

4.1 Overview of the proposed framework 

Figure 2 illustrates the overall structure of the proposed framework. We start by outlin­
ing the main role of individual parts. In the rest of the section, we discuss the modules 
in more detail. 
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The input to the recommendation process consists of the following data: 

- student and school data: data specified by the student or teacher, e.g., students' 
class grade, class memberships, interests, specific homeworks and their deadlines, 

- student performance data: data about previous student activity within the learning 
environment (e.g., correctness of answers, response times), 

- context: automatically determined contextual information, e.g., time of day, device 
used by a student, activity of classmates, 

- domain data: meta-data concerning the educational content, specified by system 
designers, e.g., mapping of learning activities to topics, prerequisites among topics, 
mapping of learning activities to grades, 

- rules and priorities: data specifying the behavior of the recommender system, 
specified by system designers. 

The input data are processed in several steps, which produce intermediate data 
(all intermediate data are interpretable). The performance classification processes 
raw data about student activity into abstracted student-activity status data, e.g., based 
on the correctness and response times of Jane's responses to a series of vegetable 
vocabulary questions, the system may store the status "Jane, vegetable vocabulary, 
mastered well." Another preprocessing of input data involves domain data, where 
learning activity relations are automatically computed based on high-level content 
meta-data. 

The core of the algorithm lies in the rule application, which applies the specified 
rules to student data. Although this step combines many data sources, its realization 
is quite straightforward—a stepwise evaluation of individual IF-THEN rules, where 
each of these rules references only some data sources. This step produces a ranked 
list of learning activities for recommendation. 

The presentation layer takes the computed list and presents it to the student while 
taking into account the goals of different presentation locations, as outlined in Table 2. 
The data about presented sets are also stored as logs. 

Finally, an inherent part of the framework is analysis and evaluation. This step takes 
the stored logs and creates reports that are used by the system designer to tune the rules 
and domain data. The framework thus supports continuous iterative improvement. 

4.2 The rationale for the chosen approach 

We take the avoiding stupidity perspective (Pelanek and Effenberger 2022)—rather 
than aiming at optimal recommendations, our main goal is to avoid undesirable behav­
ior. As listed above, the recommendations try to achieve several goals and need to take 
into account multiple requirements. It is hard to satisfy perfectly even a single of these 
requirements—research papers often go into depth into one of them (e.g., determining 
what is appropriate difficulty or optimizing spaced practice intervals), and even with 
such clear focus, it is hard to find optimal solutions. For practical application in a 
learning environment, we do not necessarily need optimality, but it is essential to have 
reasonable coverage of all requirements. It is not useful to have a sophisticated model 
of prerequisites but completely ignore the issue of forgetting. 
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The proposed approach thus aims to provide reasonable coverage of all these 
requirements and to be applicable in a real-life setting of a large-scale learning 
environment. With this goal in mind, the modular rule-based framework has several 
advantages: 

- Modularity. Individual components can be developed, tested, and evaluated sepa­
rately. 

- Extensibility. The recommendation system can be improved incrementally by 
adding new rules. 

- Flexibility. The framework is applicable for recommendations in a wide range of 
educational domains. 

- Explainability. For each recommendation, we can determine the reason why it is 
recommended. This is very useful for the development (verification, monitoring, 
and evaluation of the system) and may also be applied in the user interface— 
providing students explanations for recommendations, which may be useful for 
building user trust (Tintarev and Masthoff 2010). 

For a comparison, consider an alternative "black-box approach," where we use 
machine learning techniques (neural networks, reinforcement learning) to learn rec­
ommendations directly from data. This would save time needed by human experts (no 
need to write recommendation rules or tune parameter values), but it would lack the 
above-mentioned advantages. 

4.3 Student performance classification 

With respect to the use of student performance data, the core idea used in the framework 
is to use abstraction of the observed performance rather than estimates of latent skills. 

Student modeling research primarily focuses on the estimation of student cognitive 
skills (Pelánek 2017). However, when it comes to real-world, large-scale learning envi­
ronments, applying the student models outlined in research papers becomes intricate. 
These models require fine-grained skill models (task-skill mappings), which are time-
consuming to prepare and manage. In scenarios where multiple skills are involved 
per task, determining how to assign credit or blame becomes unclear. Additionally, 
there is a lack of research on utilizing student models in cases where multiple activity 
types exist for the same topic. For example, consider the practice of vocabulary using 
multiple-choice questions and written answers. Should these activities be treated as 
practicing the same skill or rather distinct yet somehow related skills? This aspect 
is not sufficiently explored in current research. Furthermore, the models that try to 
address these more complex modeling issues are often computationally demanding 
and are not readily applicable in practical settings that require frequent skill updates. 

Accurate skill estimates are particularly valuable when it comes to adapting learning 
experiences at the step and task levels. These estimates enable personalized hints, 
feedback, and dynamic difficulty adjustments within a learning activity (as outlined in 
Table 1). However, when it comes to recommendations, we adopt a different approach. 
Instead of estimating latent skill, we use abstraction of the observed performance 
and we base the recommendations directly on this abstracted performance. Rather 
than delving into the complexities of detailed student modeling, our emphasis lies in 
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Table 3 Student performance classification: example of used status classes and the basic idea of classifica­
tion criteria 

Classification Criteria 

Easy mastery Low error rate and low time to mastery 

Weak mastery High error rate or high time to mastery 

Normal mastery Other cases of mastery 

Wheelspinning Many attempts, mastery not reached 

Tried Mastery not reached, not wheelspinning 

combining student performance data with other pertinent factors such as contextual 
information and student preferences. 

For each learning activity that a student takes, we abstract the observed performance 
data (correctness of answers, response times) into a discrete performance classification. 
Table 3 illustrates the basic idea of such classification. (The choice of classes and details 
of criteria depend on a particular learning environment.) This approach is analogical to 
the one proposed in Pelanek and Effenberger (2020), where the classification approach 
was used for individual responses. Here, we apply it on the level of learning activities. 

4.4 Domain data for recommendations 

The recommendation rules are based on domain data, particularly various relations 
and attributes of topics and learning activities (see Fig. 1 for illustrations): 

- generalization-specialization relationships, which organize the domain into a tax­
onomy, 

- prerequisites, typical follow-ups or paths through topics, which specify a suitable 
ordering of activities, 

- mapping between learning activities and topics, 
- mapping between learning activities and interests, 
- mapping of topics or learning activities to grades for which the content is suitable, 
- difficulty rating of learning activities. 

The relations can be specified in different ways: manual specification by an expert 
(e.g., using curricular documents), automatic computation based on high-level domain 
data (e.g., using some manually specified relations to compute automatically derived 
ones), or automatic computation based on student activity within the environment. 

4.5 Rules 

Rules are parametrized by learning activities and have the form of IF-THEN rules: IF 
condition(A, context) THEN recommend A. The conditions may refer student perfor­
mance classification over activities, domain data relations, learning activity features, 
or various contextual information (e.g., timing, device). Each rule also has assigned a 
priority; these are used to select and rank applicable recommendations. 
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Table 4 Examples of rules for recommending learning activity A to a student s 

Rule name Condition Priority 

Follow topic 5 mastered B well, (B, A) e follow 0.9 

Pred topic 5 wheelspinning B, (A, B) e follow 0.8 

Repetition normal s mastered A normally, at least 10 days ago 0.5 

Homework i has homework A and current time > 2PM 1 

Table 4 shows illustrative examples of rules (simplified). Specific rules depend on 
the details of a particular learning environment. There are, however, several broad 
classes of rules that are useful across learning environments. These classes are useful 
for grouping recommendations in the user interface. 

4.5.1 Follow-up activities 

If a student successfully finished a learning activity, we want to recommend a follow-up 
activity that somehow extends or builds upon the completed one. 

Individual rules capture different types of follow-ups: 

- difficulty, i.e., recommending the same type of activity, the same topic, but a more 
difficult activity, 

- activity type, e.g., after a student finishes a selected response activity for vegetable 
vocabulary, recommend vegetable vocabulary with written answers. 

- topic, 
- presentation ordering within a system. 

The priority of rules may depend on student performance. For example, the follow-
up with respect to difficulty may have high priority only when a student shows fluent 
mastery within the current activity. 

4.5.2 Preceding activities 

If a student does not finish an activity even after many attempts or finishes the activity 
but is struggling, we want to recommend activities that are "preceding" and will help 
the student to better master the topic he is struggling with. 

These rules closely resemble the follow-up rules, but their direction with respect to 
domain relations is reversed. 

4.5.3 Strengthening 

We want to recommend activities that strengthen students' mastery of topics that 
they have practiced previously. Efficient methods for such strengthening are dis­
tributed practice (spaced repetition) and interleaved practice, which have been shown 
to robustly improve learning across various learning domains (Carpenter 2014; Dun-
loskyetal. 2013). 
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The spaced repetition strategy leads to the following type of rule. If a student 
finishes a learning activity, recommend the same activity after a suitable time delay. 
The priority of the rule should be based on the time delay and the current student 
performance. (Priority should be given to the repetition of topics where the student 
struggles.) 

The interleaved practice strategy leads to rules of the following type. If a student 
finishes learning activities for topics A and B, recommend an activity in which topics 
A and B are interleaved. 

4.5.4 Exploration 

We want also to navigate students to activities that may be relevant for them but are 
not directly connected to their previous activity. This is particularly useful for new 
users in the learning environment as they have limited recorded activity. 

Specific examples of such exploration rules: 

- featured activities—manually or semi-automatically selected activities, 
- interests—recommendations based on student's selected interests, e.g., recom­

mending activities featuring animals or movies, 
- peer activity—recommendation based on the recent activity of peers, e.g., class­

mates. 

4.5.5 Assigned activities 

Recommendations also need to take into account various features of learning environ­
ments which lead to explicitly assigned activities. A typical example is the support for 
assigning homework to students by their teacher or parent. 

4.6 Computing recommendation candidates 

Once we have the recommendation rules and the underlying domain and student data, 
we use them to generate a list of potential recommendations. By design, the applica­
tion of these rules is straightforward. For each rule, we evaluate its condition, and if 
the condition is met, the corresponding activity is appended to the recommendation 
candidate list along with its priority and the name of the rule that generated it. 

The process of computing recommendations entails addressing a few technical 
considerations. For instance, some filtering aspects are relevant across all rules. For 
example, it is important to recommend only those activities that align with the student's 
grade level or are compatible with the device they are currently using. Rather than 
including these filters directly within the rule conditions, it may be more appropriate 
to apply them as separate postprocessing steps on the candidate list. 

Another technical aspect relates to computational efficiency. One approach is to 
precompute the list of candidates for each student through batch precomputation once 
a day. Throughout the day, as students complete learning activities, the candidate list 
can be updated based on the rules that are directly relevant to the outcome of a given 
activity. 
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4.7 Presenting recommendations 

Finally, once we have identified recommendation candidates, the last step is to present 
them to students. As discussed previously and illustrated in Table 2, the relevant type 
of recommendation varies depending on the recommendation situation. 

To realize the presentation, we have to make the following decisions: 

- Determining which rule types should be employed for each recommendation sit­
uation. 

- Establishing the number of recommendations to display in each situation. 
- Selecting a method for choosing among the candidates. The method should con­

sider recommendation priorities and try to achieve diversification. This can be 
done, for example, by utilizing a variation of roulette wheel selection. 

- Designing the specific layout and appearance of the recommendations. Each final 
recommendation has a clear reason behind it (specific rule, rule type, seed learning 
activity). These reasons can be used in the user interface to structure recommen­
dations and provide explanations (Tintarev and Masthoff 2010). 

5 Monitoring and evaluation of recommendations 

In this section, we discuss tools for monitoring and analysis of recommendation 
behavior. Using the characteristics of evaluation methods from Sect. 2.7, we focus 
on formative, stupidity-avoiding, short-term evaluation, which is well-suited to help 
the system designers to iteratively improve the system. 

5.1 Evaluation of modules 

A key advantage of a modular framework is that it allows layered evaluation of the 
individual modules. Figure 3 shows the four modules that can be evaluated in isolation: 
1. performance classification, 2. learning activity relations, 3. recommendation rules 
application, and 4. presentation layer. 

5.1.1 Evaluation of performance classification 

The performance classification module takes raw student performance data and pro­
duces student statuses (Sect. 4.3). The goal of evaluation is to check the validity of 
these statuses and provide insights for improvement. Typical actions based on the 
evaluation are tuning the thresholds or criteria used for classifying the performance. 

The evaluation can be performed using several approaches. The basic check is 
provided by simple descriptive statistics like the distribution of student statuses into 
individual classes (Pelánek and Effenberger 2020). If the distribution is highly uneven 
(dominated by a single class), then the information cannot be very useful for person­
alization. 

A detailed insight, although with a limited scope, can be provided by an expert 
in-depth inspection for a sample of data. The expert is provided with a readable listing 
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Fig. 3 Evaluation of individual modules displayed as an overlay over the framework structure (Fig. 2) 

of the raw data for sample student attempts and provides a judgment on the perfor­
mance statuses for given attempts. This judgment is then compared with the outputs 
of the classifier. The specific procedure can vary and can be found in the literature 
under various names, such as expert-based evaluation (Mark and Greer 1993), expert 
inspection, on-site expert evaluation, panel of experts (Iqbal et al. 1999), or heuristic 
evaluation by experts (Paramythis et al. 2010). 

A fully automated evaluation of the quality of statuses can be performed by psy­
chometric techniques for assessing validity of measurements (DeVon et al. 2007). 
Predictive ability of the statuses can be quantified using accuracy of the next answer 
predictions based on status information (Pelanek and Effenberger 2020). We can even 
analyze the impact of the performance measure on the validity and reliability of stu­
dent and domain models that use the performance statuses as their input. For example, 
Effenberger and Pelanek (2021) compare multiple performance measures using valid­
ity and reliability of skill and difficulty estimates computed using the performance 
statuses. 

5.1.2 Evaluation of learning activity relations 

The recommendation rules can refer to various domain data (Sect. 4.4), which can be 
evaluated separately. Each type of domain data may require slightly different evalua­
tion; we will give examples of relations between learning activities. 

No matter whether the relations are specified manually or computed automatically 
from other domain data, it is useful to check the final relations. The basic check is 
again provided by descriptive statistics, e.g., summary statistics like the density of 
relations and listings of the most and least connected nodes. These statistics are useful 
particularly for identifying weak spots due to some clear mistake or omission. A deeper 
analysis needs to involve a human expert, who performs an in-depth check of a sample 
of computed results. 

Springer 



Personalized recommendations for learning activities. 

5.1.3 Evaluation of recommendation rules and their application 

This evaluation is concerned with rules and their application (Sect. 4.5). For this step, 
we assume that the student statuses and learning activity relations are correct, and we 
check the recommendations (and their priorities) produced by the rules. 

A basic approach is an evaluation using human experts, who check the outputs for 
provided inputs. The inputs consist of the student-activity statuses, learning activity 
relations, student and school data, as well as the context (Fig. 3). These inputs can be 
specified directly, synthesized using simulated users (Paramythis et al. 2010; Greer 
and Mark 2016), or by sampling the existing users. The output consists of all activated 
recommendation rules and produced recommendations, together with their priorities. 

These input-output pairs are then checked by a human: Assuming the correctness 
of the student-activity statuses and of the learning activity relations, are the recom­
mendations appropriate for the given student in the given context? Should something 
else be recommended, e.g., is there a "strengthening" recommendation that a human 
teacher would suggest? Typical actions are updating priorities, modifying the rules, 
or even adding new rules. 

It might be hard for human experts to take into account the extensive domain data 
and to assume their correctness. Instead, they may rely on their domain knowledge 
(Paramythis et al. 2010). In this case, the evaluation is not completely isolated and 
the human experts might suggest changing the domain model to fix inappropriate 
or missing recommendations—and it might, indeed, be a more suitable remedy than 
changing the rules. 

We want not just to tune the rules that we already have but also to discover "missing 
rules" that would be valuable to add. Using user data, we can extract the events in 
which a user solves (with an appropriate performance) a learning activity that was 
not recommended to her. Alternatively, as an even stronger indication of a suitable 
missing recommendation, we can extract events when a teacher assigned a class an 
activity that would not be recommended to the pupils using the current rules. 

5.1.4 Evaluation of presentation layer 

Based on pre-computed data (activities to recommend, priorities, responsible rules) 
and context (recommendation situation, time), this module presents the final recom­
mendations (Sect. 4.7). 

We can employ human expert evaluation, as in the previous section. The key differ­
ence is that now we assume the correctness of the pre-computed list of recommended 
activities with their priorities—which is the input that should be shown to the human 
expert. Again, we can either specify the inputs directly or use the collected data for a 
representative sample of users. We ask the experts if the presentation (e.g., selection, 
grouping, ordering) is appropriate. As in the previous layer, however, it might be dif­
ficult for the experts to assess only the presentation decisions, if they do not think the 
list of recommendations is appropriate (Paramythis et al. 2010). 
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Table 5 Metrics to quantify the performance of the recommendations 

Metric Definition Label/calculation 

Displays/day How many times displayed TV 

Clicks/day How many times clicked on C 
Solved/day How many times clicked on and solved S 
Click-through rate P(clicked | displayed) C/N 
Conditional success rate /'(success | clicked) S/C 
Success rate /'(success | displayed) S/N 

5.2 Evaluation metrics for recommendations 

During the layered evaluation, we evaluated each module in isolation. It is, neverthe­
less, also important to check that the modules work well together and the system as 
a whole. Since we are interested in formative evaluation and iterative improvement, 
we focus primarily on metrics that are directly attributable to actions of the system 
(Zinkevich 2017). Although these metrics are only proxy measures for our real goals 
(e.g., efficient student learning), they can be realistically measured and can provide 
valuable insights for system improvement. 

Table 5 lists six basic metrics that are attributable to individual recommendations or 
recommendation batches.1 We can look at both the counts (absolute frequencies) and 
rates (relative frequencies) of the desirable events—recommendations being displayed, 
clicked on, and the recommended activity being solved by the user. The basic counts are 
the number of displayed recommendations, how many times a recommendation was 
clicked on, and how many times a recommended activity was successfully completed. 
For better interpretability, the counts can be averaged per a meaningful unit of time 
(e.g., clicks per day). 

When a batch of recommendations is shown, we want the user to click on (and solve) 
one of the recommended activities, not all of them. We can count the same three events 
aggregated per batch: the total number of batches displayed, how many times at least 
one recommendation in the batch was clicked on, and how many times at least one 
recommended activity in the batch was clicked on and successfully completed. 

Using these counts, we can calculate three different rates (relative frequencies): 
click-through rate (ratio of clicks to displays), conditional success rate (ratio of success 
to clicks), and (unconditional) success rate (ratio of success to displays, product of 
the former two rates). A l l these rates can be measured either per a recommendation 
or per a batch of recommendations. 

As we will see in the case study (Sect. 6.3), none of these metrics is sufficient to 
look at alone. For example, high rates are not meaningful if the counts are very low. 
Similarly, a high click-through rate is not something to celebrate if the conditional 
success rate is low. 

A recommendation batch is a group of recommendations shown to the user at once, e.g., all recommen­
dations the user gets on the homepage. 
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5.3 Comparison of rules across context 

It may be hard to interpret the above-listed metrics in isolation, e.g., it is not clear 
what a "good" click-through rate is. By comparing results for individual rules and by 
monitoring the user interactions with the recommendations in various contexts (e.g., 
homepage vs. next to solve, English vs. Math, primary vs. secondary school), we can 
more easily detect problems, e.g., underused rules (which may be wrongly specified), 
or identify leverage points, e.g., heavily used rules, for which small changes can have 
a large impact and it is thus worthwhile to pay attention to details of their formulation 
and prioritization. 

Typical actions based on the evaluation include an update of priorities, a change of 
a rule, or even an addition or removal of a rule. However, compared to the evaluation 
of modules, end-to-end evaluation gives less guidance on what action to take if an 
issue is detected—any module may be the culprit. Sometimes, a discrepancy between 
various slices suggests what to change. For example, if the performance is poor in a 
single educational subject, it may be because of insufficiently specified domain data. 
Other times, a follow-up evaluation of the modules is necessary to pinpoint the root 
cause of the issue. 

The metrics discussed in Sect. 5.2 can be computed for the whole system or for 
various slices of the data, such as the educational subjects, subpopulations of users 
(e.g., school grade), or recommendation situations (e.g., homepage, next to solve). The 
metrics for the individual recommendations can also be computed per each recom­
mendation rule, which allows us to evaluate the performance of each rule separately. 
We will illustrate such an evaluation in a case study (Sect. 6.3). 

Note, however, that it is tricky to compare the performance of the rules since the 
rule to generate a specific recommendation is not selected at random. There are many 
influencing contextual factors impacting the metrics, such as the number of displayed 
alternatives and the position of the recommendation within the batch. Some of these 
factors can be partially accounted for in the analysis or in the data collection by 
randomizing some choices (basically performing an online AB experiment to compare 
the rules). 

6 Case study: Umime learning environment 

In this section, we report on the implementation of the proposed framework in the 
learning environment Umime. The implementation covers all aspects of the framework 
discussed in the paper and is used in the production version of the environment. 

In the discussion, we focus particularly on the illustration of evaluation methods 
described in Sect. 5. Our goal is not to make claims about the quality of the specific 
implementation of the framework or specific recommendation rules—such claims 
would not transfer to other contexts anyway. Rather, our goal is to demonstrate the 
utility of the formative, layered evaluation methods, which are enabled by the inter-
pretability and modularity of the proposed framework. Section 6.3 illustrates several 
quantitative evaluation methods and highlights specific caveats of the evaluation. Sec-
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tion6.4 presents a high-level summary of actionable insights and practical results of 
the layered evaluation that we obtained during the practical application. 

6.1 Scope and usage 

Umíme is a learning environment focused on adaptive practice with a wide coverage 
of subjects, including native language grammar and orthography, second language 
learning, mathematics, programming, biology, and geography. It includes thousands of 
learning activities with multiple interaction and assessment types, e.g., multiple-choice 
questions with mastery criteria or interactive programming exercises with automated 
testing. In addition to recommendations, the system also uses adaptation in the form 
of mastery criteria; the specific algorithm is described by Pelánek and Řihák (2018). 

The environment is available primarily in the Czech language, and the majority of 
users are from the Czech Republic. Slovak and Polish localizations are also available. 
The primary target audience is elementary and high school students. The environment 
can be used freely with a limited number of daily answers; full access is available 
with school and individual licenses. The environment is used by tens of thousands of 
students per day. Pelánek (2021) reports more details about the usage of the environ­
ment. 

Within this learning environment, we fully implemented the recommendation 
framework described in this paper; it has been applied in the production version of 
the environment since spring 2023. Given the wide coverage of educational subjects 
within the learning environment, the case study practically demonstrates the wide 
applicability of the rule-based approach. 

6.2 Domain data 

The basic organization of domain data within the environment corresponds to Fig. 1: 
a taxonomy of topics, with learning activities mapped to topics. For the determination 
of follow-up and precedence relations, we use the following combined approach: 

- relations among topics are manually specified based on recommended curricula 
and human expertise, 

- learning activities are mapped to topics and have several attributes (difficulty rank, 
recommended grade) which are specified manually and refined using data-driven 
heuristics with human-in-the-loop, 

- relations between learning activities are computed automatically using simple 
interpretable rules based on the manually specified data. 

The details are slightly more complex due to the fact that the system uses different 
types of assessment criteria—mastery criteria for sequences of simple tasks (e.g., 
grammar, vocabulary learning, simple computations) versus assessment of individual, 
larger tasks (e.g., in programming or reading comprehension). 
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Table 6 Metrics for a selection of recommendation rules 

displays cl icks solved 

rule per day per day per day C T R C S R S R 

follow-up-diffRank 11000 220 57 2.1 26 0.5 

follow-up-kc 12000 170 45 1.4 27 0.4 

pred-for-weak-kc 2900 26 7 0.9 26 0.2 

pred-for-weak-diffRank 840 9 1.1 39 0.4 

repet i t i on-f or-weak 5300 28 11 0.5 40 0.2 

repet i t ion-f or-normal 15000 76 38 0.5 50 0.3 

homework-follow 790 • 5 1.2 50 0.6 

homework-de adline 3600 65 34 1.8 53 1.0 

featured 150000 1500 300 1.0 20 0.2 

peers 11000 120 51 1.1 42 0.4 

The metrics are defined in Table 5 (CTR = click-through rate, CSR = conditional success rate, SR = success 
rate). The counts are rounded to two significant digits. The rates are expressed as percentages. Highlighted 
values are the maximum and minimum in each column 

6.3 Caveats of recommendation rules evaluation 

Each recommendation rule can be thought of as a simple recommendation algorithm, 
so it is natural to compare them. Which rule works best? Which rules should be 
dropped? However, comparing rules based on end-to-end evaluation without a proper 
randomized controlled experiment can lead to misleading conclusions. Let us illustrate 
this point. 

For this illustration, we report results for three subjects (English as a second 
language, Mathematics, Computer Science), three recommendation situations (Home­
page, Next to solve, Navigation in the exercise dashboard), and 10 diverse rules that 
cover various recommendation goals (predicting intentions, strengthening knowledge, 
supporting exploration). The data were collected during 11 weeks in spring 2023 and 
consists of 16 million recommendations (208 thousand per day), which were displayed 
in 3.1 million recommendation batches (40 thousand per day). 

Table 6 compares the overall performance of a selection of rules. Note that to 
compare rules, we can only use the per-recommendation and not the per-batch metrics 
(defined in Sect. 5.2) since each batch contains recommendations generated by multiple 
rules. 

First, the results highlight the importance of reporting multiple metrics: the ranking 
of the rules differs a lot depending on the chosen metric. In particular, the rule with 
the highest counts (featured) has the lowest success rate (both conditional and 
unconditional). The rules also behave differently with respect to the various rates. For 
example, the rule with the highest click-through rate (f o l low-up-di f f Rank) has 
one of the lowest conditional success rates. 

Second, the usefulness of different rules varies across contexts; it is not possible 
to give a clear-cut evaluation of which rule is the best. Table 7 illustrates this point 
for a selection of rules, situations, subjects, and populations of users. For brevity, it 
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Table 7 Click-through rates for a selection of rules across a selection of situations, subjects, and populations. 
The background color corresponds to the CTR in the cell; the darker the color, the higher the CTR 

situation subject grade 

Home Next Navig . E n g . M a t h C S unset 1-9 10+ 

follow-up-diffRank 1.2 ma 2.7 2.0 1.1 2.9 1.4 1.3 

follow-up-kc 1.1 1.6 1.9 1.3 0.7 1.7 1.1 1.1 

pred-for-weak-kc 0.8 0.7 2.1 1.1 0.8 0.4 1.1 0.7 0.9 

pred-for-weak-diffRank 1.2 0.8 2.0 1.4 0.9 0.7 1.3 0.9 0.6 

repetition-for-weak 0.5 0.6 2.3 0.8 0.5 0.3 0.8 0.4 0.7 

repetition-for-normal 0.4 0.6 1.7 0.8 0.5 0.3 0.7 0.4 0.8 

homework-follow 1.2 ESI 0.0 0.7 1.0 1.8 2.0 1.1 1.0 

homework-deadline 1.8 0.0 0.0 1.1 1.8 2.3 3.2 1.6 1.6 

featured 0.7 0.6 ma 1.1 1.0 0.9 0.8 1.6 1.2 

peers 1.0 0.8 2.2 1.1 0.7 1.6 1.6 1.0 0.6 

Recommendation situations: Homepage, Next to solve, Navigation in the exercise dashboard. Subjects: 
English, Mathematics, Computer Science. Grades: unset, primary and secondary school (grades 1-9), high 
school, and older (grade 10+) 

only shows the click-through rate (CTR). As shown in Table 6, other metrics would 
give not just different values but even different ordering of the rules. Nevertheless, the 
message holds for all metrics we discussed: both the specific values and the ordering 
of the rules depend on the context (situation, subject, and population). 

Global averages can be misleading. Some rules are used in some contexts more 
frequently and some contexts are more favorable to some metrics. For example, there 
are more recommendations on the homepage than on the next to solve page, so the 
rules that are used (relatively) more frequently on the next to solve page tend to have 
higher click-through rates. 

It is even possible for the comparison with respect to the global average to differ 
from the comparison with respect to the average of per-context averages. Consider, 
for instance, a comparison of f o l l o w - u p - k c and homework-follow rules. The 
first rule has a higher global click-through rate (1.4 vs. 1.2), while the second rule has a 
higher average of per-situation click-through rates (2.1 vs. 1.7). How can this happen? 
Both rules have similar click-through rates on the homepage (1.1 vs. 1.2), but while 
the f o l low-up-kc is frequently used in other situations, the homework- f o l low 
is rarely used elsewhere. The global average is thus more heavily influenced by this 
unfavorable context for the homework - f o l low than for the f o l low-up-kc rule. 

Such inversion of the comparison is not uncommon: for the recommendation situ­
ation, this happens in 13 out of 45 possible rule pairs, for subjects in 2 pairs, and for 
grades in 6 pairs. We have even observed instances of the Simpson paradox (Kievit 
et al. 2013): the global average of one rule being greater than that of another rule, 
despite the other rule having better results in all subgroups. 

Figure 4 visualizes one instance of the Simpson paradox. The rule f ollow-up-
d i f f R a n k has a higher global click-through rate than the rule homework-
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Fig. 4 Simpson paradox: the f o 11 ow-up - d i f f Rank rule has a higher global click-through rate, although 
it has a lower click-through rate in all subgroups defined by user grade. A l l values are per-day averages. 
The size of the circles reflects the within-rule proportion of displays from which the click-through rate is 
computed (i.e., the weight for the computation of the global average) 

deadl i n e (2.1 vs. 1.8, see Table 6). It has, however, lower click-through rates in all 
subgroups defined by user grade (see Table 7). Understanding why this happens gives 
us insights into the interaction between the users and the recommendation algorithm. 

First, observe that CTR is notably higher for users with an unset grade. One reason 
might be that since we have less information about these users (not just the missing 
grade, but typically also just a short history of activity in the system), we give them 
fewer recommendations. This is especially true on the homepage, where the users with 
an unset grade get 7 recommendations on average, compared to 11 for the users with 
a known grade. The users' clicks are diluted between fewer recommendations, so the 
click-through rate is higher. 

Second, the rule homework-deadline is relatively rarely used for users with 
an unset grade. This is not surprising since homework is given to pupils in a class, and 
those typically have a known grade. Only 11 % of all recommendations produced by this 
rule are for users with an unset grade, compared to 46% for f o 11 ow- up - d i f f Rank. 
When we compute the global average, f o l low-up-di f f Rank thus benefits much 
more from the high CTR of the users with an unset grade, and this benefit overweights 
the fact that it has a lower CTR across all subgroups. 

To summarize this section, the evaluation of rules is complex, even if we focus on 
their immediate impact on student activity. As we have seen, one should avoid pre­
mature conclusions about one rule working better than another based on just global 
averages. There are many confounding variables, e.g., how many other recommenda­
tions were displayed at the same time, the ordering of the recommendations, and the 
population of users. Moreover, the details of measurement matter too—we have seen 
the difference between various metrics, but even for a single metric, there are multiple 
reasonable ways to measure them (e.g., the "finished activity" in the definition of the 
conditional success rate can be defined in several ways). 
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6.4 Iterative improvement based on layered evaluation 

During the development and application of the algorithm, we repeatedly performed 
evaluation steps corresponding the layered evaluation described in Sect. 5. Here, we 
briefly describe the main actionable results of the evaluation. The basic types of 
actions were the following: tuning of algorithm parameters, modification of rules 
(e.g., adding new antecedents to conditions), the removal and addition of rules. The 
analysis performed within layered evaluation also helped to uncover several imple­
mentation defects, which would be hard to find using standard software engineering 
approaches (due to lack of ground truth, standard testing methods are hard to apply). 

In the evaluation of performance classification, we analyzed distributions of 
student-activity statuses (Sect. 4.3) across exercises (and other slices of data). Based 
on these results, we calibrated the thresholds to avoid too skewed distributions (e.g., 
no easy or weak mastery). We have also found a few bugs causing incorrect or missing 
measurements in some contexts. 

In the evaluation of domain data processing, we checked the automatically com­
puted relations between learning activities described in Sect. 4.4. Distribution analysis 
revealed some cases when the high-level, manually specified relations led to too many 
specific relationships between the activities, and we narrowed them down. We have 
also found some missing expected relationships, which were caused by missing or 
mis specified high-level relationships. 

In the evaluation of rules, even the most basic metrics, such as the number of 
displays (Sect. 5.2), revealed several issues and potentials for improvements, such as: 

- two rules with very few displays due to implementation bugs which caused them 
not to be applied in some contexts, 

- a successful rule (to continue an unfinished learning activity) that only applied to 
activities with a specific assessment type; we then added an analogical rule for 
another assessment type, 

- repetition rules being used rarely due to low priorities that dropped to zero after 
some time; we then changed the function that assigns them priority based on the 
time since the last mastery. 

We have also analyzed frequent batch sizes and compositions. We found frequent 
batches with a single (or very few) recommendations on the homepage in some subjects 
(history, physics), especially for new users. This was addressed by extending the set 
of activities marked as featured. 

In the evaluation of the presentation layer, we found unexpected results in the 
case of the "Next to solve" recommendation for homework activities. In this case, the 
presentation was configured in such a way as to display primarily other homework 
activities; we expected these to be very natural recommendations that would be used 
a lot by students. However, the data showed very minor usage. Our hindsight inter­
pretation is that after finishing one activity within a homework, students want to see 
an overview of the homework to get a better sense of progress (rather than directly 
jumping into another activity as the system recommended). 
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7 Summary 

In this work, we propose a specific approach to recommending learning activities. In 
this final section, we highlight the core ideas behind this proposal and outline directions 
for further research in this area. 

7.1 Recommendations at learning activity granularity 

Personalization in computerized learning environments can be considered at various 
levels of granularity, from adaptive hints within single steps in equation solving to 
recommending whole courses. The presented recommendation framework addresses 
recommendation at the level of learning activities, i.e., homogeneous sequences of 
tasks that typically take a few minutes to finish. We argue that this is a practically 
important problem that did not get sufficient research attention so far. 

Recommendations at this granularity level are complex, as they require us to 
take into account several different aspects, including prerequisites, suitable difficulty, 
strengthening of knowledge, forgetting, student interests, and homework. 

7.2 Avoiding stupidity perspective 

It is tempting to approach the design of recommendations as an optimization problem. 
This perspective may be feasible in certain contexts, such as product recommendation, 
where we may want to optimize sales.2 In the education setting, this perspective is not 
reasonable. Learning activities involve multiple objectives, including short-term learn­
ing, long-term knowledge strengthening, and fostering engagement. Moreover, these 
objectives are hard to measure. This makes the optimization perspective impractical. 

Since recommending appropriate learning activities is complex, many things can 
go wrong. Thus, rather than optimizing recommendation, we argue for the use of the 
"avoiding stupidity" perspective (Pelánek and Effenberger 2022; Baker 2016; Mian 
et al. 2019; McNee et al. 2006), i.e., using an approach that allows us to efficiently 
develop a recommender system without clear shortcomings and which supports con­
tinuous monitoring for weak spots and their iterative improvement. 

7.3 Interpretable rule-based approach 

The proposed framework is based on interpretable IF-THEN rules that directly corre­
spond to the pedagogical rationale behind the recommendation; this is in stark contrast 
to black-box approaches to recommendations based on neural networks or reinforce­
ment learning. 

This approach has several advantages: 

- Ease of application and design scalability. It is possible to apply the framework 
with a small rule set rules and then gradually expand it. This makes the framework 

Even there, it would be short-sighted to optimize only short-term sales, which could undermine user trust 
and consequently long-term sales. 
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applicable also for learning environments with a small budget, e.g., those targeting 
education in smaller countries where, compared to the English language setting, it 
is harder to get funds for the development of personalized learning environments. 

- Computational scalability. The framework is based on a collection of rules that 
can be efficiently evaluated. The approach is thus easily applicable in large-scale 
learning environments. 

- Transparency. It is possible to give users an explanation of a recommendation. 
- Controllability. System designers can easily control what gets recommended to 

students by (de)activating individual rules or changing their priorities. It would be 
possible to extend the framework to give control also to teachers or students. 

Compared to black-box machine learning methods, the disadvantage of the 
approach is that it requires designers to create the complete rule set for recommenda­
tions. 

7.4 Modularity and layered evaluation 

The proposed framework is highly modular, consisting of separate modules for 
performance classification, domain data processing, rules implementation, and recom­
mendation presentation, with a simple interface between them. This modular structure 
enables easier development and facilitates iterative improvements of individual com­
ponents. 

An inherent aspect of this proposal is the layered evaluation made possible by the 
modular structure. Each module can be evaluated independently. Together with the 
focus on finding weak spots (instead of reaching optimal performance), this allows 
efficient development of recommendations. 

7.5 Research agenda 

The proposed framework is based on existing research and is directly practically 
applicable. It also raises many issues which would benefit from further research. 

One clear direction for further exploration is the use of student modeling techniques 
in recommendations. Although there exists extensive research on tracing student 
knowledge (Pelanek 2017), we have chosen to use just abstracted performance classi­
fication. One reason is that the current research on student modeling does not properly 
address the issue of combining performance data from exercises with various types 
of interaction (e.g., written answers without any time limit vs. multiple-choice ques­
tions with time pressure). More generally, it is unclear when knowledge tracing brings 
sufficiently significant benefits to learning activity recommendations. 

The rule-based approach to recommendations can benefit from further research in 
several directions. One interesting direction is identifying "missing rules" based on 
frequent patterns of usage that are not covered by existing rules, e.g., we are currently 
exploring the use of association rules over homework assigned by teachers. As a 
specifically important direction, we consider the clarification of processes for setting 
parameters and priorities of rules for strengthening knowledge (spaced repetition, 
interleaved practice). This is one of the key potential advantages of computerized 
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adaptive practice (Carpenter 2014), and even minor changes in rules and their priorities 
can significant impact student practice. However, due to the long-term impact of these 
rules, their tuning is particularly challenging. 

One of the key goals of the presented framework is facilitating iterative improvement 
based on continuous evaluation. As we have discussed, evaluation of this type of 
recommender system is very challenging. It would be useful to clarify the advantages 
and disadvantages of various evaluation methods and provide guidance for their usage. 
In our discussion of the case study, we have described several caveats of basic methods 
for evaluation, e.g., the influence of context on click-through rates or the occurrence 
of Simpson's paradox. Similar issues and caveats have already been explored in other 
settings, e.g., in other types of recommender systems or information retrieval (Becker 
et al. 2007). The educational setting, however, brings multiple specific requirements, 
and existing techniques typically cannot be applied directly. 
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