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Abstract Wireless sensor networks (WSNs) are often deployed in open and poten-
tially hostile environments. An attacker can easily capture the sensor nodes or replace
them with malicious devices that actively manipulate the communication. Several
intrusion detection systems (IDSs) have been proposed to detect different kinds of
active attacks by sensor nodes themselves. However, the optimization of the IDSs
w.r.t. the accuracy and also sensor nodes’ resource consumption is often left unre-
solved. We use multi-objective evolutionary algorithms to optimize the IDS with
respect to three objectives for each specific WSN application and environment. The
optimization on two detection techniques aimed at a selective forwarding attack and
a delay attack is evaluated. Moreover, we discuss various attacker strategies ranging
from an attacker behavior to a deployment of themalicious sensor nodes in theWSN.
The robustness of the IDS settings optimized for six different attacker strategies is
evaluated.

Keywords Attacker strategy ·Evolutionary algorithm · Intrusion detection system ·
Multiobjective optimization · Wireless sensor network

1 Introduction

Wireless Sensor Networks (WSNs) are highly distributed networks often deployed
in open or even hostile environments. Sensor nodes are usually small low-cost and
resource constrained devices with no tamper resistance employed and can be eas-
ily captured by an attacker. Furthermore, malicious devices considered as benign
by other sensor nodes can be deployed in the network. Possible attacks on WSNs
range from passive eavesdropping where an attacker listens on the ongoing traffic in
promiscuous mode to active interfering and manipulating of the communication.
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In this chapter, we aim at the detection of such active attacks by sensor nodes
themselves with respect to restricted capabilities of the sensor nodes. Each sen-
sor node can be equipped with an intrusion detection system (IDS) [1]. Thus, an
entire network area can be monitored for malicious behavior in a distributed manner.
Several detection techniques have been proposed to detect various kinds of attacks
on WSNs. Unfortunately, many of them are proposed for a specific case or their
optimization is left unresolved. Moreover, incorporating an IDS brings necessary
additional demands on sensor nodes’ resources. In our work, we aim at automatic
configuration of these detection techniques for a specific application scenario, topol-
ogy and environment, using evolutionary computation having both the IDS accuracy
and resource consumption in mind.

In this work, we demonstrate the functionality of our optimization framework
consisting of a simulator and an optimization engine utilizing multi-objective evo-
lutionary algorithms on two detection techniques proposed in [2]. The detection
techniques are aimed at two kinds of active attacks—the selective forwarding attack
and the delay attack. Our optimization framework provides Pareto front approxi-
mations consisting of different IDS settings with respect to three objectives—false
positives, false negatives and memory consumption. We elaborate on these IDS set-
tings found by evolution. Furthermore, we discuss various attacker strategies that
can be used by an attacker and discuss the robustness of the IDS settings found for
a specific attacker strategy in cases where another attacker strategy is used.

The contributions of this work are the following:

1. We provide a complex optimization framework for optimization of IDSs for
WSNs. Various multi-objective evolutionary algorithms (NSGA-II, SPEA2,
IBEA) can be used for optimization. The optimization framework can be eas-
ily extended to solve another optimization issue in WSNs.

2. We demonstrate the functionality of the optimization framework through exten-
sive experiments on detection techniques detecting two different attacks—
selective forwarding and delay attack.

3. We discuss and evaluate various attacker strategies. The IDS is optimized for six
different attacker scenarios. Robustness of optimized IDS settings for each of the
attacker strategy is evaluated on every other attacker strategy.

The chapter is organized as follows. In Sect. 3, we present our intrusion detection
system and describe detection techniques used to detect the selective forwarding
attack and the delay attack. Our optimization framework utilizing evolutionary algo-
rithms and the metrics we use to compare resulting populations are described in
Sect. 4. Various attacker strategies that can be used by an attacker are discussed in
Sect. 5. In Sect. 6, we specify the settings of the evaluated IDS and of the experi-
ments. Also, our test caseWSN is presented. Experiment results are elaborated upon
in Sect. 7. Related work is discussed in Sect. 2 and the chapter is concluded in Sect. 8.
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2 Related Work

The related work is divided into two parts. First, we discuss related detection tech-
niques for WSNs. Second, we discuss computational intelligence-based solutions
for IDSs in WSNs.

2.1 Selective Forwarding and Delay Attacks

Selective forwarding attack has been among the most discussed attacks in WSNs
during recent period. Karlof and Wagner [3] introduced selective forwarding attack
in WSNs and discussed the possibilities of an attacker to place a malicious sensor
node on a path between data source and base station. da Silva et al. [1] defined a
“retransmission rule” as listening to a packet by an IDS whether it was forwarded
by monitored sensor node or not. Krontiris et al. [4] set a threshold value for the
percentage of packets dropped to 20%. Another proposals of detection techniques
for selective forwarding attack where the parameter setting is left unresolved can
be found, e.g., in [5, 6]. To the best of our knowledge, no work has been published
on such a complex parameter optimization for collaborative detection of selective
forwarding attack.

The delay attack detection has not been discussed very much. da Silva et al. [1]
defined a “delay” rule as a timeout beforewhich a retransmission bymonitored sensor
node has to occur. Liu et al. [7] used the forwarding delay timemeasurement for their
complex insider detection technique but its parametrization was left unresolved. To
the best of our knowledge, we are the first who present a complex collaborative
detection technique aimed at the delay attack detection.

2.2 Computational Intelligence-Based Solutions

A fewpapers utilize computational intelligence-based solutions to secureWSNswith
IDSs.

Khanna et al. used single-objective evolutionary algorithms for several optimiza-
tion issues inWSNs [8–10]. In [8], the authors aimed at minimizing power consump-
tionwhilemaximizing the coverage and exposure by switching the sensor nodes to the
following states: (1) inactive sensor node; (2) active sensor node; (3) cluster-head;
and (4) inter-cluster router. In [9], Khanna et al. presented an approach on a WSN
deployment how it can be optimized dynamically and considered from the security
point of view as well. The authors considered deployment of cluster-heads and inter-
cluster routers allowing encryption and authentication, respectively. Finally, in [10],
Khanna et al. incorporated local monitoring nodes into the network that observed
suspicious behavior like data message patterns, message collisions and sensor
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positioning in their neighborhood. An IDS placement problem was addressed by
adding evaluation of local monitoring nodes to the fitness function used in [9]. In all
papers [8–10], all the objectives were blended into a single fitness function.

To the best of our knowledge, Heady et al. were the first introducing
evolutionary algorithms to the area of IDSs for wired networks and the work of
Khanna et al. [10] is the only work on optimization of IDSs [11] using evolutionary
algorithms for WSNs except of our IDS optimization framework. We introduced
multi-objective evolutionary algorithms to IDS in WSNs in [12].

Several works on another metaheuristics utilized for IDSs inWSNs can be found.
Banerjee et al. [13, 14] used swarm intelligence—ant colony—for localization of
the source of intrusion. The ants traverse the sensor nodes via edges that connect
the neighboring sensor nodes. Adjacent sensor nodes with maximum number of
violations represented as pheromone are preferred. When an ant visits an edge, the
application of the local update rule makes the edge pheromone level diminish to
the edge becoming less attractive. Mukherjee and Sen [15] detect intentionally sent
erroneous data on the base station using neural networks. A hierarchical network is
assumed where non-leaf sensor nodes aggregate data from their descendants. The
neural networks predict the sensed data of a node N , provided the data reported by
neighbors of the node N are given.

3 Intrusion Detection

Sensor nodes are vulnerable devices given by the nature of wireless communication
and because of other limitations. They are usually deployed in open or even hostile
environments where they can be easily manipulated or even stolen by an attacker. In
order to keep their price low and to consume little energy, the nodes consist usually of
a simple hardware where some conventional security countermeasures are unusable.
Furthermore, a typical sensor node is not tamper resistant.

Attackers on WSNs can be categorized into two following classes [3, 16]:

1. Passive attacker uses his own device to listen on the ongoing communication to
obtain sensitive data without any manipulation of the traffic within the WSN.

2. Active attacker uses his own device to disrupt the functionality of the WSN,
manipulates the content of the ongoing packets, drops the packets, presents a
fake identity to other sensor nodes or jams legitimate transmissions.

While passive attacks can be prevented by encryption, intrusion detection systems
(IDSs) are used to detect some kinds of active attacks. In this chapter, we focus on
distributed IDSs [1] where sensor nodes themselvesmonitor the overall network area
by promiscuous listening on the transmissions among their neighbors.

We demonstrate the usability and benefits of IDS optimization using evolutionary
computation forWSNs to detect selective forwarding and delay attacks. The descrip-
tion of these attacks and of our detection techniques proposed to detect these attacks
follows.
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3.1 Selective Forwarding Attack

Selective forwarding is one of themostwidely discussed attack inWSNs [1, 3–7, 17].
When performing a selective forwarding attack, an attacker inserts amalicious sensor
node into a WSN, where this node is believed as legitimate by the other (benign)
sensor nodes. Once becoming a participant in packet routing, such amalicious sensor
node can easily drop all the packets routed via itself (blackhole attack [3]) or can
forward them selectively based on their contents, sensor measurements, source IDs
or just randomly. Various attacker strategies are discussed in Sect. 5.

3.2 Delay Attack

The prerequisites for the delay attack are similar as for the selective forwarding
attack—a malicious sensor node has to become a member of a routing tree in a
WSN. Consequently, instead of dropping, the packets are intentionally delayed but
finally forwarded. This kind of attack is aimed at time sensitive applications for
WSNs where the delivery time of the packets to the BS is of a crucial importance.
Such applications involve fire detection, people or animal movement detection and
others. The same attacker strategies as for the selective forwarding attack can be
applied for the delay attack.

3.3 Detection Techniques

We use distributed detection [1] where the IDS runs on each sensor node deployed in
a WSN. Thus, the entire network area can be monitored to detect malicious behavior
by sensor nodes themselves. However, this approach requires additional resources
(e.g., memory and energy).

We provide two approaches of distributed detection:

1. Non-collaborative detection—noadditional communication among the IDSnodes
is required.

2. Collaborative detection—IDS nodes collaborate on the decision about monitored
sensor nodes using exchange of voting packets.

We use the following notations to explain the functionality of the IDS [18]:

Notation 1 The set A = {a1, . . . , anm } is a set of all malicious nodes in a network.

Notation 2 The set C = {c1, . . . , cnb } is a set of all benign nodes in a network.

Notation 3 The function x :N → N takes a sensor node index as an argument, and
returns a number of the neighbors that consider this node benign.
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Notation 4 The function y :N → N takes a sensor node index as an argument, and
returns a number of the neighbors that consider this node malicious.

Notation 5 The function n :N → N takes a sensor node index as an argument, and
returns a number of the neighbors of this node.

Notation 6 The function m :N → N takes a sensor node index as an argument, and
returns the amount of memory (in bytes) used by an IDS on this node.

Neighbor bk ∈ C ∪ A of a node c j ∈ C is each node such that c j overheard at
least one packet from bk since the beginning of the WSN operation time.

Monitored neighbor bl ∈ C ∪ A of a node c j ∈ C is such a neighbor of the node c j
that the IDS running on the node c j collects the statistics of the packet forwarding of
the node bl . The selection process for the set of the monitored neighbors is described
in Sect. 3.4.

Solution s is a specific configuration of the IDS in a form of a detection technique
and specific values given to each of the parameters used by that technique.

Ranges of values of IDS parameters discussed in the following text are then
discussed in more detail in Sect. 6.3.

3.4 Non-collaborative Detection of Selective Forwarding
Attack

In [12], we evaluated multi-objective evolutionary algorithms (MOEAs) on a simple
IDS detecting selective forwarding attack. An IDS was running on each sensor node
and continuously monitoring its own sent and also overheard packets addressed
to all monitored sensor nodes whether they were forwarded or dropped by those
monitored sensor nodes. Since the collaborative version used for the experiments is
an extension of the non-collaborative version, we first describe the functionality of
the non-collaborative version.

The basic principle is illustrated in Fig. 1. The black dots represent sensor nodes
that are placed within communication range of sensor node bi ∈ C ∪ A and, thus,
can monitor bi for selective forwarding attack. However, the number of monitored
neighbors is limited to p1 (max monitored nodes), not only due to memory reasons—
the IDS can have incomplete information about furthest neighbors (the IDS nodes
can be interfered, far from the monitored node or hidden behind an obstacle) causing
additional false positives. Thus, each IDS monitors at most p1 nearest neighbors
(according to received signal strengths). The arrows represent routing directions of
the packets—bi forwards all received packets to a parent node b j ∈ C ∪ A. The IDS
maintains a table, where each of p1 rows corresponds to a certain monitored node.
The table contains the number of packets received (PR) and forwarded (PF) by each
monitored node.

The IDS stores all overheard packets addressed to all monitored neighbors in a
single buffer limited to p2 packets (buffer size). Each time a packet P addressed to



Attack Detection Using Evolutionary Computation 105

Fig. 1 Non-collaborative
intrusion detection

a monitored node bi is overheard by the IDS, the PR counter of bi is incremented
and packet P stored in the buffer. Once the node bi forwards the packet P , the IDS
increments PF of the node bi and packet P is removed from the buffer. In case the
packet P is being the oldest one and the buffer is full, it is removed from the buffer
without incrementing the PF counter.

Finally, during the evaluation phase, a sensor node bi is considered as attacker by
the IDS node if two following conditions hold:

1. The IDS node has overheard (or sent) at least p3 packets (min received packets)
addressed to bi .

2. The ratio of forwarded and received packets (PF/PR) is lower than p4 (detection
threshold).

Objective function 1The number of false negatives ( f n) of a solution s is calculated
as follows:

f n(s) = 1

|A| ∗
∑

ai∈A

x(ai )

n(ai )
. (1)

The values of f n range from 0 to 1. If every malicious node in the network is
correctly detected by all its neighbors, f n is equal to 0 and if none of malicious
nodes is detected by any of its neighbors, f n equals to 1.

Objective function 2 The number of false positives ( f p) of a solution s is calculated
as follows:

f p(s) = 1

|C | ∗
∑

ci∈C

y(ci )

n(ci )
. (2)

The values of f p range from 0 to 1. If every benign node in the network is
considered benign by all its neighbors, f p is equal to 0 and if all benign nodes are
considered malicious by all its neighbors, f p equals to 1.

Objective function 3 The consumed memory (mem) in a solution s is calculated as
follows:
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mem(s) = 8 ∗ p1 + 16 ∗ p2, (3)

8bytes are required for every monitored neighbor (4 bytes for node ID, 2 bytes
for PR counter and 2 bytes for PF counter) and 16 bytes are required for one slot
in the buffer (4 bytes for source address, 4 bytes for receiver address, 4 bytes for
destination address in a case of multiple base stations in the WSN and 4 bytes
for unique ID of a packet). The memory demands come from our real security
middleware (“WSNProtectLayer” for WSN [19]).

The values ofmem range from 0, where the IDS is potentially switched off, to 288
bytes for our upper bounds of p1 = 30 and p2 = 3 used for the selective forwarding
attack. For the delay attack, the upper bounds of p1 = 30 and p2 = 10 results in
the maximum memory consumption of 400 bytes. The upper bound of p1 (max
monitored nodes) is based on our experiments. There is no significant improvement
of any of the objectives with p1 higher than 30. See Sect. 7 for more details. The
upper bounds of p2 (buffer size) are based on throughput analysis in the simulator.

3.5 Collaborative Detection of Selective Forwarding Attack

Collaborative detection of the selective forwarding attack that we first presented in
[2] is an extended version of the non-collaborative detection discussed in Sect. 3.4.
The idea behind the collaborative approach basically comes from [4] regarding to
voting scheme and time windows. However, we enriched the collaborative approach
presented in [4] by parameters “voting threshold” and “minimum received votes”.

The monitored nodes are not evaluated by the IDS nodes at the end of the simula-
tion. Instead, the simulation time is divided into windows of size p5 (time window).
The time windows are of the same fixed size among all the IDS nodes, but they are
asynchronous—the first window of each IDS node is started randomly within the
time interval of p5. At the end of each time window, all monitored neighbors are
evaluated by the IDS node and if an attack was detected, a voting process can be
executed.

An example situation is depicted in Fig. 2. IDS node ck monitors (among others)
node bi and detected too many packets dropped by bi in a time window marked
as “Attack!” in Fig. 3. This decision is based on the same principle as for the non-
collaborative IDS discussed in Sect. 3.4. Since this time, IDS node ck considers a
node bi malicious “locally”—still no alert is produced.

Then, the decision of the node ck is checked with all neighbors of ck . Thus,
ck broadcasts a voting request to its neighbors (arrows from ck in Fig. 2 point the
neighbors of ck that can also monitor node bi ). Each of the asked nodes that also
monitors node bi answers at the end of its own time window. If an asked IDS node
considerbi an attacker (either just locally or globally), it answers positively, otherwise
negatively. Node ck waits the following timewindow to collect the responses. Finally,
the monitored node bi is considered an attacker “globally” by ck and ck produces an
alert if two following conditions hold:
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Fig. 2 Collaborative intrusion detection

Fig. 3 Time windows. Since the end of the window in which the attack was detected, node ck
always votes positively about node bi . Node bi can be globally considered malicious by ck since
the end of window following the one in which the attack was detected if the voting result is positive

(i) At least p6 votes (min votes received) were received.
(ii) The ratio of positive and all responses is at least p7 (voting threshold).

Malicious nodes can falsely report to the IDS nodes to defend another malicious
node. We consider this to be an specific attacker strategy that is discussed in Sect. 5.

Objectives We use the same three objectives as in Sect. 3.4.

3.6 Collaborative Detection of Delay Attack

Time related attacks result in long delays and traffic imbalance [20]. We believe that
a WSN should guarantee the delivery time for some applications (e.g., movement
monitoring or fire detection). In [1], the delay detection rule is defined as follows:
“The transmission of a message by a monitor’s neighbor must occur before a defined
timeout”. We adapt this rule to our IDS detecting delay attack.

A technique that is similar to that one used for the selective forwarding attack can
be extended to detect intentional delays. Using the buffering technique discussed
above, a packet can finally be considered forwarded even though some malicious
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node delayed its transmission. If the size of the buffer is not exhausted, the monitored
packet can be stacked in the buffer for a long time and finally forwarded by the
monitored neighbor with a big delay before being removed from the buffer by the
IDS. Thus, such a packet is undetected for selective forwarding attack, yet useless
for a base station if real-time sensing is required.

An important issue to consider is how long the IDS should wait until the packet is
considered delayed and howmany packets have to be delayed to consider amonitored
neighbor as a delay attacker. We suggest to assign a time attribute to each of the
buffered packets. If a predefined timeout passes, the packet is considered delayed.
As for the selective forwarding attack, an alert is produced when p5 time units pass
and the ratio of delayed packets is higher than p4. In such a case, themajority voting
scheme is applied for a decision about the delay attack.

Our detection technique of the delay attack was proposed in [2] and is evaluated
thoroughly in this chapter. The detection technique extends the selective forwarding
attack detection specified in Sects. 3.4 and 3.5. Aswe focus on collaborative detection
in this chapter, we do not consider non-collaborative detection of the delay attack.
We incorporate another parameter p8 (delay timeout) that is a timeout when a packet
in the IDS buffer is marked as delayed.

Objectives We use the same three objectives as in Sect. 3.4.

4 Computational Intelligence-Based Optimization

In this section, we present our optimization framework that was designed in [18].
The optimization framework consists of two main components: a network simulator
and an optimization engine. The simulator is used for evaluation of the candidate
solutions (in a form of IDS configurations) that were designed by the optimization
engine. Based on the simulation results in a form of metrics described in Sect. 3.4
(false positives, false negatives, memory), the optimization engine produces a new
generation of solutions.

We enhance the optimization framework to easily distribute the computation of the
individuals in each generation to multiple computers using BOINC (Berkeley Open
Infrastructure for Network Computing) distributed computing platform [21] and to
use MOEAs. The efficiency of MOEAs for the problem of IDS optimization for the
WSNs was evaluated in [12]. Also the MOEAs configuration issue was addressed
there. The findings are utilized in this work.

4.1 Simulator

We use the MiXiM simulator [22] that is based on OMNeT++ simulation platform
[23]. The selection of the simulator is based on our previous results on the comparison
of various simulators with the reality [24].MiXiM is a discrete event simulator with a
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good support of wireless channel modeling and support of all communication layers
of the current sensor nodes.

However, as we showed in a previous work [24], a proper calibration of all the
models is required to obtain sufficiently accurate results. The wireless channel model
is based on a log normal shadowing [25] that is widely used for wireless communi-
cation modeling. Two parameters of the model has to be set up according to modeled
environment. The values of the parameters can be either based on measurements of
wireless signal propagation in the target area or based on recommended values for
target environment type [25]. For experiments in this chapter, we use recommended
values for an outdoor environment (path loss exponent equals to 2 and standard devi-
ation of the attenuation equals to 2). All simulated sensor nodes transmit packets with
power equals to −25dBm (transmission level 3 of TelosB [26] sensor nodes). See
[24] for more information about our calibration approach or [25] for the theoretical
background.

4.2 Evolutionary Algorithms

We found evolutionary algorithms to be a very efficient metaheuristic solving opti-
mization of the IDS forWSNs. As we showed in [12], optimal or near-optimal results
can be found in a feasible time. For a problem solved in this chapter, we are not able to
compute exhaustive search even with the computational grid we have at our disposal.
Thus, we compare the results found by evolution with much more time demanding
sampling.

In our early work [18], we used single-objective evolutionary algorithms, where
a fitness function blending all three objectives with user-specified weights had to be
defined. The main disadvantage was the amount of required experience in weight
definition. If the network operator wanted to change the weights, the optimization
process had to run again. Thus, based on [12], we recommend to use multi-objective
evolutionary algorithms (MOEAs) that eliminate the mentioned problem.

Using MOEAs, the network operator can choose any IDS setting from the Pareto
front1 [27] approximation and change the selection to another optimized one any time
according to current requirements. Based on results from [12], where we evaluated
48 different MOEA’s configurations for two widely used algorithms—NSGA-II [28]
andSPEA2 [29],we configure the evolution as follows in this chapter: The population
consists of 200 individuals, 200 generations are computed, probability of multi-point
crossover is 0.5 for all experiments. Mutation probability of each parameter is 0.01
or 0.25 for results marked as “Evo #1” and “Evo #2”, respectively. If mutation is

1Pareto front is a set of non-dominated solutions with respect to all objectives. Thus, a network
operator can easily choose between a solution A with a better IDS accuracy but higher resource
consumption or solution B with a worse IDS accuracy but lower resource consumption. Solution
C, that is dominated by A and B in all objectives is dominated and, thus, is not a member of the
Pareto front.
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performed, the value is shifted randomly within the interval of 10% of the overall
parameter range. NSGA-II is used in all experiments.

Performance Metrics Since we are not able to compare the Pareto front approxi-
mations found either by sampling or by evolution with the true Pareto front, we use
two metrics to mutually compare the different optimization strategies. These metrics
are also used to compare the IDS performances across different attacker strategies.

1. Hyper-volume indicator [27, 30]—Hyper-volume indicator is given by the cal-
culation of a volume of the objective space that is dominated by evaluated Pareto
front approximation. A reference point R that is dominated by each solution in
the Pareto front approximation has to be established—as an upper bound of each
of the objectives. The reference point serves as an upper bound of the dominated
objective space for the volume calculation. Minimal values of the coordinates of
the point R are maximal values of each of the objectives across the population of
the evaluated Pareto front approximation.
In all our experiments where the hyper-volume indicator is calculated, we nor-
malize the objective functionmemory dividing its output by its upper bound (288
for the selective forwarding attack and 400 for the delay attack). The results of the
normalized memory function range from 0 to 1. The value of the reference point
is established to: R = [1, 1, 1] for all calculations of the hyper-volume indicator
in this work to enable mutual comparisons.
The value of the hyper-volume indicator ranges between 0 (potential unrealistic
worst single solution of the IDS setting in the Pareto front approximation consum-
ing all possible memory in spite of evincing the values of false positives and false
negatives equal to 1) and 1 (potential unrealistic ideal single solution of the IDS
setting in the Pareto front approximation consuming no memory and evincing the
values of false positives and false negatives equal to 0).
We use the software presented in [31] to calculate the hypervolume-indicator.

2. Coveragemetric [32]—Coveragemetric enablesmutual comparisonof twodiffer-
ent Pareto front approximations. It is used to calculate the percentage of solutions
found in the Pareto front approximation A that are not dominated by any solution
found in the Pareto front approximation B, and vice versa.
The value of the coverage metric when calculating percentage of solutions in A
dominated by solutions in B ranges from 0% when none of the solutions in A is
dominated by any solution in B to 100% when each solution in A is dominated
by at least one solution in B. Note that if a mutual comparison is required, we
also have to calculate the percentage of solutions in B dominated by solutions in
A resulting in two numbers all together as the coverage metric output.

3. Number of simulations—Since the evaluation of each individual by simulator is
time demanding (approx. 5–8min), we also provide a number of simulation runs
needed within the whole optimization process.

4. Number of non-dominated solutions—This metric denotes the number of non-
dominated solutions in the resulting Pareto front approximation.
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5 Attacker Strategies

The aim of this section is to elaborate on the strategies an attacker can take to
efficiently selectively forward or drop the packets. We also discuss the impact of
each of the strategy on the IDS performance. Furthermore, we provide a set of
recommendations with respect to corresponding attacker strategies for a network
operator before setting up the IDS optimization process.

We divide the concepts of attacker strategies into the three following categories:

1. Attacker behavior—content-based selection, ratio of dropped and all received
packets by a malicious node, malicious voting.

2. Deployment of malicious nodes—strategy of malicious sensor nodes deployment
in a WSN.

3. Number of deployed malicious nodes—ratio of malicious and all sensor nodes in
a WSN.

Note that if only the selective forwarding attack is discussed in the following text,
the attacker strategy for the delay attack would be equivalent. The only difference
would be that selected packets on malicious nodes are delayed instead of being
dropped.

5.1 Attacker Behavior

A malicious sensor node can take various strategies w.r.t. the decision whether a
packet should be forwarded or not. In the ultimate case, all the packets can be dropped
by a malicious node ai ∈ A, effectively changing the selective forwarding attack to
a blackhole attack [3]. However, the blackhole attack can be easily detected either
by our distributed IDS running on the neighboring sensor nodes (dropping ratio
higher than any value of the detection threshold p4 is detected). Furthermore, the
base station not receiving any packets from such sensor node ai and also from all the
descendants of the ai can easily detect the attack.

We discuss different approaches of the selection of the packets to be dropped that
an attacker can use to decrease the probability of being detected. Furthermore, we
discuss impacts of malicious voting.

DroppingRatioRandomdroppingwith a given ratio is probably themost simpleway
of selective forwarding attack. The attacker specifies the percentage s1 of dropped
packets by a malicious node ai ∈ A as the only parameter for the random dropping.
Consequently, the packets that should be forwarded by ai are dropped with the
probability s1.

Recommendation for the IDS We recommend usage of the collaborative version of
the IDS optimized for a target WSN as discussed in Sect. 3. A network operator
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decides carefully on the minimum percentage s1 of the packets dropped by the sen-
sor nodes that is considered unacceptable. Such a dropping rate is to be set up for all
the simulated malicious sensor nodes. The optimization process adapts all the IDS
parameters, particularly the parameter p4 (detection threshold), taking into account
also packet losses caused by interference, congestion and other aspects of the unre-
liable wireless communication. When such an optimized IDS is used in a real WSN
and any malicious (or malfunctioning) sensor node drops packets with even a higher
frequency, then such sensor node is detected even more reliably. In the other case, if
the dropping ratio of a monitored node is lower, the selective forwarding attack may
not be detected because such a behavior is considered acceptable.

Dropping in Bulk Another behavior of a malicious node ai ∈ A can be dropping
the packets in a bulk. It means that all or some percentage s1 of the packets can be
dropped by ai , but only within specific time intervals with a minimum length of s2
seconds for each of them. This strategy can be used to suppress transmitted packets
during some specific sensitive period (e.g., dropping packetswhile a physical attacker
is approaching the area of a WSN that detects people movement and protects some
environment against unauthorized access).

Recommendation for the IDS We recommend to set up the parameter p5 (time win-
dow) of the IDS to the length of s2

2 at maximum for theminimum length of the interval
s2 seconds that is considered unacceptable. This countermeasure ensures that all the
IDSs in the neighborhood of the malicious sensor node ai have a chance to detect
dropping (if it is higher than p4—detection threshold) within a single timewindow—
not decreased by a non-attacking phase of the malicious node ai . If such an upper
bound for the parameter p5 is set up during the optimization, the other IDS parame-
ters are optimized accordingly—particularly the parameter p3 (minimum received
packets) depends on the length of the time window. Note that both recommendations
for the dropping ratio and the dropping in bulk complement each other.

Content Based Dropping A malicious node ai ∈ A can drop the packets based
on their contents distinguishing important and non-important packets. To give an
example of such a situation, the important packets can inform the base station about
the presence of an intruder while the non-important packets can be periodically
sent “still-alive” packets informing the base station that the sensor nodes are in an
operation mode.

Recommendation for the IDSWe recommend to extend the IDS by a separate buffer
and table for such important packets—a monitoring node will separately monitor
important and non important packets. This would mean additional requirements
on the amount of memory consumed by the IDS (approx. doubled). However, the
optimization process is analogous for both types of the packets. The definition of
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the malicious behavior in the context of the dropping ratio and the dropping in bulk
discussed above is left to the network operator for both types of the packets.

Source Based Dropping A malicious node ai ∈ A can drop the packets based on
their source addresses in order to drop packets from, e.g., some specific location.

Recommendation for the IDS In some cases, we believe that such a selective dropping
based on the source address can be detected without any changes of the IDS func-
tionality. However, the network operator should consider the impact of the selective
forwarding based on the source address on the overall percentage of dropped packets
by the monitored sensor node. Maintaining separated IDS buffers and tables for each
source address can increase the sensitivity of the IDS on such source based dropping
at the cost of increased memory consumption.

Delay IntervalWhen a delay attack is executed, a malicious node ai ∈ A can delay
the packets (by any strategy discussed above) for a fixed timeout d1 seconds or
randomly within interval 〈d2, d3〉 seconds.
Recommendation for the IDS A network operator should decide carefully on the
minimum timeout d1 of packets delayed by the sensor nodes that is considered
unacceptable. Such a delay timeout is to be set up for all the simulated malicious
sensor nodes. The optimization process adapts all the IDS parameters, particularly
the parameter p4 (detection threshold) and the parameter p8 (delay timeout), taking
into account also packet losses caused by interference, congestion and other aspects
of unreliable wireless communication. When such an optimized IDS is used in a
real WSN and any malicious (or malfunctioning) sensor node delays packets with
even a higher frequency or a longer timeout, then such sensor node is detected even
more reliably. In the other case, if the dropping ratio of a monitored node is lower
or the delay timeout is shorter, the delay attack may not be detected because such a
behavior is considered acceptable.

Malicious Voting A malicious node(s) can falsely vote for benignity in order to
defend another malicious node.

Recommendation for the IDSConsidering such attack on the IDS, a network operator
should adjust p7 (voting threshold). For example, if it is assumed that up to 20% of
neighbors can be malicious, the voting threshold should be lower than 0.8 because
up to 20% neighbors vote falsely for benignity. The precise value of the voting
threshold is subject of the optimization and consequently preferences—there is a
trade-off between false positives and false negatives.

5.2 Deployment of Malicious Nodes

An attacker can deploy malicious sensor nodes into a WSN in specific “patterns”
[33, 34]. However, in most papers, the deployment strategy of the sensor nodes into a
WSN is left unresolved [5, 17] or the placement of malicious sensor nodes is selected
randomly [4, 6, 7].
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Fig. 4 Topology of the
evaluated WSN for the
random attacker strategy.
The sensor nodes are
represented by circles while
the base station is
represented by the red
diamond. The black circles
represent malicious sensor
nodes for the scenario with
2% malicious sensor nodes
and together with the gray
circles for the scenario with
10% malicious sensor nodes
(color figure online)

Influence of several realistic malicious nodes deployment strategies on the IDS
performance is discussed in this subsection. It might be impossible for the network
operator to predict the attacker deployment strategy. Thus, the impact of all discussed
attacker strategies on the IDS parametrization is evaluated in Sect. 7 to give a clue
how themalicious sensor nodes can be deployed in the simulations to obtain as robust
IDS parameters as possible.

Random Attacker Strategy The random attacker strategy is the most widely con-
sidered strategy by IDSs for WSNs [4, 6, 7]. In this approach, the malicious sensor
nodes are inserted into the WSN on random positions. However, we assume this
attacker strategy being far from the behavior of a real attacker in most cases. An
attacker can have access to or may be interested in only a specific part of the envi-
ronment. However, this attacker strategy can be utilized for IDS optimization. If a
sufficient number of sensor nodes is considered, the random deployment can cover
different places (close or far from the base station, with sparsely or densely deployed
sensor nodes, etc.) at the same time.

We parameterize this attacker strategy by a percentage of nodes controlled by an
attacker by s3. In Fig. 4, we give an illustration of the random attacker strategy that
we evaluate in Sect. 7.

Center Drop Attacker Strategy The goal of an attacker within this strategy is to
compromise sensor nodes surrounding the base station. Alternatively, an attacker can
choose an arbitrary target place in the WSN and compromise its surrounding sensor
nodes.
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Fig. 5 Topology of the
evaluated WSN for the center
drop attacker strategy. The
sensor nodes are represented
by circles while the base
station is represented by the
red diamond. The black
circles represent malicious
sensor nodes for the scenario
with 2% malicious sensor
nodes and together with the
gray circles for the scenario
with 10% malicious sensor
nodes (color figure online)

In this chapter, we evaluate a situation where the sensor nodes surrounding the
base station are malicious. We parameterize this attacker strategy by s4—percentage
of themalicious sensor nodes in theWSNordered by a distance from the base station.
In Fig. 5, we give an illustration of the random topology that we evaluate in Sect. 7.

Direct Center Attacker Strategy In the direct centre attacker strategy, we consider
an attacker passing through the WSN along a line segment, reaching the base sta-
tion and leaving the WSN on the opposite direction. We assume an attacker can
compromise the sensor nodes located nearby his or her trajectory.

The percentage sensor nodes ordered by distance to the trajectory is parameterized
by s5. Our test case and an example of an attacker passing through the WSN from
left side to the right side through the base station is depicted in Fig. 6.

5.3 Number of Deployed Malicious Nodes

The number of malicious sensor nodes in the WSN can vary—based on the options
of an attacker—for each deployment strategy. In fact, parameters s3–s5 reflect the
percentage of deployed malicious sensor nodes for each of the deployment strategy.
We analyze the influence of the changed percentage of present malicious sensor
nodes from the situation during the optimization in Sect. 7.
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Fig. 6 Topology of the
evaluated WSN for the direct
center attacker strategy. The
sensor nodes are represented
by circles while the base
station is represented by the
red diamond. The black
circles represent malicious
sensor nodes for the scenario
with 2% malicious sensor
nodes and together with the
gray circles for the scenario
with 10% malicious sensor
nodes

5.4 Robustness Evaluation of Optimized Solutions
on Different Attacker Strategies

One of the contributions of this chapter is an optimization of the IDS parameters
for different attacker strategies. The problem is that the concrete malicious node
deployment cannot be reliably predicted in advance. In order to discuss the robustness
of the found optimized solutions, we evaluate the performance of optimized IDS for
a given attacker strategy against other attacker strategies in Sect. 7. We use two
approaches of the evaluation of the impact of changes in the attacker strategy on the
IDS performance, the description of which follows.

We use the following notation to explain the evaluations we performed to compare
IDSs optimized for various attacker strategies:

Notation 7 The set AS = {as1, . . . , asnas } is a set of all nas attacker strategies
evaluated in this chapter.

Notation 8 The set PF = {p f1, . . . , p fnas } is a set of all Pareto front approxima-
tions. Each Pareto front approximation p fi ∈ PF where 1 ≤ i ≤ nas was optimized
for an attacker strategy asi .

Single Pareto Front Approximation Evaluation onMultiple Attacker Strategies
For each Pareto front approximation p fi ∈ PF optimized for an attacker strategy
asi , we compute the performance of each IDS setting from p fi for all other attacker
strategies as j ∈ AS \ {asi }. This way, we evaluate the changes of the IDSs perfor-
mances optimized for a specific attacker strategy in a situationwhere another attacker
strategy operates.
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Multiple Pareto Front Approximations Evaluation on Single Attacker Strategy
For each attacker strategyasi ∈ AS, we compare the performances of the IDS settings
in all Pareto front approximations p f j ∈ PF \ {p fi } with the performances of the
IDS settings in Pareto front approximation p fi . This way, we evaluate how the IDSs
performs in a situation where another strategy operates comparing to the IDSs that
were optimized for that situation.

6 Experiment Settings

In this section, we describe experiment settings and optimization scenarios that we
use for evaluation of our IDSs. We also present the ranges of IDS parameters.

6.1 Application

The simulated WSN that we evaluate in this work is inspired by the police unit
scenario in [19]. Each sensor node sends “still alive” packets every second. These
packets can be either dropped or delayed bymalicious sensor nodes. Themain goal of
our optimization framework is to optimize the IDS for a given scenario (application,
topology, environment, etc.) and to be robust for various attacker strategies in that
environment. We do not aim to provide general IDS setting for any WSN.

One hour of the WSN operation time is simulated in all evaluations.

6.2 Topology and Routing

We build on the topology and routing same as in [12], so that we are able to com-
pare the collaborative and non-collaborative IDS results. The network consists of
250 uniformly distributed sensor nodes deployed in an area of 200m × 200m. The
average area for one node is 160m2 and the distance between two nearest neighbors
is 12.65m on average. During the simulation, a node b j ∈ C ∪ A has 41 neighbors
(nodes from which b j heard at least one packet during the simulation) on average.

The routing tree is static with longest branches of 8 hops. The topology and the
routing tree are depicted in Figs. 4, 5 and 6.

6.3 IDS Parameters and Sampling

In Table1, we summarize all eight parameters of the IDS presented in Sects. 3.4–
3.6, their maximum and minimum values. Steps and sampling values are used for
a time demanding sampling that we computed to compare the results found by the
evolution.
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Table 1 The list of IDS parameters

Name Description Range Step Sampling

p1 Maximum
monitored nodes

〈1, 30〉 1/3 3, 9, 27

p2 Buffer size 〈1, 3〉/〈1, 10〉 1 1, 2, 3/3, 6, 9

p3 Minimum
received packets

〈1, 30〉 1/5 1, 15, 30

p4 Detection
threshold

〈0.05, 0.95〉/〈0.1, 0.9〉 0.05/0.1 0.25, 0.5, 0.75

p5 Time window 〈10, 300〉 10/30 10, 150, 300

p6 Minimum
received votes

〈1, 10〉 1/2 1, 5, 10

p7 Voting threshold 〈0.1, 1〉 0.1 0.25, 0.5, 0.75

p8 Delay timeout 〈1, 5〉 1 1, 3, 5

If multiple values are presented and divided by “/”, the first values were used for the detection of
the selective forwarding attack and the second values then for the delay attack detection

Sampling In order to show that evolution can find good enough results in reasonable
time, we compared the results found by MOEAs with a true Pareto front found
using exhaustive search on multiple computers in [12]. However, we are not able to
compute all possible settings for this more complex IDS with additional parameters
even if we can run about 200 simulations in parallel in our computational cluster.
The exhaustive search would require 148,770,000 simulation runs for the scenario
with the selective forwarding attack and 2,479,500,000 for the scenario with the
delay attack if all possible settings would be evaluated. One simulation takes approx.
5–8min.

We decided to sample the search space in the following way. For each parame-
ter pi , where i ∈ {1, . . . , 7} for the selective forwarding attack and i ∈ {1, . . . , 8}
for the delay attack, we choose three carefully considered “sampling” values pre-
sented in Table1. The selection is based on experience and results obtained during
early experiments. Then, we iterate over all parameters p1, . . . , p7 for the selective
forwarding attack, respective p1, . . . , p8 for the delay attack. For each of the para-
meters, we evaluate all settings within their ranges using steps provided in Table1.
For each value of each parameter pi , we evaluate all “sampling” settings of all other
parameters. Using this approach, we reduce the number of simulations to 84,564 for
the selective forwarding attack and to 122,472 for the delay attack.

Having the set of solutions obtained from the aforementioned sampling,we extract
only those solutions that are not strictly dominated by any other solutions within this
set. We call this extracted set the Sampling Pareto front approximation. This set
is compared to Pareto front approximations found by evolutions. Note that finding
the Sampling Pareto front approximation is much more computationally demanding
than finding Pareto front approximations using evolution as discussed in Sect. 7. We
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computed the sampling for an attacker strategy with randomly deployed 5 (2%)
malicious sensor nodes for both selective forwarding and delay attacks.

6.4 Evaluated Attacker Strategies

In all experiments, the malicious sensor nodes drop randomly 50% of packets that
should be forwarded for the selective forwarding attack. For evaluation of the delay
attack, the malicious sensor nodes delay all packets within interval of 〈0, 5〉 s.
Deployment ofMalicious NodesWe optimize the IDS for six different deployments
of malicious sensor nodes for the selective forwarding attack. For each deployment
strategy (random, center drop and direct centre), we evaluate two cases: with 5
malicious sensor nodes (2%) andwith 25malicious sensor nodes (10%). All attacker
strategies are illustrated in Figs. 4, 5 and 6.

For the delay attack, we evaluate only the case with 5 (2%) randomly deployed
malicious sensor nodes due to computational time restrictions. However, the charac-
teristics that are related to overhearing the communication and to the collaborative
decision are equivalent to the selective forwarding attack that we evaluated thor-
oughly.

No “leaf” sensor node (a node that has no descendant) is malicious within the
experiments. These sensor nodes can neither perform efficiently the selective for-
warding or the delay attack (no packets are forwarded by them), nor can be detected
by any IDS node (no packets addressed to them can be overheard).

7 Experiment Results

In this section, all experiment results are presented and discussed. First, we show the
increased accuracy of the collaborative IDS in comparisonwith the non-collaborative
IDS, in the case of detecting the selective forwarding attack. Then we compare
evolution performance for selective forwarding and delay attacks with much more
time demanding sampling. Finally, we provide a mutual comparison of IDS settings
optimized for various attacker strategies.

7.1 Selective Forwarding Attack

First, we briefly compare the Pareto front approximation found by sampling for the
collaborative IDSwith a true Pareto front found for the non-collaborative IDS in [12].
Both detection techniques are evaluated in the same WSN and attacker strategy—
randomdeployment of 2%malicious sensor nodes. In Fig. 7, we showdifferent views
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Fig. 7 Sampling Pareto front approximation for the collaborative selective forwarding attack detec-
tion compared to the true Pareto front for the non-collaborative selective forwarding attack detection.
All the solutions found by sampling for the collaborative detection dominate the solutions found
by exhaustive search for the non-collaborative detection

of the optimized solutions for both detection techniques in the three-dimensional
objective space.

In Fig. 7a, we show that all sampled non-dominated solutions found for collabo-
rative IDS dominate the Pareto optimal solutions found for non-collaborative IDS.
Measuring the dominated volume of the objective space by the hyper-volume indi-
cator, we obtain 0.525 for the non-collaborative IDS and 0.5742 for the collaborative
IDS. In Fig. 7b, we show that the collaboration among the IDS nodes can significantly
decrease the number of false positives—a consensus has to be made to label a node
as attacker. A decrease of false negatives is caused by dividing the monitoring time
into smaller windows, where, in each of them, a potential dropping can be detected.
In Fig. 7c, d, we can see that higher memory consumption caused particularly by a
higher number of monitored neighbors decreases false negatives on one hand (more
neighbors being monitored means also higher number of truly recognized malicious
nodes), but increases false positives on the other hand (if a neighbor is not monitored,
it can neither be labeled as malicious one truly, nor falsely).

As we shown, the collaborative approach provides better IDS results even though
we are not able to evaluate the whole search space. However, the collaborative IDS

2As shown below, evolution can improve the results farther.



Attack Detection Using Evolutionary Computation 121

requires a communication overhead. Nevertheless, we would like to emphasize that
the overhead is not significant—at least for our simulated application. Each sensor
node ck ∈ C initiates the voting scheme at most once for each monitored neighbor
bl ∈ A ∪ C during the whole WSN operation time. Each neighbor ci ∈ C of the ck
has to answer to the voting request if the bl is also monitored by the ci . Sensor
nodes monitor 30 neighbors at most and are monitored by at most 30 neighbors on
average. That means that ck initiates 30 voting request at most in case all monitored
neighbors are suspicious. The average sensor node ck has to answer on 30 voting
requests (but only in the unrealistic worst case—only if it also monitors the sensor
node in the request) on average for each of 41 neighbors (see Sect. 6.2 for more
details). The overall overhead would be 1260 packets sent by each IDS node in such
very unrealistic worst case. Note that the sensor nodes in a distance of one hop from
the base station forward approx. 2500 packets during only one hour of the operation
time of the WSN.

Evolution can speedup the process of finding solutions that are similar or even
dominate the solutions found by the sampling. We present results of two multiob-
jective evolution runs (marked as “Evo #1” and “Evo #2”). The evolution settings
are described in Sect. 4.2. The solutions found by the evolution compared to those
found by sampling are depicted in Fig. 8.

In Table2, we present results of all four metrics for each of the optimization
process. We can see that both evolution runs outperforms the sampling according to
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Fig. 8 Results for detection of the selective forwarding attack found by evolution compared to the
results of the Sampling Pareto front approximation
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Table 2 Performance metrics of the optimization of the selective forwarding attack

Hyper-
volume

Coverage Simulations Solutions

Evo #1 Evo #2 Sampling

Evo #1 0.577 – 65% 100% 13,502 144

(94/144) (144/144)

Evo #2 0.583 82% – 98% 23,558 153

(126/153) (150/153)

Sampling 0.574 22% 19% – 84,564 201

(45/201) (39/201)

Hyper-volume indicator—result of the hyper-volume indicator for each optimization process. Cov-
erage metric—for each Pareto front approximation in a row, the values specify the number of found
solutions that are not dominated by any solution within the result set of Pareto front approxima-
tion specified in the column. Number of simulations—number of simulation runs within the whole
optimization process. Number of non-dominated solutions—number of resulting non-dominated
solutions

the hyper-volume indicator. Measuring the performance by mutual coverage of the
solutions, we can see that solutions found by the evolution runs dominate nearly all
solutions found by the sampling. However, we were able to find several solutions that
have a lower number of false negatives using the sampling than any solution found
by the evolution (see Fig. 8b). The process of optimization by the evolution was less
timedemanding as declare the numbers of required simulations.More non-dominated
solutions were found by the sampling. We recommend to use a larger population size
to obtain higher number of non-dominated solutions, if needed. However, since the
solutions are well spread through the objective space (see Fig. 8), we do not consider
the lower number of found non-dominated solutions as an important disadvantage.

IDS Parameters Discussion We discuss the IDS parameters of the solutions found
by “Evo #2” as its Pareto front approximation evinces best performance.

In the resulting set of solutions, we can find nearly all possible settings of the p1
(max monitored nodes) equally distributed. The values absolutely correlate with the
objective function 3—memory consumption, since all solutions found use a buffer
size (p2) equaled to 1.No other parameter influences thememory consumption. Thus,
the impact of the maximum number of monitored neighbors on the IDS performance
can be directly observed in Fig. 8 (the axis “Memory”). W.r.t. the buffer size—we
can find several solutions having the buffer size equaled to 2 in all attacker strategies
except for the random one (see Sect. 7.3 for other evaluated strategies). Some of
the malicious sensor nodes requires bigger buffer size due to being close to the BS
encountering higher traffic.

The values of the min received packets (p3) varies between 1 and 11 (5.07 on
average). The values of the detection threshold (p4) varies between 0.45 and 0.55
(0.504 on average), the time window (p5) between 43 and 294 s (210 s on average),
the minimum received votes (p6) between 1 and 7 (2.79 on average) and the voting
threshold between 0.28 and 0.99 (0.86 on average).
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7.2 Delay Attack

In this section, we present non-dominated results for the detection of the delay attack
found both by the sampling and evolution. In Fig. 9, we compare the performance of
the IDS settings found by both the evolution and the sampling in the objective space.
The number of non-dominated solutions found by sampling is reduced comparing to
the selective forwarding attack. It may be caused by the fact that we are not able to
compute such “dense” sampling—the search space ismuch larger (see Table1). Since
the basic principle of the delay attack detection is similar to the selective forwarding,
we can observe similar patterns of the Pareto front approximations. Main difference
is higher memory consumption needed to obtain comparable false negatives. This is
caused by a need of storing the packets in the IDS buffer for longer time.

In Table3, we can see that the evolution provides better results than the sampling
w.r.t all the metrics—similarly to the selective forwarding attack.

IDS Parameters Discussion Such as for the selective forwarding attack, results
found by “Evo #2” are discussed for the delay attack.

The number of max monitored nodes (p1) varies between 1 and 24 (15.9 on
average). The buffer size (p2) varies between 1 and 9 (2.3 on average) and only the
solutionswith p1 higher than18 requiresmore than3 slots in the buffer. Theparameter
min received packets p3 evinces values between 1 and 8 (2.2 on average). The values
of the detection threshold (p4) varies between 0.07 and 0.64 (0.38 on average).
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Fig. 9 Results for detection of the delay attack found by evolution compared to the results of the
Sampling Pareto front approximation
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Table 3 Performance metrics of the optimization of the delay attack

Hyper-
volume

Coverage Simulations Solutions

Evo #1 Evo #2 Sampling

Evo #1 0.604 – 61% 97% 13,539 118

(72/118) (115/118)

Evo #2 0.625 79% – 99% 23,953 141

(112/141) (139/141)

Sampling 0.582 22% 14% – 122,472 139

(30/139) (19/139)

Hyper-volume indicator—result of the hyper-volume indicator for each optimization process. Cov-
erage metric—for each Pareto front approximation in a row, the values specify the number of found
solutions that are not dominated by any solution within the result set of Pareto front approxima-
tion specified in the column. Number of simulations—number of simulation runs within the whole
optimization process. Number of non-dominated solutions—number of resulting non-dominated
solutions

Note that the behavior of the malicious nodes is different to the selective forwarding
attack—the malicious nodes delay randomly all packets within the interval 〈0, 5〉.
The values of time window (p5) varies between 55 and 295s (131s on average),
the minimum received votes (p6) varies between 1 and 2 (1.23 on average) and the
voting threshold varies between 0.17 and 0.99 (0.77 on average). The delay timeout
(p8) was set to 1 s in each solution—packets forwarded by benign node are usually
transmitted within this timeout in our test case.

7.3 Robustness Evaluation

Various attacker strategies discussed in Sect. 5 are evaluated in this section. Their
settings was presented in Sect. 6.4. We label each of the evaluated case “Random
2%/10%”, “Centre 2%/10%” and “Line 2%/10%” for the random, the center drop
and the direct centre attacker strategy, respectively. The numbers denote the per-
centage of malicious nodes in the network. All Pareto front approximations were
computed using NSGA-II set up according to “Evo #2”. We compare all the results
using hyper-volume indicator.

Single Pareto Front Approximation Evaluation onMultiple Attacker Strategies
Table4 summarizes all performances of the IDS settings in Pareto front approxima-
tion p fi optimized for an attacker strategy asi specified in a row in another attacker
strategy as j specified in a column j .

We can see that any IDS settings in the case with 2% randomly deployed mali-
cious sensor nodes evince the best hyper-volume indicator comparing to the other
attacker strategies, while the case with 2% malicious sensor nodes surrounding the
BS evinces the worst hyper-volume indicator. We found out that while the memory
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Table 4 Hyper-volume indicator results for various deployment strategies

R 2% R 10% C 2% C 10% L 2% L 10% Average
diff

Random 2% 0.583 0.520 0.453 0.487 0.534 0.462 0.0277

Random
10%

0.567 0.555 0.465 0.510 0.540 0.504 0.0107

Centre 2% 0.562 0.539 0.485 0.507 0.539 0.495 0.0130

Centre 10% 0.565 0.539 0.473 0.515 0.533 0.499 0.0135

Line 2% 0.565 0.494 0.461 0.473 0.554 0.406 0.0420

Line 10% 0.567 0.545 0.466 0.510 0.537 0.513 0.0112

Average 0.568 0.532 0.467 0.500 0.540 0.480

For each strategy A in a row, the values specify the hyper-volume indicator of the IDS settings
optimized for A in another deployment strategy B specified in a column. Looking to the table from
the other perspective, for each strategy A in a column, the values specify the hyper-volume indicator
of the IDS settings optimized for a strategy B specified in a row but evaluated in the strategy A.
The values in bold states for the best results for each of the strategy—IDS settings optimized and
evaluated in the same deployment strategy. The last column specifies the average difference of an
IDS optimized for an attacker strategy in a row to the best result achieved for each of the strategy
in the column

consumption is constant and the number of false positives do not change signifi-
cantly, more significant changes in the number of false negatives can be observed.
This is caused by the placement of malicious nodes—it is more difficult to detect a
malicious sensor node surrounded by other malicious sensor nodes or a malicious
node close to the edge of the WSN receiving packets from only one descendant.3

See Fig. 10 for an example of IDS optimized for Random 2% in the attacker
strategy Random 10% (a–c) and vice versa (d–f). While the memory consumption
is constant and the number of false positives do not change significantly, we can see
more significant changes in the number of false negatives due to higher number of
“close-to-edge” sensor nodes.

Multiple Pareto Front Approximations Evaluation On Single Attacker Strategy
In Table4, we can see for any attacker strategy as j in a column j how each hyper-
volume indicator of the IDS settings p fi optimized for each strategy asi in a row
i differs to the hyper-volume indicator of the IDS settings p f j evaluated (and also
optimized) in the as j . In the last column of the Table4, we present the average
difference to the best value for each Pareto front approximation p fi across all attacker
strategies. The lower the average difference, the more robust is the Pareto front
approximation in another attacker strategies.

We can see that Pareto front approximation of IDS settings optimized for attacker
strategy “Random 10%” performs the best across all other strategies followed by

3Such traffic can be overheard by less (if any) number of neighbors comparing to a sensor node
placed closer to the BS receiving packets from several directions.
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Fig. 10 Influence of changed percentages of malicious sensor nodes on performance of each
optimized IDS setting in the random attacker strategy. Green crosses represent IDS performance
in an environment for which the IDS was optimized (2% for Figures (a–c) and 10% for Figures
(d–f)). Red circles represent IDS performance in an environment with increased [Figures (a–c) and
decreased (Figures (d–f)] percentage of malicious sensor nodes. Lines connect equal IDS settings

“Line 10%”. On the other hand, the solutions found for the attacker strategy “Line
2%” performs the worst on average in the other strategies.

8 Conclusion

We proposed and implemented a complex optimization framework consisting of an
optimization engine and a simulator. The simulations can be executed on multiple
computers in a distributed manner. This optimization framework is aimed at but not
limited to optimization of intrusion detection systems to detect different types of
active attacks on a WSN. In the simulator, the target WSN can be specified in details
including the environment, topology, physical properties of the sensor nodes, routing
and application.

In this work, we demonstrated usability of the optimization framework on the
selective forwarding attack and the delay attack detection. We have shown that effi-
cient Pareto front approximation can be found using multi-objective evolutionary
algorithm in a reasonable time. Four different metrics were used to evaluate the
optimization processes. The diversity of the non-dominated solutions can provide a
network operator with an option to choose any solution according to requirements
that can be changed during the WSN operation time.
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We discussed thoroughly attacker strategies of the selective forwarding and the
delay attack as well as usability of our detection techniques for each variation of any
attacker strategy. The IDS was optimized to six different deployments of malicious
sensor nodes and the resulting non-dominated IDS solutions were evaluated for
robustness on each of the deployment.

The optimization framework can be used directly for, e.g., IDS that we imple-
mented within our security middleware for WSNs—“WSNProtectLayer” [19].
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